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ABSTRACT
The aim of the study on which the article is based was to identify groups of communities with
similar resilience profiles, using Norwegian municipalities as a case. The authors used a set of
socioeconomic and environmental indicators as measures of municipalities’ resilience and
performed a cluster analysis to divide the municipalities into groups with similar multivariate
resilience signatures. The results revealed six groups of municipalities that, apart from their
unique combinations of indicator scores, featured certain spatial patterns, such as an “urban
cluster” with urbanized municipalities and a “suburban cluster” with municipalities concentrated
around major cities. The authors conclude that municipalities in each of the groups shared
aspects that made them either more or less resilient to natural hazards, which could make them
potential targets for shared interventions. Additionally, the authors conclude that clustering can
be used to identify municipalities with similar resilience features and that could benefit from
networking and sharing operational planning as a way to improve their respective communities’
resilience to natural hazards.
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Introduction

Recent quantitative research on vulnerability (Cutter
et al. 2003; Holand et al. 2011) and resilience to natural
hazards (Cutter et al. 2014; Yoon et al. 2016) has focused
on identifying places or communities either most at risk
or most resilient to the adverse effects of hazardous
events. In most cases, researchers have first compiled a
set of indicators based on a theoretical framework and
then merged the indicators into a composite index (Cut-
ter et al. 2000; Rød et al. 2015). Thereafter, the resulting
index scores have been ranked from least to most vulner-
able or resilient and depicted on a map to facilitate visual
examination of their geographies.

In this article, we depart from the indexation
approach. Instead, we draw upon the pattern analysis

in geography research in which various approaches
have been used, such as fuzzy classification
(Cullum et al. 2017), dynamic patterns (Petschel-Held
et al. 1999) and cluster analysis (e.g., Sietz et al. 2011).
We employed the latter approach in an attempt to ident-
ify commonalities of community resilience to natural
hazards. The cluster analysis approach enabled us to
divide Norwegian municipalities into groups by exploit-
ing similarities regarding their indicators of resilience to
natural hazards. Hence, we were able to discover typical
multivariate resilience signatures of the municipalities,
namely the patterns embedded in the multidimensional
space of the indicators. Rather than forcing the indi-
cators into an abstract index that created
distinct resilience scores for each municipality, we
reduced data dimensionality and grouped Norwegian
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municipalities that shared similar resilience profiles into
clusters.

From a policy perspective, as considered in earlier
research, for example on socio-ecological patterns of
farming systems’ vulnerabilities in the African drylands
(Sietz et al. 2017), typical multivariate resilience signa-
tures mean that if a group of municipalities exhibits simi-
lar challenges regarding certain resilience indicators,
such municipalities can potentially benefit from
cooperation in designing common interventions and
mitigation strategies, rather than executing interventions
and adaptation actions independently and individually.
Further, such cooperation may result in more effective
adaptation efforts and be of value to all who are respon-
sible for mitigation actions.

By employing k-means++ clustering, we identified
groups with distinct multivariate resilience signatures and
spatial patterns within Norwegian municipalities. We used
these groups to address the following research questions:

RQ1: How do the municipalities from various groups
differ with regard to their community resilience
indicators?

RQ2: What are the spatial patterns of the municipalities
that constitute specific groups? Do the groups of muni-
cipalities constitute spatially consistent regions or are
the municipalities of one cluster scattered throughout
Norway?

Background

Community resilience to natural hazards

There is not one precise definition of community resili-
ence. In finding some consensus in the literature, Cutter
et al. (2014, 65) propose the following:

Disaster resilience enhances the ability of a community
to prepare and plan for, absorb, and recover from, and
more successfully adapt to actual or potential adverse
events in a timely and efficient manner including the
restoration and improvement of basic functions and
structures.

This definition is broad enough to be applicable to
different hazards and different sectors of society, as
well as to different interpretations of what constitutes
community.

Given the definitional ambiguity relating to ‘commu-
nity resilience’, it is not surprising that conceptual frame-
works for community resilience are manifold. One of the
most influential frameworks was developed by Norris
et al. (2008), who see community resilience as a set of net-
worked capacities. Others apply a capitals approach to
community resilience, focusing on social capital (Ritchie
& Gill 2006; Aldrich 2012; Aldrich & Meyer 2015),

community capital (Miles & Chang 2011), or a combi-
nation of capitals (Mayunga 2007; Peacock 2010). Also,
some authors consider community resilience part of a
system, such as the economy (Rose 2004; 2007; Rose &
Krausmann 2013) or governance (Tierney 2012) or
they link resilience to place-based attributes of the com-
munity (Cutter et al. 2008; Frazier et al. 2014). It is evi-
dent from the plurality of definitions and conceptual
models that community resilience is inherently difficult
to measure, as there is no agreement on which model
should be used, which characteristics should be included,
or which reference group, location, or system should be
chosen. Nonetheless, there is increasing interest in
measuring community disaster resilience. The growing
number of natural hazard threats due to climate change
calls for better knowledge not only about exposed and vul-
nerable locations but also about the resilience capabilities
of local communities and their spatial distribution.

Assessment of community resilience

There is no uniform approach to the assessment of
community resilience, since implemented assessment
strategies depend on the objectives, motivations, and
interpretations of the community resilience concept of
those who do the assessment. Assessment strategies
will differ according to whether resilience is understood
as a process, an outcome, or both, whether it is applied
to a single community or a larger geographic region,
and whether it focuses on one resilience dimension or
multiple resilience dimensions. The approaches used
thus far fall roughly into three categories: indices, scor-
ecards, and tools (for a systematic discussion of resili-
ence assessment approaches used in the USA, see
Cutter 2016).

An index combines a set of indicators into a single
metric. Index construction is usually a top-down
approach, based on existing quantitative data. When
striving for comparability across space or time, indexa-
tion is the measurement method of choice. As a result,
the number of resilience indices is growing steadily (var-
ious resilience indices have been proposed by, e.g., Cutter
et al. 2010; 2014; Peacock 2010; Sherrieb et al. 2010;
Miles & Chang 2011; Frazier et al. 2014; Burton 2015;
Cox & Hamlen 2015; Yoon et al. 2016). However, as
argued by Cai et al. (2018), quantitative community resi-
lience measurement approaches typically lack empirical
validation and inferential ability. Moreover, they do
not reveal concrete adaptation strategies.

Scorecards are used to assess the progressmade towards
a particular goal by asking questions about the presence
or absence of certain attributes and recording them on
a scale (e.g. from 1 to 10, from very poor to excellent).
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A final score can be calculated based on the provided
answers. Scorecards are based on qualitative data inputs
and are usually intended for localized self-assessments in
communities (for an example of a scorecard, see Sempier
et al. 2010).

Tools provide ready-made mechanisms for either
community self-assessments or the construction of an
index, with sample procedures, survey guidelines
and/or data inputs. Such mechanisms have been pro-
posed by Pfefferbaum et al. (2013), Twigg (2009), and
the UNDP (2014).

The above-described assessment approaches provide
either detailed information about the resilience capabili-
ties of local communities (scorecard self-assessments) or
single metrics intended to capture overall resilience or
resilience dimensions (indices and subindices). Both
types of results can be useful for mitigation planning
and adaptation planning at different scales—the former
at a local scale and the latter allowing for easy compari-
sons among communities at regional or national scales.
However, the results of indexation exercises can be hard
to interpret or use in practice, as it is often unclear how
the index has been constructed andhow certain indicators
contribute to the construct. Therefore, decision-makers
and practitioners may not understand the resulting indi-
ces because they will be too abstract (Bohman et al. 2014).
Some authors even warn that indices should not be used
to inform policymaking (Barnett et al. 2008).

Cluster analysis offers a compromise and allows us to
gain a systematic understanding of resilience at an inter-
mediate level of complexity, between an all-embracing
perspective (i.e. the composite indicator approach) and
the particularities of individual cases (Sietz et al. 2017).
To avoid the reductionist nature of indexation results,
yet still allow for comparability between communities,
we propose a different approach to community resilience
assessment. Rather than seeking to identify the most or
least resilient communities, we aim to identify clusters
of municipalities—ideally, geographically consistent
ones—with similar multivariate signatures in terms of
community resilience. Although we focused on Norwe-
gian municipalities in our study, other administrative
divisions than municipalities can be used, if their multi-
variate characteristics are available.

The clusters of municipalities, which have similar
multivariate signatures, correspond to what Sietz et al.
(2017) call archetypes and consist of “peer” communities
that can benefit from the sharing of knowledge and
experiences. If certain municipalities feature shortcom-
ings regarding specific resilience indicators, then inter-
ventions and mitigation strategies may be executed for
the whole group, rather than for individual municipali-
ties. To identify these groups with similar resilience

signatures, our approach employs cluster analysis. The
method ensures that, on the one hand, the groups consist
of municipalities that are as similar as possible according
to their resilience indicator values, but, on the other
hand, the groups are as different as possible from other
groups.

Cluster analysis and its use for geographic data

As a method, clustering groups the most similar multi-
variate data entities into classes. Since clustering helps
to reveal underlying structures inmultivariate geographic
data it is applied for different purposes in various geo-
graphic subdisciplines. For instance, in physical geogra-
phy, it has been used to differentiate regions based on
their climate parameters such as daily precipitation and
temperature (Leuprecht & Gobiet 2010) or to identify
regional climate change patterns (Mahlstein & Knutti
2010). By contrast, in social and economic geography
clustering serves as a valuable tool to, for example, detect
crime hot spots (Grubesic & Murray 2001), study spatio-
temporal patterns of neighborhood socioeconomic
change in cities (Delmelle 2016), create homogeneous
groupings of geographic areas with regard to similar
exposure to the risk of insurance losses (Jennings 2008),
and to investigate socio-ecological patterns of farming
systems’ vulnerability in African drylands in order to
examine the potential for sustainable agricultural inten-
sification (Sietz et al. 2017). Furthermore, as reported by
Lam et al. (2016), k-means clustering has been employed
with discriminant analysis in the resilience inference
measurement (RIM) model in order to derive resilience
rankings, thus enabling validation and inference. Mihu-
nov et al. (2018) usedRIM to identify four variables repre-
senting the social, economic, agriculture, and health
sectors as the main resilience indicators.

Furthermore, clustering can play a valuable role in
research on climate change adaptation. Due to global cli-
mate change, it is expected that natural hazards will
become more frequent and severe, including in the Nor-
dic countries (Rød et al. 2015). In this context, cluster
analysis can be used to investigate whether Norwegian
municipalities can be grouped according to their simi-
larity across a set of community resilience indicators
and whether the resulting groups would have a spatial
pattern forming spatially consistent regions. However,
as in all clustering exercises, uncertainty exists with
regard to the appropriate number of clusters and the jus-
tification of the identified clusters. Therefore, in any clus-
ter analysis, emphasis should be placed on the
meaningfulness of the cluster selection; clusters should
not be arbitrary or artificial (OECD-JRC 2008).
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Study data

The set of indicators of community resilience selected for
the clustering procedure used in our study was originally
compiled by Scherzer et al. (2019), who used it to con-
struct a community resilience index for Norway. Their
initial indicator selection was guided by previous studies
of vulnerability and community resilience (Cutter et al.
2010; Flanagan et al. 2011; Tate 2012; Cutter et al. 2014;
Singh-Peterson et al. 2014; Burton 2015; Cox & Hamlen
2015). More than 100 variables were initially collected
for all 428 Norwegian municipalities for the year 2014.
Following conceptual considerations and statistical
analysis, the number of variables was then reduced to a
final set of 47 variables (for a detailed account of the indi-
cator selection process including justifications, see Scher-
zer et al. 2019). Short definitions and summary statistics
relating to the included variables are listed in Table 1.

Prior to conducting the cluster analysis, we min-max
transformed all variables to range from 0 to 1 and
reverse-scaled a number of variables to match the theor-
etical orientation of the other variables.1 As Scherzer
et al.’s study was based on the Baseline Resilience Indi-
cators for Communities (BRIC) developed by Cutter
et al. (2014), they adopted the six resilience subdomains
described in the original BRIC study (Scherzer et al.
2019). The same variables and subdomains were used in
our study. Each municipality thus featured 47 variables
divided into the six resilience subdomains: (1) social, (2)
economic, (3) institutional, (4) infrastructure & housing,
(5) community capital, and (6) environmental.

The social resilience subdomain (1) captures general
characteristics of the population that would increase
the ability of the population to handle difficult situations
or crises. For example, people of working age (WORK-
ING_AGE in Table 1) are generally considered better
able to help themselves and others than are children or
the elderly. Social resilience is further strengthened by
adequate access to physical health care providers
(DOCTORS) and mental health care providers (PSY-
CHOLOGISTS), as well as by good access to transport
(CARS) and communication (INTERNET).

The economic resilience subdomain (2) portrays the
health and vitality of the local economy. Indicators that
represent the general economic vitality of the commu-
nity include the overall employment rate (EMPLOYED)
and the per capita retail turnover (TURNOVER_RE-
TAIL). One key aspect of a functioning economy in
any setting is access to financial resources (BANKS). In
a crisis, large enterprises are often better able to absorb

shocks and to bring in resources from outside the com-
munity through business networks (RATIO_LS_BUSI-
NESSES). However, the primary sector and the tourism
industry (EM_NOT_PRIMARY) are usually impaired
and people working in these sectors are prone to job loss.

Institutional resilience (3) relates to aspects that
may influence the governance of community disaster
resilience positively. Its two financial indicators
reflect the overall financial health of the municipality
(NET_OP_SURPLUS) and the resources attributed to
fire and accident prevention (FIRE_ACC_SPEND).
Proximity to a county capital (DIST_COUNTY_CAP)
can aid communities in securing both support from
decision-makers and resources for recovery. More-
over, communities with a high percentage of people
working in the public sector for governmental insti-
tutions, the army, or municipal activities
(EM_MUN_PUBLIC) are generally best placed to
attract political support and economic resources in
times of crisis.

The infrastructure & housing resilience subdomain
(4) mainly relates to qualities of the infrastructure system
that will facilitate response and resupply during emer-
gencies, such as proximity to the nearest hospital
(DIST_HOSPITAL) or fire and police stations
(DIST_FIRE_POLICE), as well as to road safety
(ACCIDENTS) or employment in public utilities
(EM_UTILITIES). In the study by Scherzer et al.
(2019), housing resilience was only marginally captured
through the proportion of the population living in an
urban setting (URBAN_POP).2

Community capital (5) includes people’s involve-
ment in local organizations, such as sports groups
(SPORTS) or youth clubs (CLUBS), as the social net-
works created through active community involvement
often provide informal safety nets of help and support
during crisis and recovery. Community capital also
captures sources of innovation within the community
(EM_CREATIVE, RD_FIRMS), as being able to
“think outside the box” can be crucial when dealing
with an unexpected situation. Furthermore, it contains
indicators that represent valuable community
resources, such as childcare services (CHILD_CARE)
and information providers (BROADCAST).

Lastly, environmental resilience (6) captures absorp-
tive aspects of the environment, such as natural
flood buffers (NAT_BUFFER). It also includes areas
not prone to certain types of hazards, such as floods
(NOT_FLOOD_AREA), and a community’s previous

1All reverse-scaled variables are marked with an asterisk in Table 1.
2In Norway, an urban settlement can comprise as few as 60–70 buildings inhabited by at least 200 persons if the distance between the buildings does not exceed
50 m, although exceptions may apply (Statistics Norway 2020).
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Table 1. List of variables used in the cluster analysis and their summary statistics
No. Variable Short name Source Mean Std. Dev. Min. Max.

Social resilience (8 indicators):
1 Percent of the population that is of working age (16–66 years) WORKING_AGE SSB 64.64 2.07 58.46 71.62
2 Cars per 1,000 persons CARS SSB 524.74 55.53 257.67 719.22
3 Broadband Internet subscriptions per 1,000 persons INTERNET SSB 322.82 51.41 114.80 723.63
4 Percent of households that are NOT single-parent households NOT_SINGLE_PARENT SSB 94.87 1.09 91.12 98.57
5 Percent of the population that is NOT dependent on social assistance NOT_ASSISTANCE SSB 97.47 1.05 90.89 100.00
6 Psychologists per 1,000 persons (mental health) PSYCHOLOGISTS SSB 0.35 0.75 0.00 6.77
7 Physicians per 1,000 persons (general health) DOCTORS SSB 1.72 2.74 0.00 26.69
8 Gender Equality Index GENDER_INDEX SSB 0.67 0.04 0.56 0.79
Economic resilience (7 indicators):
9 Percent of the labor force that is employed EMPLOYED SSB 97.51 1.01 92.88 99.55
10 Percent of women in the workforce FEMALE_EMPLOYED SSB 76.92 3.67 66.30 88.80
11 Percent of employed persons NOT working in primary industry or tourism EM_NOT_PRIMARY SSB 85.60 7.10 46.48 97.68
12 Ratio of large to small businesses (in terms of employees: large >100,

small <10)
RATIO_LS_BUSINESSES SSB 0.01 0.01 0.00 0.11

13 Commercial establishments/enterprises per 1,000 persons ENTERPRISES SSB 73.98 18.12 36.37 172.98
14 Lending institutions per 1,000 persons BANKS SSB 1.62 1.35 0.00 11.79
15 Turnover per capita retail sales TURNOVER_RETAIL SSB 58463.61 28030.63 8027.00 208395.00
Institutional resilience (4 indicators):
16 Net operating expenditure, fire and accident protection per capita FIRE_ACC_SPEND SSB 976.57 617.12 307.00 8453.00
17 Net operating surplus as a percentage of gross operating revenues NET_OP_SURPLUS SSB 1.24 3.14 -9.00 18.20
18 Mean distance in meters from denser settlement areas to nearest county

capital**
DIST_COUNTY_CAP* Kartverket 61897.20 44563.44 545.54 215380.50

19 Percent of employed persons working in public administration, defense,
social security or municipal activities:

EM_MUN_PUBLIC SSB 29.19 8.63 13.16 86.78

Infrastructure & housing resilience (9 indicators):
20 Fire, police, ambulance stations, and shelters per 1,000 people RESPONSE Kartverket 0.35 0.53 0.00 4.74
21 Mean distance in meters from denser settlement areas to the nearest fire

or police station**
DIST_FIRE_POLICE* Kartverket 8992.77 9749.16 1.00 68739.58

22 Mean distance in meters from denser settlement areas to nearest hospital
(with emergency services)**

DIST_HOSPITAL* Kartverket 35281.56 26283.12 1565.50 176593.70

23 Traffic accidents per 1,000 persons ACCIDENTS* SSB 1.11 0.80 0.00 6.66
24 Length of major road network in km ROAD_KM Kartverket 169.17 98.93 5.68 659.85
25 Length of railway network in km RAILWAY_KM Jernbaneverket 9.95 17.78 0.00 101.00
26 Mean distance in meters from denser settlement areas to the nearest

airport**
DIST_AIRPORT* Kartverket 48164.71 33764.10 1368.64 152769.90

27 Percent of employed persons working in public utilities (electricity, water,
waste, transportation, communication)

EM_UTILITIES SSB 7.22 4.95 0.60 43.60

28 Percent of the population living in urban areas URBAN_POP SSB 53.34 27.24 0.00 99.14
Community capital (10 indicators):
29 Percent of employed persons working in creative class occupations (i.e.,

architects, engineers, and scientific researchers)
EM_CREATIVE SSB 19.89 5.35 7.23 40.34

30 Research & development firms per 1,000 persons RD_FIRMS SSB 3.96 2.29 0.00 14.01
31 Places of worship per 1,000 persons WORSHIP Kartverket 2.72 1.98 0.19 10.83
32 Museums, libraries, zoos, and botanical gardens per 1,000 persons MUSEUMS Kartverket 2.17 2.87 0.00 20.04
33 Sports facilities per 1,000 persons SPORTS Kartverket 2.62 2.33 0.00 15.69
34 Parliamentary elections voter turnout (Percent of voting age population) VOTER_TURNOUT SSB 76.98 3.75 65.10 91.10
35 Cinemas, youth centers, and clubs per 1,000 persons CLUBS SSB 8.63 7.95 0.00 48.39
36 Kindergartens (child care services) per 1,000 persons CHILD_CARE SSB 1.39 0.52 0.42 4.74
37 Broadcasters per 1,000 persons (access to information) BROADCAST SSB 0.27 0.45 0.00 4.21
38 Absolute in- and out-migration as a percentage of population MIGRATION* SSB 10.43 2.96 4.46 20.60
Environmental resilience (9 indicators):
39 Percent land area that is NOT in a flood/storm surge zone NOT_FLOOD_AREA NVE 96.36 3.02 79.73 100.00
40 Percent land area that does NOT contain impervious surfaces NOT_IMPERVIOUS CORINE 77.06 22.57 9.72 100.00
41 Percent land area that is NOT in landslide zones NOT_SLIDE_AREA NVE 95.66 5.86 69.64 100.00
42 Percent of land area that is NOT covered by water bodies (rivers and

lakes)
NOT_WATER Kartverket 94.58 3.53 69.86 99.93

43 Percent land area that serves as natural flood buffer (e.g., wetland,
swamp, marsh, mangrove, sand, dune)

NAT_BUFFER CORINE 18.14 13.79 0.00 60.05

44 Percent land area that is developed open space DEV_OPENSPACE CORINE 0.45 1.56 0.00 21.15
45 Percent land area that is arable (cultivated) land ARABLE_LAND CORINE 11.59 13.71 0.00 83.27
46 5-year average number of loss-causing extreme weather events (number

of NNP payouts for storm, slide, surge, and flood are used as a proxy)
HAZARDS_5YRS* NNP 32.33 41.87 0.40 403.80

47 Agricultural holdings per 1,000 persons AG_HOLDINGS SSB 21.93 18.85 0.00 93.93

Notes: * reverse-scaled variable to match the theoretical orientation of the other variables; ** ln-transformed variable; SSB – Statistics Norway, NVE – Norwegian
Water Resources and Energy Directorate, Kartverket – Norwegian Mapping Authority, NNP – Norwegian Natural Perils Pool, CORINE – Coordination of infor-
mation on the environment, program by the European Commission
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experiences of natural hazards (HAZARDS_5YRS). As
the ability to produce food can be critical in times of
crisis, environmental resilience for Norway includes
two indicators relating to agricultural production
(ARABLE_LAND and AG_HOLDINGS).

Methods

To partition Norwegian municipalities into clusters, we
formulated a systematic workflow that consisted of a
four-step methodology (Fig. 1). First (Step 1), we per-
formed a spatially constrained cluster analysis based
on 47 indicators and limited group membership to geo-
graphically contiguous municipalities. In the parallel
Step 2, we performed clustering in non-spatial attribute
spaces. In both steps, we preliminarily mapped all
resulting divisions (i.e., groupings resulting from cluster
analysis) and checked them, both with Moran’s I index
of spatial autocorrelation and with minimum variation
within clusters. While Moran’s I was chosen because it
helps to determine the spatial relationships between
features (Fotheringham et al. 2000), low within-cluster
variance means high between-cluster variance (Kauf-
man & Rousseeuw 2009). Therefore, we examined
within-cluster sums of squares (WCSS) and looked
for the division with minimum WCSS. We used these
two measures in Step 3 to select one division in each
clustering approach. From the two selected divisions,
we next selected one for further analysis in which we
mapped the final clustering and analyzed its geography.
Finally, in Step 4, a reorderable matrix (Bertin 1967)
was used to inspect the resulting division for the multi-
variate signatures of its clusters.

Step 1: spatially constrained multivariate
clustering

For the spatially constrained multivariate clustering, we
used Spatial ‘K’luster Analysis by Tree Edge Removal

(SKATER). Here, we briefly report on its outcomes (for
a full description, see Supplementary Appendix 1).

For this study reported in this article, we intentionally
limited the number of clusters to seven to ensure data
comprehension and explanation. According to Miller’s
law (Miller 1956), mapping more than seven classes
may be a demanding task in terms of data interpretation.
Therefore, we focused on examining four divisions that
had between four and seven clusters. Next, to gain better
insights into the four divisions resulting from the SKA-
TER clustering, we iteratively calculated the total
WCSS to identify the division with minimum variation
within clusters. The resulting values were similar (for
more details, see Supplementary Appendix 1).

Step 2: clustering in non-spatial attribute spaces

Clustering and seeding technique
For the clustering in non-spatial attribute spaces, we
employed k-means. The method is designed to partition
a set of n multidimensional data items (in our case, 428
Norwegian municipalities), where each item is a d-
dimensional real vector, into k (≤ n) sets, where k is
the number of clusters and d is the number of dimen-
sions (in our case, the 47 resilience indicators). Each k-
means algorithm is initialized by seeding (i.e., by select-
ing initial centroids). Seeding is of utmost importance to
any type of k-means clustering because different seeding
techniques result in different clustering outcomes. For
this reason, in our study, we experimented with three
seeding techniques: predefined initial means, farthest
sum points initial means, and k-means++. Whereas the
first two techniques are more exact, the third is com-
monly used in k-means clustering.

For our first seeding technique, predefined initial
means, we identified the resilience indicator that had
the highest average correlation coefficient with the
remaining 46 resilience indicators included in the
analysis, which was “percent of the population living

Fig. 1. The clustering process applied in the study
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in urban areas” (URBAN_POP). We then sorted all
municipalities in ascending order according to that
variable and created k nearly equal partitions by taking
the first N/k observations for the first group (where N
was the number of municipalities and k the number
of clusters), the second N/k observations for the second
group, and so on. Finally, we used the centroids of those
groups as the initial centroids for the k-means cluster-
ing process.

The second seeding technique, farthest sum points
initial means, randomly chooses the first initial munici-
pality as the centroid and then repeatedly selects the
“farthest”municipality by the sum of distances to already
chosen centroids. We ran this technique multiple times
with all possible first initial centroids (hence, one run
for each of the 428 Norwegian municipalities) and
selected the division with the highest performance
regarding the quality measure, which was minimum
variation within clusters (minimum sums of the squared
error).

Lastly, our third seeding technique, k-means++
(Arthur & Vassilvitskii 2007), picks out the first centroid
(i.e., municipality) at random from the data points to be
clustered, and then each subsequent centroid is chosen
from the remaining data points (municipalities), with
the probability proportional to its squared distance
from the point’s closest existing cluster center. Once
initial centroids have been identified, the standard k-
means algorithm is executed. However, since different
rounds of k-means++ for the same data commonly pro-
duce different divisions, we performed five computation
sessions, each with 10,000 runs of k-means++. In each
computation session, we selected the division with the
highest performance regarding the minimum variation
within clusters. Although the five sessions resulted in
five different divisions, they differed only to a minor
extent. We therefore compared how municipalities
were classified in the four divisions with four, five, six,
and seven clusters (Table 2) and did the final assignment
based on the following rule: if a given municipality was
assigned at least three times to the same cluster in the
five divisions, the municipality was assigned to that clus-
ter. However, this rule did not work for the clustering

with seven groups, since two municipalities were
assigned to the same cluster only twice. Therefore, for
that clustering, we repeated the computation session to
obtain an extra classification and to assign a cluster to
the two municipalities.

Number of clusters
For each of the seeding techniques, we repeatedly examined
the resulting clusters. Moreover, we checked configurations
with various cluster numbers. However, for certain div-
isions, we obtained clusters with only a few elements.
Therefore, as with the SKATER clustering (Step 1), we
intentionally limited the number of clusters and per-
formed the analysis with four, five, six, and seven clus-
ters. Despite the different seeding techniques and the
growing number of clusters, the geographies reflected
across the divisions featured similar spatial patterns.
The summarized evolution of the k-means clustering
process is shown in Fig. 2, in which the maps show the
geographies of the divisions resulting from the k-
means clustering by seeding technique and number of
clusters. In almost all divisions, there is a clear divide
between the south and north of Norway. Moreover,
there are clearly visible clusters consisting of urban
municipalities such as Oslo, Trondheim, and Bergen.

For the divisions with four and five clusters, the distri-
butions of municipalities across the clusters in particular
seeding techniques are quite similar, whereas differences
become more pronounced for the divisions with six and
seven clusters. Particularly distinct are the divisions with
six and seven clusters resulting from k-means initiated
by farthest sum points initial means. Furthermore,
some clusters feature very few municipalities.

Since we could not determine the “best” division
resulting from the k-means clustering from visual exam-
ination of the maps in Fig. 2, total WCSS was again cal-
culated for all divisions. Moreover, although spatial
contiguity was not forced in the k-means, we searched
for the clustering that was characterized by the best
spatially grouped pattern. Accordingly, for all examined
divisions, we also calculated Moran’s I index with the
inverse distance (Euclidean distance, row standardiz-
ation) used to determine spatial relationships between
objects. The highest Moran’s I index was observed for
the divisions with seven clusters (0.57) and six clusters
(0.56), while the lowest WCSS (1780.64) was found for
the division with six clusters, both resulting from k-
means++ (highlighted in bold in Table 3). This means
that the division featured the lowest variability of the
observations within clusters; it minimized the within
group dispersion and maximized the between-group dis-
persion. The six-cluster division also performed well
regarding the number of municipalities assigned to the

Table 2. Classification of municipalities in five computation
sessions, each with multiple runs of the k-means++ clustering

Number of municipalities assigned to the same cluster in
five computation sessions

k 5 times 4 times 3 times

4 413 (96%) 15 (4%) –
5 425 (99%) – 3 (1%)
6 417 (97%) 8 (2%) 3 (1%)
7 357 (83%) 20 (5%) 51 (12%)
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Fig. 2. Evolution of the clustering process with four, five, six, and seven clusters identified through k-means clustering with three differ-
ent seeding techniques: predefined initial means, farthest sum points initial means, and k-means++
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same cluster in all five sessions of the k-means++ cluster-
ing process. As shown in the far right-hand column in
Fig. 2, only 11 municipalities in the division were
classified differently during the five sessions. That was
the second-best result, after the division with five clusters
with only three differently classified municipalities
(Table 2).

Step 3: selection of the final clustering and its
mapping

To select the final clustering for the further analysis, we
considered two options: the “best” divisions from the
SKATER clustering and the “winners” of the k-means
divisions (Fig. 2). We used Moran’s I index and WCSS
to select the final clustering. We also considered the
number of municipalities in the clusters, as low differ-
ences in terms of municipality counts facilitate data
comprehension.

With regard to the SKATER clustering, the division
with four clusters performed best in terms of Moran’s I
index of spatial autocorrelation (0.95, F = 46.44, p <
0.001), while the highest WCSS score was observed for
the division with seven clusters (Supplementary Appen-
dix 1). However, the Moran’s I indices for the k-means++
divisions with seven and six clusters were also respect-
able (0.57, F = 27.99, p < 0.001 and 0.56, F = 27.47, p <
0.001, respectively). The k-means++ division with six
clusters performed best with regard to WCSS, as it had
the lowest WCSS score in all checked divisions resulting
from both SKATER and k-means. Furthermore, the k-
means++ division with six clusters performed better
than did the SKATER divisions, considering the more
balanced number of municipalities in clusters. It also
had fewer municipalities without certain classification
compared with the k-means++ division with seven
clusters.

The SKATER results were influenced by the
imposed neighborhood relationship constraint and
were thus not solely dependent on the municipalities’
similarities in terms of their resilience indicator values.
Hence, certain areas (e.g., big cities, mountainous
municipalities), despite often being similar with respect

to their socioeconomic and area resource character-
istics, were assigned to different groups because they
did not fulfill the spatial contiguity requirement. Con-
sidering the imposed constraint and the fact that k-
means++ performed reasonably well compared with
the SKATER divisions, we judged the k-means++
results more suitable for further analysis than other
considered divisions and therefore chose it for our
final clustering.

To examine the geographies of the selected final
clustering, we mapped its six clusters jointly and
individually. The individual maps highlighted the dis-
tinct spatial patterns of the clusters. In addition, we dis-
sected the clusters with regard to the number of
municipalities, size (area and population), and area
resource classification.

Step 4: determination of multivariate resilience
signatures of clusters

To gain insights into the multivariate characteristics of
the clusters, we determined their multivariate resili-
ence signatures. To identify and visualize the signa-
tures, we used Jacques Bertin’s reorderable matrix
(Bertin 1967). The matrix is an analysis and visualiza-
tion method for the exploration of multidimensional
data by encoding the matrix’s cell values visually
and using the matrix’s reordering mechanism to
group similar rows and columns. The method has
been reconsidered by Perin et al. (2014), who have
developed the web application Bertifier that enables
users to create tabular visualizations from data
(Perin et al. n.d.).

First, we calculated the clusters’mean values for all 47
resilience indicators (Supplementary Appendix 2). Next,
we assigned each cluster ranks, based on the following
rule: the higher the mean value of a cluster, the higher
the assigned rank (Supplementary Appendix 2). The
rankings were then imported into the Bertifier web appli-
cation. We used Bertifier to visualize the ranks using Ber-
tin’s matrix: for each indicator, the clusters were
encoded to range from no symbol, which corresponded
to the lowest rank, to the biggest symbol (a square),

Table 3. Moran’s I indices and within-cluster sum of squares (WCSS) for the divisions obtained from k-means with predefined initial
means, farthest sum points initial means, and k-means++

k

k-means with predefined initial means k-means with farthest sum points initial means k-means++

Global Moran’s I statistic Total within-
cluster sum of
squares (WCSS)

Global Moran’s I statistic Total within-
cluster sum of
squares (WCSS)

Global Moran’s I statistic Total within-
cluster sum of
squares (WCSS)

Moran’s I
index

Z-
Score p

Moran’s I
index

Z-
Score p

Moran’s I
index

Z-
Score p

4 0.30 14.66 0.000 1785.16 0.37 18.10 0.000 1785.03 0.36 17.65 0.000 1784.55
5 0.32 15.56 0.000 1783.58 0.37 18.13 0.000 1781.36 0.54 26.53 0.000 1783.07
6 0.43 21.26 0.000 1782.02 0.41 20.01 0.000 1783.31 0.56 27.47 0.000 1780.64
7 0.23 11.46 0.000 1781.68 0.21 10.27 0.000 1781.82 0.57 27.99 0.000 1781.38
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which corresponded to the highest rank; the intermedi-
ate clusters were encoded with circles. Bertifier was next
used to reorder the matrix to find distinct patterns
embedded in the graphically encoded indicator ranks.
The patterns in the matrix’s columns reflected the
multivariate resilience signatures of the clusters. Next,
differences between the multivariate signatures of the
clusters were explored. We also calculated the overall
ranks of the resilience subdomains (i.e., social, econ-
omic, institutional, infrastructure & housing, com-
munity capital, and environmental) by adding their
respective indicators’ ranks.

Results: examination of the geographies and
multivariate resilience signatures of one
cluster division

The geographies of the k-means++ clustering
with six clusters

The six groups ofmunicipalities resulting from the selected
k-means++ clustering are shown summarized in Fig. 3.3

Clusters F and A, which represented antipodal regions in
Norway (Fig. 4) included the fewest municipalities,
whereas the most numerous clusters were C and D. With
regard to territory, with the exception of Clusters E and
F,whichwere the smallest and almost equal in terms of ter-
ritory, the remaining clusters differed considerably. The
largest cluster, which also had the highest number ofmuni-
cipalities, was C (Fig. 4). The differences in terms of popu-
lation were even bigger. While less than 2% of the
population lived in the least populated cluster, A, more
than 50% of Norwegian citizens lived in the most popu-
lated cluster, F. The largest cluster, C, was home to only
4% of the population. Hence, the two least inhabited

clusters were A and C, which had similar proportions of
population to territory (population density).

Although certain clusters were characterized by well-
shaped spatial patterns (Fig. 4), their division did not fit
specific regions and only the northernmost and the least
populated cluster, A, encompassed municipalities that
were mostly located in Northern Norway; only 4 of its
47 municipalities were located elsewhere. In turn, the 64
municipalities of Cluster B were more scattered than
those in Cluster A. Nevertheless, most of them were con-
centrated in Northern Norway (22) andWestern Norway
(35).Municipalities belonging to Cluster Cwere scattered
throughout the whole country, but most of them were
concentrated in the country’s inland area in south-west
Norway. Similarly, municipalities in Cluster D were scat-
tered throughout the whole country. Lastly, the two last
clusters, E and F, were the most specific of all clusters:
they covered the least territory but were the most popu-
lated clusters. Cluster E constituted the most spatially
consistent region, as it mainly comprised municipalities
concentrated around the capital, Oslo, in the south-east.
However, its municipalities were also concentrated
around several Norwegian cities along the coast, such as
Kristiansand, Stavanger, Haugesund, Bergen, Ålesund,
andTrondheim (see themap to the left in Fig. 4).Whereas
Cluster E could be described as a suburban cluster, Cluster
F was urban, and corresponds to the major urbanized
areas in Norway, including the biggest urban settlements
in the north, Bodø and Tromsø.

To elicit further how land cover types defined the
clusters, we examined the cluster division with regard
to the official area resource classification used by the
Norwegian Institute of Bioeconomy Research (Solberg
et al. 2019). The classification includes criteria for veg-
etation, natural drainage and cultural impact.

Fig. 3. Summary of the six groups of Norwegian municipalities resulting from the six-group k-means++ clustering

3We used data from the Norwegian Mapping Authority to calculate the shares of clusters of Norway’s entire territory and data from Statistics Norway to calculate
the shares of population.
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We calculated the shares of various area resource types in
each cluster. Figure 5 depicts the relative proportions
between clusters. The geographies of the six clusters
were well reflected in the shares. For example, Cluster
C consisted of many mountainous municipalities across
the whole country, most of them with exposed and elev-
ated areas. Its area therefore featured higher shares of
bare land, snow, and ice than did Cluster D’s area. By
contrast, the latter cluster (D) — also scattered through-
out Norway — consisted of many lower lying municipa-
lities and therefore Cluster D contained a higher share of
marsh and forest. Cluster E, which comprised municipa-
lities concentrated around the biggest cities, featured the
highest share of forest and cultivated land, whereas Clus-
ter F, which had urbanized municipalities, had the high-
est share of built-up area.

Multivariate resilience signatures

Reorderable matrix
The matrix in Fig. 6 summarizes the resilience indicators
of the final clusters. In the matrix, the clusters (columns)

are graphically encoded by the resilience indicators
(rows); the latter are grouped into the six community
resilience subdomains. The symbols represent each clus-
ter’s rank for the specific indicator (row), determined by
the mean score on the indicator of the municipalities in
the cluster. The ranks range from no symbol (blank),
which indicates the lowest rank (the lowest mean
score), to the square symbol that depicts the highest
rank (the highest mean score). Each cluster is thus
assigned an individual multivariate signature composed
of a set of graphical symbols. To facilitate visual examin-
ation and, most importantly, to highlight differences
between clusters, we reordered the matrix’s columns
and rows (within subdomains). For each cluster, we
also calculated an overall rank for each subdomain
(based on the sum of ranks) (shown next to the overview
maps in Fig. 6).

Multivariate resilience signatures of clusters
The two geographically antipodal clusters, A and F, were
classified oppositely in the matrix (Fig. 6). Their antipo-
dal nature applied to all six subdomains (i.e., if one

Fig. 4. Norwegian municipalities clustered on the basis of their similarities in terms of their community resilience indicators
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cluster featured higher performance relative to other
clusters in one subdomain, the other cluster featured
the opposite). Hence, Clusters A and F differed not
only because of their geographic distance and population
density, but also because of their socioeconomic and
environmental characteristics.

In most subdomains, Cluster A featured the lowest
performance. Its overall ranking was the lowest with
regard to the social, economic, and infrastructure &
housing resilience subdomains. In total, it scored lowest
on 21 out of 47 resilience indicators. However, for three
indicators, Cluster A scored highest of all clusters.
On average, municipalities within Cluster A had higher
proportions of the labor force working in public admin-
istration and services, including the defense sector
(EM_MUN_PUBLIC), compared with municipalities in
other clusters. Additionally, there were more religious
institutions per 1,000 persons (WORSHIP), and fewer

loss-causing natural hazard events in the 5-year period
prior to 2014 (HAZARDS_5YRS).

Cluster B featured relatively higher performance than
other clusters in five of the six subdomains. The only
exception was the environmental resilience subdomain,
for which it scored poorest among all clusters. Overall,
it scored poorest on only two indicators: (1) percentage
of the land area not prone to landslides (NOT_SLI-
DE_AREA), indicating that municipalities within the
cluster were somewhat landslide prone (due to a substan-
tial share of bare land, snow, and ice; see Fig. 5); and (2)
proximity to fire and police stations (DIST_FIRE_PO-
LICE), indicating that the mean distances to public safety
providers from urbanized settlements (tettsteder) within
the cluster were greater than the distances within other
clusters. Cluster B also had the highest performance on
two indicators: proximity to airports (DIST_AIRPORT),
and the number of broadcasters per 1,000 persons.

Fig. 5. Relative proportions of area resource classification by cluster
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Overall, Cluster C scored highest in the institutional
resilience and community capital subdomains. On an
individual indicator basis, it was diverse, as it had the
highest performance on 15 indicators and the lowest per-
formance on 7 indicators. In the social resilience subdo-
main, municipalities within Cluster C had on average a
smaller proportion of their population dependent on
social assistance (NOT_ASSISTANCE) and fewer
single-parent households (NOT_SINGLE_PARENT).
On a negative note, there seemed to be a lack of medical
professionals (DOCTORS), and a smaller proportion of
the population was of working age. In the economic resi-
lience subdomain, Cluster C municipalities portrayed
higher average employment rates (EMPLOYED) than
did municipalities within other clusters, as well as a
higher average rate of female labor force participation

(FEMALE_EMPLOYED), and a greater number of
enterprises per 1,000 persons (ENTERPRISES). How-
ever, they featured the lowest performance relative to
other clusters with regard to employment outside the
primary sector and tourism, which indicated that many
people depended on those sectors for their livelihoods.

The high score of Cluster C in the institutional resili-
ence subdomain was supported by two financial indi-
cators: municipal spending on fire and accident
prevention (FIRE_ACC_SPEND) and municipal net
operating surplus (NET_OP_SURPLUS). In the infra-
structure & housing resilience subdomain, Cluster C
did not fare too well: on average, it was the least urba-
nized cluster (URBAN_POP), with the greatest distances
to airports (DIST_AIRPORT). However, it had the high-
est performance on one indicator: on average, there were

Fig. 6. The multivariate signatures of the six groups of municipalities found similar in terms of their resilience to natural hazards
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more fire, police, ambulance stations, and shelters per
1,000 persons (RESPONSE) in the cluster than in any
other cluster. In the community capital subdomain,
Cluster C’s best overall rank was driven by the five high-
est scoring indicators and one high scoring indicator. On
average, municipalities in the cluster had higher per-
formance relative to other clusters with regard to cultural
and community services, such as religious institutions
(WORSHIP), youth clubs (CLUBS), sports facilities
(SPORTS), museums (MUSEUMS), and childcare insti-
tutions (CHILD_CARE) per 1,000 persons, as well as
with regard to in-migration and out-migration
(MIGRATION), thus indicating it had a more stable
population compared with other clusters. In the environ-
mental resilience subdomain, Cluster C municipalities
on average had more agricultural holdings per 1,000
persons (AG_HOLDINGS) and more land area covered
by natural flood buffers (NAT_BUFFER), such as
marshes, than did municipalities in other clusters. How-
ever, the municipalities were also more prone to flooding
(NOT_FLOOD_AREA) on average and had more water
bodies and rivers (NOT_WATER) compared with other
clusters.

Cluster D was a “midfielder” in terms of overall and
individual indicator ranks. Overall, it had neither the
lowest nor the highest performance in any subdomain.
It had the highest mean score for cars per 1,000 persons
(CARS), but it featured the highest mean score for traffic
accidents (ACCIDENTS).4 Cluster D had on average the
lowest performance on the gender equality index
(GENDER_INDEX).

Overall, Cluster E (the “suburban cluster”) was the
“winner” in the environmental subdomain, but the
“loser” in the institutional resilience and community
capital subdomains. It ranked first in six indicators,
mostly in the environmental resilience subdomain,
and last in eight indicators, mostly in the community
capital subdomain. Cluster E’s excellent performance
in the environmental resilience subdomain was due to
four indicators, for which it scored highest, and one
indicator, for which it scored fairly high. Municipalities
within this cluster were on average less prone to
flooding (NOT_FLOOD_AREA) and landslides
(NOT_SLIDE_AREA), had smaller areas covered by
impervious surfaces (NOT_IMPERVIOUS), and had
larger areas dedicated to agricultural production
(ARABLE_LAND) and classified as developed open
space (DEV_OPENSPACE) compared with municipali-
ties in other clusters. However, Cluster E municipalities
ranked last in natural flood buffers (NAT_BUFFER).

In the infrastructure & housing resilience subdomain,
it became evident that a relatively larger part of the
population of Cluster E lived in urban settlements
(URBAN_POP) compared with in other clusters. Cluster
E municipalities scored highly on road safety (ACCI-
DENTS), as they had fewer accidents per 1,000 persons
than did other cluster municipalities. They also scored
highly on proximity to fire and police stations
(DIST_FIRE_POLICE) and hospitals (DIST_HOSPI-
TAL). However, municipalities in Cluster E seemed to
lack adequate funding for accident and fire prevention
(FIRE_ACC_SPEND) as they had the lowest perform-
ance with regard to that resilience indicator. In the com-
munity capital subdomain, Cluster E had the lowest
performance relative to other clusters with regard to
childcare institutions (CHILD_CARE) and cultural
resources such as museums (MUSEUMS). In addition,
it ranked last with regard to in-migration and out-
migration (MIGRATION), thus indicating a degree of
fluctuation within the population. However, it had a
higher performance relative to other clusters with regard
to sources of innovation (RD_FIRMS, EM_CREATIVE)
and the highest performance with regard to voter turn-
out (VOTER_TURNOUT), which indicates a highly
educated and politically engaged population. Not sur-
prisingly, in the economic resilience subdomain, Cluster
E excelled in having a large part of its labor force
working outside the primary sector and tourism
(EM_NOT_PRIMARY). Moreover, there were fewer
people working in public utilities (EM_UTILITIES)
and other public services (EM_MUN_PUBLIC)
compared with other clusters. In the social resilience
subdomain, Cluster E has only one poorest indicator;
on average, its municipalities had more single-parent
households (NOT_SINGLE_PARENT) than municipali-
ties in other clusters.

Lastly, Cluster F (the “urban cluster”) ranked first in
the social, economic, and infrastructure & housing resi-
lience subdomains, and second in the environmental
resilience subdomain. It outperformed all other clusters
by ranking highest on 20 of 47 indicators and second
highest on a further 8 indicators. In the social resilience
subdomain, it scored highest on access to healthcare ser-
vices (DOCTORS, PSYCHOLOGISTS), access to com-
munication (INTERNET), gender equality
(GENDER_INDEX), and working age population
(WORKING_AGE). In the economic resilience subdo-
main, there were on average more enterprises (ENTER-
PRISES) and banks (BANKS) per 1,000 persons located
in Cluster F than in the other clusters. There were also

4ACCIDENTS is a reverse-scaled indicator serving as a proxy measure of road safety. A high (low) score on this indicator relates to a low (high) average number of
traffic accidents per 1,000 persons.
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more large enterprises (RATIO_LS_BUSINESSES), a
higher retail turnover per capita (TURNOVER_RE-
TAIL), and fewer people working in the primary sector
and tourism (EM_NOT_PRIMARY).

In terms of institutional resilience, Cluster F did not
do very well. Although the cluster scored highest with
regard to proximity to county capitals (DIST_COUN-
TY_CAP), which is not surprising given that it contained
many county capital municipalities, it scored lowest with
regard to municipal net operating surplus (NET_OP_-
SURPLUS), which was an indicator of the financial
health of the municipality. In the infrastructure & hous-
ing resilience subdomain, Cluster F was the clear “win-
ner,” as it scored highest on seven out of nine
indicators. It had higher performance relative to other
clusters regarding all but the physical response capacity
(RESPONSE), as on average there were fewer fire, police,
and ambulance stations and fewer shelters per 1,000 per-
sons in the cluster than in any other cluster. With regard
to the community capital subdomain, Cluster F was
similar to Cluster E. As it was home to a highly skilled
and politically engaged population, it scored highly on
the indicators relating to sources of innovation
(RD_FIRMS, EM_CREATIVE) and voter turnout
(VOTER_TURNOUT). However, unlike cluster E, it
scored highly on broadcasters per 1,000 persons
(BROADCAST). Environmentally, Cluster F had a
higher performance relative to other clusters on six out
of nine indicators. Municipalities in the cluster were
less prone to landslides (NOT_SLIDE_AREA) and
floods (NOT_FLOOD_AREA), had smaller areas cov-
ered by water bodies (NOT_WATER) and impervious
surfaces (NOT_IMPERVIOUS), and had more land
under agricultural production (ARABLE_LAND) and
classified as developed open space (DEV_OPENSPACE).

Discussion

Key findings

Although the k-means++ clustering is free of spatial
contiguity constraints, the geographies of the six result-
ing regions featured relatively well-kept spatial patterns
(Fig. 4), and the regions were meaningful and interpret-
able in the Norwegian context. For example, although
scattered throughout Norway, urban municipalities
were grouped into the “urban cluster,” F. In turn, the
“northern cluster,” A, comprised municipalities that
were mostly in the northernmost part of Norway.
Another pattern was the concentration of the munici-
palities from Cluster E around major cities. Those
municipalities accompanied Cluster F and were

therefore termed the “suburban cluster.” Cluster C
comprised many low-populated municipalities along
the mountain divide between Western Norway and
Eastern Norway.

Municipalities with the highest scores on resilience
indicators were grouped mainly in Clusters F and
C. The “urban cluster,” F, scored highest on 20 indi-
cators (see the matrix in Fig. 6) and was by far the
most resilient cluster in the infrastructure & housing
resilience subdomain. In the social resilience subdo-
main, it scored highest with regard to features typical
of urban areas, such as numbers of doctors and psy-
chologists. Finally, from Cluster F’s high scores in
the economic resilience subdomain, it is clear that
the cluster encompassed wealthy municipalities.
In terms of shortcomings, its municipalities had low
performance relative to other clusters in terms of com-
munity capital and in the institutional resilience subdo-
main. However, many of the community capital
indicators were calculated as per 1,000 persons and
could thus have been biased toward rural low-
populated municipalities. With regard to the institutional
resilience subdomain, many smaller municipalities with
fewer people had higher municipal income levels than
did more populated urbanized areas (Regjeringen 2018;
Pedersen 2018), which affected the two financial indi-
cators in the subdomain. In turn, 15 indicators sup-
ported the overall success of municipalities in Cluster
C, 7 of which belonged to the institutional resilience
and community capital subdomains. The reasons for
Cluster F’s low performance in these two subdomains
were cluster C’s gains. Four indicators in the commu-
nity capital subdomain were “per 1,000 persons,”
which boosted Cluster C municipalities’ indicator
values and subsequent rank assignments. Many of
the Cluster C municipalities were wealthy rural muni-
cipalities (in terms of municipal income), and some
were prosperous tourist destinations for winter sports
activities.

Although we did not intend to stigmatize any particu-
lar region of Norway, as often is the unintentional result
of indexation exercises such as those done by Holand
et al. (2011), Rød et al. (2015), and Scherzer et al.
(2019), Northern Norway yet again seemed to fare poor-
est. The northern cluster, A, was ranked lowest in almost
half of the considered resilience indicators and in con-
trast to the “urban cluster,” F, it scored lowest in the
social, economic, and infrastructure & housing resilience
subdomains. The number and diversity of recognized
potential shortcomings in Northern Norway, as high-
lighted by both this and other studies (Holand et al.
2011; Rød et al. 2015; Scherzer et al. 2019), need further
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examination. Detailed qualitative research could provide
valuable insights into specific issues, which in turn could
facilitate local interventions and mitigation strategies.

Practical application

Climate change adaptation may be a challenging task for
many Norwegian municipalities, especially for small
municipalities with limited human and economic
resources. Knowledge of neighboring or nearby munici-
palities that have similar challenges may make it easier
for municipalities to form networks that could promote
learning and shared actions towards building more resi-
lient communities.

This raises the question as to how the findings of
our clustering exercise could be used in practice.
Local decision-makers need to identify their municipa-
lities’ less resilient qualities when facing potentially
damaging events and to design strategies to improve
them (IFRC 2016). In addition to existing municipal
risk and vulnerability analyses,5 municipalities with
similar resilience characteristics could benefit from
exchanging knowledge, even if they are remote and
feature different environmental conditions. If a group
of municipalities exhibits shortcomings regarding cer-
tain resilience indicators, those shortcomings could be
investigated across the group and ultimately lead to
targeted interventions that could apply to the whole
group or parts of the group, rather than to individual
municipalities. Possibly, that would result in more
effective mitigation efforts, as costly interventions
could be implemented simultaneously in a number of
municipalities. Moreover, decision-makers and prac-
titioners in the field of disaster preparedness and man-
agement could benefit from having an overview of the
geographies of regions comprising municipalities with
similar resilience signatures, as specific measures
could be targeted at groups of geographically near
municipalities that have similar needs in terms of cer-
tain resilience indicators.

Studies that construct new indices and groupings are
frequently conducted at a high level of abstraction, with
diverse data aggregated for large areas. Hence, their out-
comes often outline the bigger picture, providing an
overview at a municipal, regional, or national scale.
While findings from such studies may be translated
into practical information, they should in most cases
serve as starting points for further analysis, especially
since most indicators serve as proxies for something
else. For example, in the community capital subdomain,
the indicators SPORTS, CLUBS, and WORSHIP serve as

proxies for certain aspects of community involvement,
and low performance on these indicators, such as
recorded for Clusters E and F, should not trigger
immediate actions to improve them. The indicators
themselves are an imperfect choice and the result of
data availability constraints. Rather than measuring the
numbers of sports facilities, youth clubs, or religious
institutions per 1,000 persons, it would have been better
to include actual numbers of membership or affiliation
for those indicators—data that unfortunately are una-
vailable. Nonetheless, it may seem a reasonable result
that indicators of community involvement were lower
in urban areas than in rural areas. However, if the objec-
tive is to improve community involvement in urban
areas, another study with a different methodology is
needed. For example, qualitative methods such as focus
groups or interviews could be used to identify oper-
ational goals.

Method limitation

It needs to be acknowledged that the indicators, and by
extension the resilience dimensions, are often intercon-
nected, statistically and conceptually (for further
thoughts on this matter see Scherzer et al. 2019). The
indicators and dimensions should therefore not be inter-
preted in isolation but need to be interpreted considering
the entirety of the set of indicators and the wider context
of any locality.

Overall, the findings from our study need to be seen
within the framing of the original purpose of the data,
namely to describe and measure community resilience.
Any potential indicator shortcomings need to be eval-
uated first with regard to the indicator’s intended pur-
pose, efficacy of indicator choice and relation to other
indicators, and second with regard to the potential
implications for the municipalities. For example, the
lowest score for Cluster B on percentage of the land
area not prone to landslides (NOT_SLIDE_AREA),
meaning Cluster B was fairly landslide prone, was
caused by the substantial share of bare land, snow,
and ice in the municipalities that constituted the clus-
ter. However, before planning interventions, there is a
need to check whether landslide-prone areas are inhab-
ited. In another example, Cluster C had the lowest per-
formance relative to other clusters with regard to
employment outside the primary sector and tourism
(EM_NOT_PRIMARY). This meant that many people
depended on those sectors for their livelihoods, but it
does not necessarily mean that interventions were
needed.

5All Norwegian municipalities are required to perform a risk and vulnerability analysis (risiko- og sårbarhetsanalyse, ROS).
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Conclusions

By exploring the multivariate resilience signatures of the
clusters based on their relative strengths or weaknesses
on certain indicators, we were able to answer the
research question about the differing resilience qualities
of the clusters (RQ1). The study revealed four unique
and clearly defined clusters (A, C, E, and F), which
allowed for a comprehensive interpretation of their com-
munity resilience through the unambiguous linking
between well-delineated spatial areas and specific resili-
ence signatures. The two remaining clusters, B and D,
were thought of as “midfielders,” due to their ambiguity
in terms of overall and individual indicator ranks.

With the clustering exercise documented in this study,
we have provided suggestions for which municipalities
could benefit from forming municipality networks, poten-
tially informing common operational planning toward
building more resilient local communities. If a group of
municipalities were to score low on a range of indicators,
indicating that the municipalities were less resilient than
othermunicipalities, commonactions could be undertaken
to investigate the shortcomings further, and, if found
necessary, shared targeted interventions could be planned
and knowledge exchanged. By targeting several municipa-
lities simultaneously, for example those from the “urban
cluster” F or those from the “suburban cluster” E, interven-
tions could become more efficient than if they were orga-
nized separately in individual municipalities.

The method applied in our study to examine a pre-
existing dataset of community resilience indicators
fitted well within the body of research in which cluster
analysis was employed to reveal patterns in multidimen-
sional geographical data. Importantly, we extended the
typical cluster analysis approach by employing Bertin’s
reorderable matrix (Bertin 1967) to gain better insights
into the outcomes of the clustering exercise. Follow-up
studies are needed to verify whether this method, com-
bining a clustering technique with Bertin’s reorderable
matrix, is applicable to other datasets (i.e., transferrable
to other contexts), especially those involving indicators
intended to measure multifaceted concepts.

Lastly, further research is needed on community resi-
lience. Although this concept has already attracted exten-
sive scientific attention, its implications for mitigation
actions in Norway have so far been insufficiently studied,
especially considering the re-emerging deficiencies of
Northern Norway.
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