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Abstract—We consider a setup where a distributed set of
sensors working cooperatively can estimate an unknown signal
of interest, whereas any individual sensor cannot fulfil the task
due to lack of necessary information diversity. This paper deals
with these kinds of estimation and tracking problems and focuses
on a class of simultaneous perturbation stochastic approximation
(SPSA)-based consensus algorithms for the cases when the cor-
rupted observations of sensors are transmitted between sensors
with communication noise and the communication protocol has
to satisfy a prespecified cost constraints on the network topology.
Sufficient conditions are introduced to guarantee the stability of
estimates obtained in this way, without resorting to commonly
used but stringent conventional statistical assumptions about the
observation noise such as randomness, independence, and zero
mean. We derive an upper bound of the mean–square error of the
estimates in the problem of unknown time-varying parameters
tracking under unknown–but–bounded observation errors and
noisy communication channels. The result is illustrated by a
practical application to the multi-sensor multi-target tracking
problem.

Index Terms—Distributed tracking, multi-agent networks, con-
sensus algorithm, simultaneous perturbation stochastic approxi-
mation, SPSA, randomized algorithm, arbitrary noise, unknown–
but–bounded disturbances, stochastic stability, tracking perfor-
mance.

I. INTRODUCTION

Distributed cooperative control of networked systems has
been investigated and numerous potential applications to com-
plex manufacturing, energy and social systems have been
developed [1]–[3] over the past few decades. One of the
fundamental concepts in multi-agent cooperative control is
consensus. This approach aims to find an agreement between
all agents in a network regarding a common value using
only local information and communicating among neighboring
agents.

The goal of distributed optimization is usually to find the
minimum of some loss function F̄ (x) =

∑n
i=1 F

i(x) via
interaction between agents. Here, x ∈ Rd and F i(x) :
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Rd → R is the loss function of agent i, which is typically
known only to the agent itself. Studies of consensus and
distributed optimization algorithms began from the 1970-80s
[4], [5]. Distributed asynchronous stochastic approximation
algorithms were studied in [6]. To date, there exist a number of
approaches for the case when functions F i(x) are convex. In
particular, the Alternating Direction Method of Multipliers [7],
[8], as well as the subgradient method [9], [10] were proposed.
For non-convex tasks, the works [11], [12] develop a large
class of distributed algorithms based on various “functional-
surrogate units”. The distributed tracking problem is consid-
ered when the estimated parameters vary over time.

Recently, for large-scale systems consisting of many in-
dividuals (components, targets), a distributed optimization is
often used to estimate the unknown parameters which mini-
mize a loss function, based on the information obtained by
distributed sensors. So-called multitarget-multisensor tracking
problems have been widely studied in many practical ap-
plications such as adaptive mobile networks, cognitive ra-
dio systems, target localization in biological networks, fish
schooling, bee swarming, and bird flight (see, e.g., [13],
[14]). It is well known that distributed tracking algorithms
have some significant advantages over the centralized ones
or the fusion methods. Centralized algorithms usually require
the distributed sensor network to transmit the whole system
information into a fusion center to estimate the unknown
signals. This leads to the necessity of strong communication
capabilities over sensor networks which is hard to provide
in many practical situations when sensors may only have
the capability to exchange information locally between their
neighbors. An alternative approach for multitarget-multisensor
tracking problems assumes only local interaction between
sensors without the governing data fusion center. A detailed lit-
erature overview of the recent advances in the stability analysis
of a consensus-based least squares algorithms is performed in
[15] for distributed estimation and tracking problems.

The maximum likelihood estimator and stochastic approxi-
mation (SA) algorithms with decreasing to zero step-size are
actively used to optimize mean-risk functionals. In gradient-
free conventional stochastic approximation algorithms, two
measurements are used to approximate each component of
the vector-gradient of the cost function (implying 2d mea-
surements for the d-dimension state space). Simultaneous
perturbation stochastic approximation (SPSA) was proposed
by Spall [16]. It can be used to solve optimization problems
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in the case when it is difficult or impossible to obtain a
gradient of the loss function with respect to the parameters
being optimized. In any multidimensional case (d� 1), SPSA
requires only two measurements of a loss function at each
iteration. The current estimate is updated along a randomly
chosen direction ∆ with ±1 Bernoulli distributed components.

Traditionally, a stochastic optimization problem under un-
certainties focused on finding a set of system parameters that
deliver a minimum (or maximum) value to a certain mean-risk
functional. In practical applications, these parameters may also
vary over time. The problem of tracking changes in system
parameters is considered in [17]–[19]. In this paper, such a
problem is called the minimum-point tracking of a nonsta-
tionary mean-risk functional. In centralized (non-distributed)
cases, SPSA-like algorithms for parameter tracking problems
were considered in [20]–[22]. The stochastic approximation
method with a constant step-size has also been used in [23]
to achieve the approximate mean-squared consensus in multi-
agent systems operating under noisy measurement conditions.

Contributions. In the case of differentiable time-varying
loss functions and almost arbitrary external bounded noise,
an upper bound of the mean square estimation error was
derived in [20] for estimates of the SPSA type algorithms
with constant step-size. This upper bound may be sufficiently
small compared to the significant level of noise when the rate
of change of parameters is low enough. One of the main
conditions is a strong convexity property of the minimized
mean-risk functional. In this paper we weaken this assumption
by combining SPSA with the consensus algorithm from [23].
We propose a new SPSA-based consensus algorithm for dis-
tributed tracking under unknown–but–bounded disturbances.
The preliminary concept of this paper is presented in [24].
In many practical applications, the network processes the
data under certain constraints, and the data transmission is
accompanied by noise. In this paper, compared with [24], we
consider such noisy data transmission and a communication
protocol with prespecified cost constraints on the network
topology. Also, we study a more general type of simultaneous
perturbation and we choose the current points of observations
in a more general manner. We obtain an upper bound of the
mean square error of estimates of unknown time-varing param-
eters tracking. Communication cost constraints are satisfied by
exploiting a specific intentionally randomized topology of the
network communication graph.

The paper is organized as follows. The preliminary infor-
mation regarding concepts of the graph theory and network
topology is given in Section II. A formal problem setting of a
distributed non-constrained time-varying mean-risk optimiza-
tion with noisy local communications is given in Section III.
The main result including assumptions and the SPSA-based
consensus algorithm for tracking is presented in Section IV.
In Section V, the efficiency of the proposed algorithm is
illustrated through the numerical simulation.

II. PRELIMINARIES

Let (Ω,F , P ) be the underlying probability space cor-
responding to sample space Ω, set of all events F , and
probability measure P . E denotes mathematical expectation.

A. Concepts of Graph Theory

Given a network consisting of n sensors. Let the inter-
action between sensors be described by the directed graph
G = (N , E), where N = {1, . . . , n} is a set of vertices and
E ⊆ N × N is a set of edges. A subgraph of G is a graph
Ḡ = (NḠ , EḠ), where NḠ ⊆ N and EḠ ⊆ E . Denote by i ∈ N
an identifier of i-th sensor and (j, i) ∈ E if there is a directed
edge from sensor j to sensor i. The latter means that sensor j
is able to transmit data to sensor i. For a sensor i ∈ N , the
set of neighbors is defined as N i = {j ∈ N : (j, i) ∈ E}.
The in-degree of i ∈ N equals |N i|. Here and after, | · | is the
cardinality of a set, and the identifier of i-th sensor is used as
a superscript and not as an exponent.

Let ci,j > 0 be the weight associated with the edge
(j, i) ∈ E , and ci,j = 0 whenever (j, i) /∈ E . Let C = [ci,j ],
be the weighted adjacency matrix, or simply connectivity
matrix. Denote by GC = (NC , EC) the weighted directed
graph, where NC ≡ N and EC ≡ E . We assume that
weight ci,j is the cost of data transmission through the edge
(j, i) ∈ EC . The weighted in-degree of i ∈ NC is defined
as deg+

i (C) =
∑n
j=1 c

i,j , the maximum in-degree among all
nodes contained in the graph GC as deg+

max(C), and the diag-
onal matrix as D(C) = diagn(col(deg+

1 (C), . . . ,deg+
n (C))).

Then, L(C) = D(C)− C is the Laplacian of graph GC .
Definition 1. A directed graph G is said to be strongly

connected if for every pair of nodes j, i ∈ N , there exists
a path of directed edges that goes from j to i.

Denote the eigenvalues of Laplacian L(C) by λ1, . . . , λn
and arrange them in ascending order of real parts: 0 ≤
Re(λ1) ≤ Re(λ2) ≤ . . . ≤ Re(λn). It is known, that if
the graph is strongly connected then λ1 = 0 and all other
eigenvalues of L are in the open right half of the complex plane
(see, e.g., [3]). The eigenvalue of matrix C with maximum
absolute magnitude is defined as λmax(C).

B. Network Topology Constraints

In practice, we have constraints on the bandwidth of com-
munication channels, network response time, hardware and
financial requirements, etc. In this paper, we associate these
constraints with matrix C, which characterizes the cost of data
transmission in the network. In many practical applications,
we may represent cost constraints of sensor i ∈ N as a
predefined upper bound Q: deg+

i (C) ≤ Q. This bound may be
thought of as the total cost of communication with neighbors
of sensor i. To satisfy this constraint, we may generate at
each time instant t subgraph GBt ⊂ GC associated with the
weighted connectivity matrix Bt such that deg+

i (Bt) ≤ Q.
Obviously, the cost constraint deg+

i (Bt) ≤ Q may not be
satisfied for given Bt = C and Q, e.g. when n = 6, GC is
the complete graph with ci,j = 1, i 6= j, ci,i = 0, and Q < 5.
One possible solution is to use a randomized topology, when
we drop 5−Q edges randomly. Such randomized strategy for
Q = 1 is similar to the scheme used in gossip algorithms [25].
Moreover, random subgraphs naturally arise in many practical
applications.

Next, we consider a communication protocol needed to
satisfy a predefined averaged cost constraint.
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Definition 2. Random subgraph GBt satisfies the averaged
cost constraints with level Q if

E deg+
max(Bt) ≤ Q. (1)

In the example considered above we are able to satisfy
averaged cost constraints if each sensor i randomly selects its
neighbors out of all j ∈ N i with probability Q

deg+
i (Bt)

= 0.2Q

at each time instant t.

III. DISTRIBUTED TRACKING

A. Non-stationary Mean-risk Functional

Let Ξ be a set, {f iξ(θ)}ξ∈Ξ be a family of differentiable
functions: ∀i ∈ N f iξ(θ) : Rd → R. We assume that
parameter θ cannot be directly measured. Hence, we introduce
a sequence of measurement points xi1,x

i
2, . . . , i ∈ N chosen

according to an observation plan. The values yi1, y
i
2, . . . of

the functions f iξt(·) are observable at every time instant t =
1, 2, . . . with additive external unknown-but-bounded noise vit

yit = f iξt(x
i
t) + vit, (2)

where {ξt}, ξt ∈ Ξ, is a non-controllable deterministic (e.g.,
Ξ = N and ξt = t) or random sequence. In the latter case we
assume that a probability distribution of ξt exists and may be
known or unknown.

Let Ft−1 be the σ-algebra of all probabilistic events which
happened up to time instant t, EFt−1

denotes the conditional
mathematical expectation with respect to the σ-algebra Ft−1.
We consider an optimization problem in which the cost
function F̄t(θ) is expressed as the sum of local contributions
F it (θ) = EFt−1

f iξt(θ) and all of them depend on a common
optimization variable θ. Moreover, minimizer θ of F̄t(θ)
may vary over time. Formally, the non-stationary mean-risk
optimization problem is as follows: estimate the time-varying
minimum point θt of the distributed function

F̄t(θ) =
∑
i∈N

F it (θ) = EFt−1

∑
i∈N

f iξt(θ)→ min
θ
. (3)

More precisely, the problem is to obtain an estimate θ̂t of
an unknown vector θt based on the observations yi1, y

i
2, . . . , y

i
t

and measurement points xi1,x
i
2, . . . ,x

i
t, i ∈ N , through the

minimization of time-varying mean-risk functional (3).
Remark. There exist two special cases of measurement

model (2) related to the different types of noise vit and distur-
bance ξt: (i) If drift θt is deterministic then F it (θ) = f iξt(θ),
ξt = t, and the measurement model may be defined in more
conventional way as yit = F it (x

i
t) + vit; (ii) If noise vit has

a probability distribution then we may consider it as a part
of disturbance ξt. The measurement model for this case is
yit = f iξt(x

i
t).

B. Communication Network

In centralized networks, it is required to transmit all needed
information such as yi1, y

i
2, . . . , y

i
t, xi1,x

i
2, . . . ,x

i
t, i ∈ N , to

a fusion center in order to estimate the unknown vector θt. In
such networks, robustness of the fusion center and quality of
the communication channels become a critical factor. In many

situations, sensors may only have the capability to exchange
information with their neighbors. The communication with
neighbors may be much cheaper or much faster then trans-
mission to fusion center as well. Moreover, the information
may be transmitted over the noisy communication channels
and with delays, and the network topology may vary over
time. Also, in practice, the network cost constraints naturally
arise. For example, we don’t have communication channels
with infinite bandwidth and the response time of the network
should be practically reasonable. All these factors motivate the
development of distributed decentralized algorithms.

To formalize the distributed setting, we assume that at time
instant t sensors are able to communicate with their neighbors
through the network defined by graph GBt = (NBt , EBt). The
corresponding connectivity matrix Bt satisfies some averaged
cost constraints (1) with level Q.

We also assume that sensor i obtains its current estimate θ̂it
based on its noisy observation (2) and, if the set N i

t = {j ∈
NBt : (j, i) ∈ EBt} is not empty, also on the current estimates
transmitted by its neighbors through the noisy channels

θ̃i,jt = θ̂jt + wi,j
t , j ∈ N i

t , (4)

where wi,j
t is communication noise. If j 6∈ N i

t we set θ̃i,jt = 0.

C. Example

In this subsection, we present an example illustrating the
considered problem statement. Given a distributed network
consisting of n = 6 planar sensors identified by i ∈ N =
{1, 2, . . . , 6}. The state of sensor i is si ∈ R2. We assume
that the states are known and doesn’t depend on time, i.e.
the sensors are stationary. In the sensing range of the sen-
sors, there are m = 10 moving planar targets identified by
l ∈ M = {1, 2, . . . , 10}. The goal of each sensor i is to
estimate the states of all targets rlt ∈ R2 at time instant t.

Let θt = col(r1
t , . . . , r

10
t ) ∈ R20 be the common state vector

of all targets, θ̂it = col(r̂i,1t , . . . , r̂i,10
t ) be a common vector of

i-th sensor current estimates. Each target l ∈ M changes the
position according to the following dynamics:

rlt = rlt−1 + ζlt−1, l ∈M, (5)

where ζlt−1 are random vectors uniformly distributed in a ball.
We assume that at time instant t sensor i is able to measure
the squared distance ρi,lt = ρ(si, rlt) = ‖rlt − si‖2 to some
moving target rlt.

The network is modelled by complete graph GC , for which
we have the following topology constraints: each sensor i ∈ N
at each time instant t is able to measure the noisy squared
distance to only one target l ∈ M and to receive estimates
θ̂jt and measurements ρj,lt only from one randomly chosen
neighbor j ∈ N i

t . This leads to the communication protocol
satisfying averaged cost constraints with level Q = 1 consid-
ered as example at the end of Section II.

Let sensor i receive the current estimate and measurement
from some neighbor with identifier j ∈ N . Denote by
u = col(i, j, l) the vector, where the first element is the
identifier of a sensor, the intermediate element is the identifier
of a neighbor, which shares its information with sensor i,
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and the last element is the identifier of a target, which
this sensor observe at time instant t. Note that in general
there may be several intermediate elements. Also, denote
by ρ̄t(u) = ρ(si, r

l(u)
t ) − ρ(sj , r

l(u)
t ) the residual between

measurements of sensor i and its neighbor j. Here and after,
l(u) : R|u| → R gives the last element of u. In this case,
using the square difference formula we derive

Curlt = Du
t ⇒ CuTCurlt = CuTDu

t ⇒ Iurlt = Hu
t , (6)

where Iu = [CuTCu]′CuTCu, Hu
t = [CuTCu]′CuTDu

t ,
Cu = 2(sj − si)T, Du

t = ρ̄t(u) + ‖sj‖2 − ‖si‖2, and [·]′
denotes a vector or matrix Moore–Penrose inverse.

Denote by U i the set of all vectors u with the first element i.
Let uit ∈ U i be a random variable and input xi = θ̂it be fixed.
We consider observation model (2) as follows

yit = f iξt(x
i) = ‖Iu

i
t r̂i,l(u

i
t) −Huit

t ‖2, (7)

where ξt consists of all uit generated at time instant t, i.e.
ξt = col(θt,u

1
t ,u

2
t , . . . ,u

6
t ).

This leads us to following individual mean-risk sub-
functionals F it (x

i) = EFt−1
f iξt(x

i), which are equal to
1
|Ui|

∑
ui∈Ui ‖Iu

i

r̂i,l(u
i)−Hui

t ‖2 when positions of all targets
do not evolve over time.

IV. MAIN RESULT

In this section, we present the main result of this paper. All
proofs are relegated to Appendix.

A. SPSA-based Consensus Algorithm

Let ∆i
k, k = 1, 2, . . . , i ∈ N , be an observed sequence of

independent random vectors in Rd, called the simultaneous test
perturbation, with symmetrical distribution functions Pik(·),
and let Ki

k(·) : Rd → Rd, k = 1, 2, . . . , be a set of vector
functions (kernels).

Let us take fixed nonrandom initial vectors θ̂i0 ∈ Rd, positive
step-size α, gain coefficient γ, and choose sequences of such
nonnegative numbers {β+

k } and {β−k } that βk = β+
k +β−k > 0.

We consider the algorithm with two observations of distributed
sub-functions f iξt(θ) for each agent i ∈ N for constructing
sequences of measurement points {xit} and estimates {θ̂it}:

xi2k = θ̂i2k−2 + β+
k ∆i

k, xi2k−1 = θ̂i2k−2 − β
−
k ∆i

k,

θ̂i2k−1 = θ̂i2k−2,

θ̂i2k = θ̂i2k−1 − α
(
yi2k−y

i
2k−1

βk
Ki
k(∆i

k)+

γ
∑
j∈N i2k−1

bi,j2k−1(θ̃i,j2k−1 − θ̂i2k−1)
)
.

(8)

Algorithm (8) consists of two parts: (i) The first one is
similar to SPSA-like algorithm from [20]. This part represents
a pseudo-gradient of sub-functions f iξt(θ); (ii) The second
one coincides with Local Voting Protocol (LVP) from [23],
where it is used to solve load balancing problem in stochastic
networks. This part is determined for each sensor i by the
weighted sum of differences between the information about
the current estimate θ̂i2k−1 of sensor i and noisy information
about the estimates of its neighbors.

Further, we denote by θ̄t = col(θ̂1
t , . . . , θ̂

n
t ) the com-

mon vector of estimates of all sensors at time instant t
and by ˜̄θt = col(θ̃1,1

t , θ̃2,1
t , . . . , θ̃n,1t , θ̃1,2

t , . . . , θ̃n,nt ) the cor-
responding vector of data transmitted over the noisy chan-
nels. Also we introduce the following notations: ȳt =
diagn(col(y1

t , . . . , y
n
t )),∆̄k = col(K1

k(∆1
k), . . . ,Kn

k (∆n
k )).

Using the notations introduced above, the algorithm (8) can
be rewritten in the following form

θ̄2k = θ̄2k−1 − α
[(

ȳ2k − ȳ2k−1

βk
⊗ Id

)
∆̄k+

γ

(
L̄2k−1 ⊗ Id

)
˜̄θ2k−1

]
(9)

where (n × n2) matrix L̄2k−1 is defined in such a way that
its i-th row consists of zeros except the elements from the
position (j − 1)n + 1 to jn which coincide with i-th row of
L(B2k−1).

B. Main Assumptions

For any i ∈ N let us formulate assumptions about functions
F it (x), f iξ(x), disturbances, network topology, randomized
perturbations ∆i

k, and noises.
1: The functions F it (·) are convex, they have a common
minimum point θt and

∀x ∈ Rd 〈x− θt,EFt−1
∇f iξt(x)〉 ≥ 0.

2: ∀ξ ∈ Ξ, ∀i ∈ N the gradient ∇f iξ(x) satisfies the Lipschitz
condition: ∀x1,x2 ∈ Rd

‖∇f iξ(x1)−∇f iξ(x2)‖ ≤M‖x1 − x2‖

with the same constant M > 0.
3: The gradient ∇f iξt is uniformly bounded in the mean-
square sense at the minimum point θt: ∀t E‖∇f iξt(θt)‖

2 ≤ g2
2 ,

E〈∇f iξt(θt),∇f
i
ξt−1

(θt−1)〉 ≤ g2
2 (g2 = 0 if ξt is not a random

parameter, i.e. f iξt(x) = F it (x)).
4: The drift is bounded: a) ‖θt − θt−1‖ ≤ δθ < ∞, or
E‖θt − θt−1‖2 ≤ δ2

θ and E‖θt − θt−1‖‖θt−1 − θt−2‖ ≤ δ2
θ

if a sequence {ξt} is random;
b) EF2k−2

|f iξ2k(x)− f iξ2k−1
(x)|q ≤ δqθ(g

q
0 + gq1‖x− θ2k−2‖q)

for q = 1, 2 and for any i ∈ N .
5: a) Graphs GBt , t = 0, . . . are i.i.d., i.e. the random events
of appearance of “time-varying” edge (j, i) in graph GBt are
independent and identically distributed for the fixed pair (j, i),
i ∈ N , j ∈ N i

max = ∪tN i
t .

b) For all i ∈ N , j ∈ N i
t weights bi,jt are independent ran-

dom variables with mean values (mathematical expectations):
Ebi,jt = bi,jav , and bounded variances: E‖Bt − Bav‖2 ≤ σ2

B

where Bav = [bi,jav ].
c) E

∑
j∈N it

(bi,jt )2 ≤ Q2

n−1 .
d) Graph GBav is strongly connected.
6: For k = 1, 2, . . . , the successive differences ṽik = vi2k −
vi2k−1 of observation noise are bounded: |ṽik| ≤ cv < ∞, or
E(ṽik)2 ≤ c2v if a sequence {ṽik} is random.
7: For t = 1, 2, . . . , ∀i ∈ N , ∀j ∈ N the communication noise
wi,j
t is random i.i.d. (independent identically distributed) with

zero-mean Ewi,j
t = 0 and bounded disturbances: E‖wi,j

t ‖2 ≤



5

σ2
w. All random vectors and values wi,j

t , bi,jt , ξt, and ξt+1 are
mutually independent (if they are random).
8: For any i, j ∈ N , k = 1, 2, . . . ,
a) Vectors ∆i

k are mutually independent.
b) ∆i

k and ξ2k−1, ξ2k (if they are random) do not depend on
the σ-algebra F2k−2.
c) If ξ2k−1, ξ2k, v̄

i
k,w

i,j
2k−1, b

i,j
2k−1 are random, then random

vectors ∆i
k and elements ξ2k−1, ξ2k, ṽ

i
k, wi,j

2k−1, b
i,j
2k−1 are

independent.
d) For k = 1, 2, . . . , vectors ∆i

k and vector functions Ki
k(·)

along with simultaneous perturbation symmetrical distribution
functions Pk(·) satisfy the conditions∫

xPk(dx) =

∫
x‖Ki

k(x)‖2Pk(dx) =

∫
Ki
k(x)Pk(dx) = 0,

∫
〈e,x〉Ki

k(x)Pk(dx) = 〈e,1d〉1d,
∫
‖x‖2Pk(dx) ≤ c2∆, (10)

∫
‖Ki

k(x)‖2Pk(dx) ≤ c2∆,
∫
‖Ki

k(x)‖2‖x‖2Pk(dx) ≤ c4∆.

Note that all Assumptions 1–8 are standard for the consid-
ered problem.

Remark. Usually, it is practically reasonable to define {∆i
k}

as a sequence of independent Bernoulli random vectors from
Rd with each component independently taking values ± 1√

2

with probabilities 1
2 and Ki

k(x) ≡ x as kernel functions. For
this case, we have c∆ = 1. The case, when β+

k = β−k and
decreasing to zero sequence αk is used instead of constant
step-size α, corresponds to the SPSA algorithm in [16].
The similar algorithm with randomly varying truncations and
randomized difference was studied in [26] where the case
β−k = 0 was additionally considered.

Example. Return back to the example from Section III-C
and check Assumptions 1–5.
1. Using (6) and (7), we obtain for gradient

〈x− θt,EFt−1
∇f iξt(x)〉 = EFt−1

(xi,l(u
i
t) − rl(u

i
t))T[Iu

i

]T

Iu
i

(xi,l(u
i
t) − rl(u

i
t)) ≥ 0.

2. Using (7), we obtain ‖∇f iξ(x1) − ∇f iξ(x2)‖ =

‖2[Iu
i

]TIu
i

(x
l(ui)
1 − x

l(ui)
2 )‖ ≤ M‖x2 − x1‖, where M =

maxi ‖2[Iu
i

]TIu
i‖.

3. ∇f iξt(θt) = 0. Hence, g2 = 0.
4. Assumption about the drift holds for δθ = nδζ and by
virtue of drift model (5) when ζit are random i.i.d. vectors
with Eζit = 0, and E‖ζt‖2 ≤ δ2

ζ , g0 = 4
√

2s̄2, g1 = 8
√

2s̄2,
where s̄ = maxi,j ‖si − sj‖.
5. a), c), d) hold by the construction; in b) bi,jav = 0.2, i 6= j,
bi,iav = 0, σ2

B = 4.8.

C. Analysis of the Estimation Accuracy

To analyze the quality of estimates we apply the following
definition for the problem of minimum tracking for mean-risk
functional (3):

Definition 2. A sequence of estimates {θ̄i2k} has an asymp-
totically efficient upper bound L̄ > 0 of residuals of estimation
if ∀ε > 0 ∃k̄ such that ∀k > k̄√

E‖θ̄i2k − 1n ⊗ θ2k‖2 ≤ L̄+ ε.

Denote λ̄2 = Re(λ2(L(Bav))), λ̄m =

λ
1
2
max(L(Bav)

TL(Bav)), c+ = maxk
β+
k

βk
, β̃ = maxk

1
βk

,

c̄ = maxk

(
β+
k

βk

)2

+
(
β−
k

βk

)2

, β̄ = maxk
(β+
k )2

βk
+

(β−
k )2

βk
,

cm = λ̄2
m + σ2

B , c1 = c∆λ̄mM(δθg1β̃ + c∆),
c2 = 2c2∆(δ2

θg
2
1 β̃

2 + c2∆M
2), cµ = (λ̄2 − αc1)/cm,

cd =
√

1− α2c2cm/(λ̄2 − αc1)2.
The following theorem shows the asymptotically efficient

upper bound of estimation residuals provided by algorithm (8).
Theorem 1: If Assumptions 1–8 hold, β̄ = minkβk > 0,

positive constant α is sufficiently small:

α <
λ̄2

c1 +
√
c2cm

(11)

and

cµ(1− cd) < αγ < cµ(1 + cd) (12)

then the averaged cost constraint (1) holds and the sequence
of estimates provided by algorithm (8) has an asymptotically
efficient upper bound which equals to

L̄ =
1

µ

(
h+

√
h2 + lµ

)
, (13)

where µ = 2γλ̄2 − α(cmγ
2 + α(2γc1 + c2)), h = γc3 + c4,

l = αγ2Q2σ2
w + c5,

c3 = 2
√
nλ̄mδθ + αλ̄mc∆M(δθg0β̃ + β̄c2∆),

c4 = M
(
c+ + c4∆g1c̄+ 2c2∆(1 + c+)

)
δθ + c5∆M

2β̄,
c5 =

4nδ2θ
α + 2αc2∆

(
β̃2n(c2v + δ2

θg
2
0) + c2∆c̄nM(cv + δθg0)+

c3∆nMβ̄(Mδθ + δθc+ + g2)
)

+
2Mn(δ2

θc+ + c3∆β̄) + c2∆n
(
δ2
θ(1 + c+)2 + g2

2 +M2β̄2c4∆
)
.

See the proof of Theorem 1 in Appendix.
Remarks. 1. The bound L in the Theorem 1 is tight, so there

exists no L′ < L such that the statement of the Theorem 1
still holds if all inequalities from the Assumptions 1–8 are
replaced by equation.

2. The observation noise vit in Theorem 1 can be said to be
almost arbitrary since it may either be nonrandom but bounded
or it may also be a realization of some stochastic process
with arbitrary internal dependencies. In particular, to prove
the results of Theorem 1, there is no need to assume that vit
and Ft−1 are not dependent.

3. The proof of Theorem 1 allows for consideration of
random sequences {β+

k } and {β−k } whose values at iteration k
are measurable under the corresponding σ-algebra F2k−2. This
fact is sometimes useful from a practical point of view.

4. The result of the Theorem 1 shows that for the case
without drift (δθ = 0) and g2 = 0 under any noise level cv
the asymptotic upper bound can be made infinitely small by
choosing sufficiently small α and β±k . At the same time, in the
case of drift, the bigger drift norm δθ can be compensated by
choosing a bigger step-size α and β±n . This leads to a tradeoff
between making α smaller because of noisy observations and
making α bigger due to the drift of optimal points.
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V. SIMULATION

In this section, we present the numerical experiments, which
illustrate the performance of the suggested algorithm. We
apply the algorithm to the problem described in Section III-C.

The starting positions of the targets are chosen randomly
from the interval [0; 100]. The states of the targets evolve over
time as follows: rlt = rlt−1 + χlt−1. Let χlt−1 be a random
vector uniformly distributed on the ball of radius equal to
0.2. The sensors don’t move and their coordinates are random
values uniformly distributed in interval [100; 120]. We consider
observation model (2) defined as yit = ‖Iuit r̂i,l(uit)−Huit

t ‖2 +
vit, where vit is modelled as unknown-but-bounded disturbance
falling withing interval [0.6; -0.6].

Algorithm (8) working on each node has the following
parameters: α = 0.03, β = 1.5, γ = 1.5. The initial estimate
on each sensor for each target coordinate was chosen randomly
from the interval [50; 100]. Fig. 1 shows how the residuals
evolve over time. Figures show that there exists time instant t
starting with which the estimations converge to the actual value
and move next to it.

Fig. 1. Residuals ‖Iuit r̂i,l(uit) −H
uit
t ‖2 obtained by nodes.

VI. CONCLUSION

In this paper, we proposed a new SPSA-based consen-
sus algorithm for distributed tracking under unknown–but–
bounded disturbances. Compared to the SPSA algorithm, this
algorithm is suitable for distributed problems due to the
relaxed assumption regarding the strong convexity of the min-
imized mean-risk functional. In many practical applications,
the network processes the data under certain constraints, and
the data transmission is accompanied by noise. In this paper,
we consider such noisy data transmission and the case where
a communication protocol has to satisfy prespecified cost
constraints. Communication cost constrains are satisfied by
exploiting a specific intentionally randomized topology of the
network communication graph. We obtain an upper bound on
the mean square error of estimates of tracking unknown time-
varing parameters under unknown–but–bounded observation
errors and noisy communication channels.

-20 0 20 40 60 80 100 120

x

-40

-20

0

20

40

60

80

100

120

y

Fig. 2. The estimates r̂i,lt obtained by nodes and actual targets positions
ri,lt . (Empty circles denote sensor positions, targets movement is depicted as
a series of shaded circles and plus signs show the estimated target positions.)
The figure shows sparse data for clarity: each 50th position of targets and the
estimates.
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APPENDIX

Proof of Theorem 1. At first, we prove that the averaged
graph GBav corresponds the average cost constraint (1).

By virtue of Assumption 5c and Cauchy-Bunyakovsky-
Schwarz inequality, we get

ECost(Bt) = E
∑
i∈N

bi,jt ≤
√
nE
∑
i∈N

(bi,jt )2 ≤
√
n
Q2

n
= Q.

Hence, the average cost constraint (1) holds.
At second, we study the asymptotic mean square properties

of residuals ηk = ‖θ̄2k − 1n ⊗ θ2k‖.
Denote s̄k = α

βk
((ȳ2k− ȳ2k−1)⊗Id)∆̄k, dit = θ̂i

2d t−1
2 e
−θt,

d̄t = col{d1
t , . . . ,d

n
t }, where d·e is a ceiling function,

w̄t = col{w1,1
t ,w2,1

t , . . . ,wn,1
t , w1,2

t , . . . ,wn,n
t }, v̄t =

col{ṽ1
t , . . . , ṽ

n
t },

Let ˜̄Fk−1 = σ{Fk−1, v̄2k−1, v̄2k, ξ2k−1, ξ2k, ∆̄k, B2k−1}
be the σ-algebra of probabilistic events generated
by Fk−1, v̄2k−1, v̄2k, ξ2k−1, ξ2k, ∆̄k, B2k−1, and
F̄k−1 = σ{Fk−1, v̄2k−1, v̄2k, ξ2k−1, ξ2k, ∆̄k},
F̃k−1 = σ{Fk−1, v̄2k−1, v̄2k, ξ2k−1, ξ2k},

Fk−1 ⊂ F̃k−1 ⊂ F̄k−1 ⊂ ˜̄Fk−1 ⊂ Fk.

By virtue of communication model (4), we obtain ˜̄θt =
1n ⊗ θ̄t + w̄t and, according to the algorithm (9), we have
ηk =

‖θ̄2k−2 − 1n ⊗ θ2k − s̄k − αγL̄2k−1(1n ⊗ θ̄2k−2 + w̄t)‖ =

= ‖ḡk − s̄k + αγL̄2k−1w̄2k−1‖

where ḡk = (Ind−αγL(B2k−1)⊗ Id)d̄2k−2 + 1n⊗ (θ2k−2−
θ2k) since it is not so hard to prove that (L(B2k−1) ⊗
Id)1n⊗θ2k−2 = 0 based on the properties of Laplasian matrix
L(B2k−1). Taking the conditional expectation over σ-algebra
˜̄Fk−1, by virtue of Assumption 6, we derive

E ˜̄Fk−1
η2
k = ‖ḡk − s̄k‖2 + α2γ2‖B2k−1‖2σ2

w

since E ˜̄Fk−1
w̄2k−1 = 0.

Assumption 5c gives the bound: EF̄k−1
‖B2k−1‖2 ≤ Q2.

Taking the conditional expectation over σ-algebra F̄k−1, by
virtue of Assumption 5b, we get

EF̄k−1
η2
k = ‖ḡk − s̄k‖2 + α2γ2(Q2σ2

w + σ2
Bη

2
k−1)

since EF̄k−1
(L(B2k−1)− L(Bav))d̄2k−2 = 0.

So, we obtain EF̄k−1
η2
k =

‖ḡk‖2 + ‖s̄k‖2 − 2〈ḡk, s̄k〉+ α2γ2(Q2σ2
w + σ2

Bη
2
k−1). (14)

By virtue of Assumption 8c,d we have EF̃k−1
ṽkK

i
k(∆i

k) =

EF̃k−1
ṽkEF̃k−1

Ki
k(∆i

k) = EF̃k−1
ṽk ·0 = 0. Hence, taking the

conditional expectation over σ-algebra F̃k−1 of both sides of
the (14) and using observation model (2), we can assert the
bound for EF̃k−1

η2
k as follows:

EF̃k−1
η2
k ≤ EF̃k−1

‖ḡk‖2 − 2
α

βk

∑
i∈N
〈di2k,EF̃k−1

f̃ ikK
i
k(∆i

k)〉+

+2
α

βk

∑
i∈N
〈αγ(L(Bav)d

i
2k−2,EF̃k−1

f̃ ikK
i
k(∆i

k)〉+

+
α2

β2
k

∑
i∈N

EF̃k−1

(
ṽik + f̃ ik

)2

‖Ki
k(∆i

k)‖2+

α2γ2(Q2σ2
w + σ2

Bη
2
k−1) (15)

where f̃ ik = f iξ2k(x2k)− f iξ2k−1
(x2k−1).

Under fulfilment of Assumption 5d, we have λ̄2 > 0 (see
[1]). Hence, for the first term in (14) we derive

EF̃k−1
‖ḡk‖2 ≤ dT2k−2(Ind − αγ(L(Bav)⊗ Id))

T×
(Ind − αγ(L(Bav)⊗ Id))d2k−2 + EF̃k−1

2αγ×
dT2k−2(Ind − αγ(L(Bav)⊗ Id))

T1n ⊗ (θ2k−2 − θ2k)+

‖1n ⊗ (θ2k−2 − θ2k)‖2 ≤ η2
k−1 − dT2k−2αγ×

(L(Bav)⊗ Id)
Td2k−2 − dT2k−2αγ(L(Bav)⊗ Id)d2k−2+

α2γ2dT2k−2(Ind − L(Bav)⊗ Id)
T (L(Bav)⊗ Id)d2k−2+

EF̃k−1
2αγηk−1

√
n‖(Id − αγ(L(Bav)‖‖θ2k−2 − θ2k‖+ 4nδ2

θ

≤ (1− 2αγλ̄2 + α2γ2λ̄2
m)η2

k−1 + 4αγ
√
nλ̄mδθηk−1 + 4nδ2

θ .
(16)

For any x, z ∈ Rd, by virtue of Taylor representation of
f iξt(x) for t± = 2k − 1

2 ±
1
2 , we have

f iξt± (x) = f iξt± (z) + 〈∇f iξt± (z + ρ±ξt±
(x− z)),x− z〉,

(17)

where ρ±ξt± ∈ (0, 1).
For difference f̃ ik, adding and subtracting 〈∇f iξt± (z),xit±−

z〉, we derive:

f̃ ik =
∑
t±

±f it±(z)±〈∇f iξt± (z),xit± − z〉 ± M̄ i
t±(z) (18)
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where M̄ i
t±(z) = 〈∇f iξt± (z + ρ±ξt±

(xit± − z)) −
∇f iξt± (z),xit± − z〉. Hence, for z = θ̂i2k−2, by virtue of
Assumption 8c, we have EF̃k−1

f̃ ikK
i
k(∆i

k) =∑
t±

±∇f iξt± (θ̂i2k−2)β±k ± EF̃k−1
M̄ i
t±(θ̂i2k−2)Ki

k(∆i
k),

since EF̃k−1
f it±(z)Ki

k(∆i
k) = 0.

According to the Assumption 2, we have

‖M̄ i
t±(θ̂i2k−2)‖ ≤M‖ρ±ξt± (xit± − θ̂

i
2k−2)‖β±k ‖∆

i
k‖ ≤

M(β±k )2‖∆i
k‖2. (19)

We can evaluate the second term in (15), using formula (19)
and applying Assumptions 2,

. . . ≤ −2
α

βk

∑
i∈N

∑
t±

〈θ̂i2k−2−θt± ,∇f iξt± (θ̂i2k−2)β±〉−2
α

βk
×

∑
i∈N
〈θ2k − θ2k−1,∇f iξ2k−1

(θ̂i2k−2)β+〉+ 2
α

βk
Mc3∆

∑
t±

(β±k )2.

Here the conditional expectation over σ-algebra Fk−1 for first
terms with minus is not above zero by Assumption 1. By virtue
of definition we have EFk−1

∇f iξ2k−1
(θ2k−1) = 0. Hence,

applying the first part of Assumption 4, we get

. . . ≤ 2
α

βk
MEFk−1

∑
i∈N

δθβ
+
k ‖d

i
2k−1‖+ c3∆

(
(β+
k )2 + (β−k )2

)
≤ 2αM

(
δθc+(ηk−1 + nδθ) + nc3∆β̄

)
.

To evaluate the conditional expectation over σ-algebra F̃k−1

of the third term in (15) we use the following representation
for the difference f̃ ik

f̃ ik = f iξ2k(x2k)− f iξ2k−1
(x2k) + f iξ2k−1

(x2k)− f iξ2k−1
(x2k−1)

=
∑
t±

±f iξt± (x2k) + 〈∇f iξ2k−1
(θ̂i2k−2 ± ρ±ξt±β

±
k ∆i

k), β±k ∆i
k〉

which is based on Taylor formula (17). By adding and sub-
traction

∑
t±〈∇f iξ2k−1

(θ2k−1), β±k ∆i
k〉, using the first part of

Assumption 9, we derive EF̃k−1
f̃ ikK

i
k(∆i

k) =

EF̃k−1

∑
t±

(±f iξt± (x2k)+〈∇f iξ2k−1
(θ̂i2k−2±ρ±ξt±β

±
k ∆i

k), β±k ∆i
k〉)

×Ki
k(∆i

k) + 〈∇f iξ2k−1
(θ2k−1),1d〉1d.

Taking the conditional expectation over σ-algebra Fk−1, by
virtue of properties EFk−1

∇f iξ2k−1
(θ2k−1) = 0 and the As-

sumptions 2,4,9, we get

EFk−1
‖f̃ ikKi

k(∆i
k)‖ ≤ (δθ(g0 + g1‖di2k−2‖)+∑

t±

M(EFk−1
‖di2k−1‖+ β±k c∆)β±k c∆)c∆ (20)

Hence, for the third therm in (15) we have . . . ≤ 2α
2γ
βk
×

λ̄mMc∆ηk−1

(
δθ(g0 + g1ηk−1) + βkc∆(ηk−1 + β̄c∆)

)
≤

2
α2γ

βk
λ̄mMc∆

(
(δθg1 + βkc∆)η2

k−1 + (δθg0 + βkβ̄c
2
∆)ηk−1

)
.

Summing up the conditional expectations over σ-algebra
Fk−1 of the second and third terms in (15) we derive

. . . ≤ 2α2γλ̄mMc∆

(
δθg1

βk
+ c∆

)
η2
k−1 + 2αM (δθc++

αγλ̄m

(
δθg0

βk
c∆ + β̄c3∆

))
ηk−1 + 2αMn(δ2

θc+ + c3∆β̄). (21)

Consider the squared difference (ṽik + f̃ ik)2. Using for-
mula (18) with z = θ̂2k−2, the sum (ṽik + f̃ ik) can be
represented as a sum of five terms ṽik + f̃ ik = a1 + a2 +

a3 + a4, where a1 = ṽik, a2 =
∑
t± ±f it±(θ̂2k−2), a3 =∑

t±〈∇f iξt± (θ̂2k−2),∆i
kβ
±
k 〉, and a4 =

∑
t± ±M̄ i

t±(θ̂2k−2).
The first two terms do not depend on ∆i

k and
EF̃k−1

aq∆
i
k‖Ki

k(∆i
k)‖2 = 0, q = 1, 2, by virtue of Assump-

tion 8. Hence, we derive EF̃k−1
(ṽik + f̃ ik)2‖Ki

k(∆i
k)‖2 ≤

c2∆EF̃k−1
(a1 + a2)2 + 2(a1 + a2 + a3)a4 + a2

3 + a2
4 ≤

c2∆EF̃k−1
2(a2

1 + a2
2 + (|a1|+ |a2|+ |a3|)|a4|) + a2

3 + a2
4.

We need to estimate EFk−1
a2
q, q = 1, . . . , 4 and we can

use formula EFk−1
|aq| ≤

√
EFk−1

a2
q, q = 1, . . . , 4 for the

rest terms. Taking the conditional expectation over σ-algebra
Fk−1, by virtue of Assumptions 2–4 and (19), we evaluate

EFk−1
a2

1 ≤ c2v, EFk−1
|a2|q ≤ δqθ(g

q
0+gq1‖di2k−2‖q), q = 1, 2,

EFk−1
aq3 ≤ qEFk−1

(
∑
t±

〈∇f iξt± (θ̂2k−2)−∇f iξt± (θt±),∆i
kβ
±
k 〉)

q

+q

(∑
t±

〈∇f iξt± (θt±),∆i
kβ
±
k 〉

)q
≤ 2cq∆

((
Mβk(‖di2k−2‖+ δθ)

+δθβ
+
k )
)q

+ βqkg
q
2

)
, q = 1, 2,

EFk−1
a2

4 ≤M2((β+
k )2 + (β−k )2)2c4∆.

Taking the conditional expectation over σ-algebra Fk−1 for
the fourth term in (15) we get using Assumptions 2–5

2
α2

β2
k

EFk−1

∑
i∈N

(ṽik + f̃ ik)2‖Ki
k(∆i

k)‖2 ≤ c2∆
α2

β2
k

(
2
(
nc2v+

nδ2
θg

2
0 + δ2

θg
2
1η

2
k−1 + (ncv + nδθg0 + δθg1ηk−1+

c∆Mβkηk−1 + nc∆
(
Mδθβk + δθβ

+
k + βkg2

))
×

M((β+
k )2 + (β−k )2)c2∆ + c2∆

(
M2η2

k−1β
2
k + 2δθ(βk + β+

k )×
Mβkηk−1 + n(δ2

θ(βk + β+
k )2 + β2

kg
2
2)
))

+

nM2((β+
k )2 + (β−k )2)2c4∆

)
. (22)

Summing up the findings bounds (16), (21), (22) and taking
the conditional expectation over σ-algebra Fk−1, we derive the
following from (15)

EFk−1
η2
k ≤ (1− µα)η2

k−1 + 2αhηk−1 + αl. (23)

Consider the condition 0 < µα < 1 of Lemma 2 from [20].
The right part holds since λ̄2 ≤ cm. The left part is satisfied by
virtue of condition (11)–(12). Hence, taking the unconditional
expectation of both sides of (23), we see that all conditions of
Lemma 2 from [20] hold for ek =

√
Eη2

k.
This completes the proof of Theorem 1.


