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A B S T R A C T   

If we are to develop robust robot-based automation in primary production and processing in the agriculture and 
ocean space sectors, we have to develop solid vision-based perception for the robots. Accurate vision-based 
perception requires fast 3D reconstruction of the object in order to extract the geometrical features necessary 
for robotic manipulation. To this end, we present an accurate, real-time and high-resolution ICP-based 3D 
registration algorithm for eye-in-hand configuration using an RBG-D camera. Our 3D reconstruction, via an 
efficient GPU implementation, is up to 33 times faster than a similar CPU implementation, and up to eight times 
faster than a similar library implementation, resulting in point clouds of 1 mm resolution. The comparison of our 
3D reconstruction with other ICP-based baselines, through trajectories from 3D registration and reference tra
jectories for an eye-in-hand configuration, shows that the point-to-plane linear least squares optimizer gives the 
best results, both in terms of precision and performance. Our method is validated for the eye-in-hand robotic 
scanning and 3D reconstruction of some representative examples of food items and produce of agricultural and 
marine origin.   

1. Introduction 

Robotic manipulation of produce in primary production and pro
cessing in agriculture, ocean space and food industries is a growing 
demand in order to increase the production efficiency and competi
tiveness but also, through higher degree of automation, to be able to 
better tackle crisis and lockdown situations, when activity of human 
operators in the field and in the processing plants may be restricted. The 
majority of complex manipulation operations in these sectors are still 
manual based due to the lack of reliable robot-based solutions. Since 
typical produce from these sectors such as fruits, vegetable, meat or fish 
are compliant objects, a significant hinder for a higher degree of auto
mation is the challenge that robotic manipulation of such objects incurs, 
but also compelling scientific and technological challenges such as those 
linked to the visual-based perception and manipulation. Obtaining good 
3D image data is a key prerequisite in vision-based robotic manipulation 
applications (Calli and Dollar, 2016; Cherubini et al., 2018; Misimi et al., 
2018) and visual servoing (Agravante and Chaumette, 2017; Pedersen 
et al., 2020). Consumer 3D scanner technology has made cheap, light- 
weight and reliable RGB-D cameras available for vision-based robotic 

manipulation tasks. This has opened up for many novel robotic appli
cations with an increased ability of the robots to handle various complex 
objects with unknown shapes such as 3D compliant food objects (Misimi 
et al., 2018) and clothing (Yuan et al., 2018). To manipulate such objects 
in a real-time manner, there is a need for an efficient, high resolution 3D 
reconstruction algorithm and implementation. Given a set of partially 
overlapping 3D scans, registration is the process of aligning these scans 
such that the distance between overlapping parts is minimized. The 
iterative closest point (ICP) algorithm and its variations, first proposed 
by Besl and McKay (Besl and McKay, 1992), are widely used and can 
serve as a starting point for such a task. However, given the speed re
quirements necessary for making scanning decisions while the robot arm 
is moving in a manipulation task (Misimi et al., 2018; Misimi et al., 
2016), GPU implementations are necessary to enable real-time 3D 
registration and enhance the robot’s manipulation efficiency. To this 
end, we present an extensive evaluation and a GPU implementation of 
the ICP algorithm variants. The setup is a collaborative/industrial robot 
arm with an eye-in-hand RGB-D sensor and the goal is to present a multi- 
view combined model of an unknown object, that can be used in a va
riety of vision-based robotic manipulation tasks, such as grasping. The 
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operating environment is not constrained, but is assumed to be clean and 
sterile. 

In this work, we present a real-time 3D reconstruction approach 
applicable to robotic scanning and perception with a RGB-D sensor in 
the context of robotic manipulation of 3D compliant objects of agricul
tural and marine origin. The paper makes two main contributions to 3D 
registration. The first is a GPU implementation of a variation of the ICP 
algorithm that makes use of a Linear Least Squares (LLS) optimizer to 
compute the transformation in the ICP variants. We compare this 
implementation to other variations of the ICP algorithm by tracking and 
comparing the generated trajectory by the ICP variants against a ground 
truth trajectory generated by the robot arm, where the scanner is 
mounted on the end-effector. The second contribution is an evaluation 
of different variations of the ICP algorithm in the context of the 3D 
registration of objects, coming from food, agricultural and ocean space 
domains, placed on a semi-planar surface, where an RGB-D sensor is 
mounted on a robot arm in an eye-in-hand configuration. The approach 
we propose is close to that of Lehnert et al. (2016), but the novelty is that 
the 3D registration differs in that we use frame to model registration, 
which is real-time enabled using point cloud simplification after each 
captured frame. In addition, we chose not to depend on a voxelization 
method due to the potential loss of precision as a result of sub-sampling 
that results from the voxelization, which is the case in the Kinect Fusion 
algorithm (Newcombe et al., 2011). Moreover, we focus on a real-time 
robotic application with eye-in-hand configuration for registration of 
3D compliant objects coming from agriculture and ocean space such as 
fruits and vegetables but also muscle food products such as meat and fish 
fillet portions. 

The accumulated models from our proposed algorithm are shown in 
Figs. 1–3. We evaluate the accuracy of our results using the Absolute 
Trajectory Error (ATE) (Sturm et al., 2012), by comparing the trans
formations obtained from the registration algorithm to the true trans
formation of the robot arm (See Section 4.3). Fig. 4 shows the estimated 
positions of the RGB-D sensor generated by the proposed algorithm 
together with the position of the robot’s end-effector while scanning the 
objects of Fig. 1. 

The paper is organized as follows. After the Related Work, in the 
Methodology section we present a GPU implementation of the point-to- 
plane linear least squares ICP algorithm. In Results and Discussion, the 
proposed method is shown to achieve significant speed-up compared to 
an equivalent CPU implementation, without noticeable loss of precision. 

2. Related work 

2.1. ICP variants 

Point cloud registration has been an active field of study since the 
introduction of the first Iterative Closest Point (ICP) formulation by Besl 
and McKay (1992). Their method was based on a point-to-point 
quaternion optimizer. Simultaneously, Chen and Medioni (1991) pro
posed a point-to-plane optimization strategy which was shown by 
Rusinkiewicz and Levoy (2001) to give faster convergence. Our work is 
based on these two optimizers where we evaluate them in the context of 
a real-time framework in a sterile environment for the 3D registration of 
solid compliant food and similar objects. 

2.2. GPU-based registration 

Qiu et al. (2009) showed that a GPU can be employed to accelerate 
the ICP algorithm. Their method was based on constructing a k- 
dimensional (k-d) tree on the CPU and performing the nearest neighbour 
search on the GPU. The GPU search is made possible by fixing the size of 
the search queue, which will approximate the search. This method gave 
a speedup factor of up to 88 compared to a similar CPU implementation, 
where a point-to-point error metric (see Besl and McKay, 1992) was used 
to evaluate the convergence of the algorithm for different queue sizes. 

The implementation was a standard ICP with a Singular Value Decom
position (SVD) optimizer. A natural extension to this is to perform k- 
d tree construction on the GPU. However, Hu et al. (2015) showed that 
the speedup potential of such an approach is lower than the one based on 
the GPU correspondence search. 

For real-time registration, Kinect Fusion is a popular choice and is 
based on voxelization to obtain faster registrations (Newcombe et al., 
2011). Lehnert et al. (2016) in a setup similar to ours in terms of sensor 
setup and robot mounting, found that the Kinect Fusion algorithm was 
suited to food object reconstruction using frame to model tracking. They 
compared it to simple ICP and normal distributions transform (NDT) 
variations using frame to frame tracking which resulted in drift over 
time. In comparison to the ICP and NDT variations of Lehnert et al. 
(2016), our work differs in the fact that we use ICP for frame to model, 
which is real-time enabled using point cloud simplification after each 
captured frame. In contrast to Lehnert et al. (2016), we chose not to use 
voxelization method like presented in Kinect Fusion due to the potential 
loss of precision as a result of sub-sampling from the voxelization. 

2.3. Registration speed-up using point cloud simplification methods 

Other space simplifications such as edge extraction can also be an 
alternative to speed up registration. Examples include Choi et al. (2013) 
who used an edge-detection strategy and evaluated the precision of the 
registration using Relative Pose Error (RPE) metrics (see Sturm et al., 
2012). Edge extraction can greatly improve registration time (and 
possibly quality), but can reduce the generality of the algorithm. How
ever, it will also depend on having certain features available. In a robot- 
based 3D scanning application, the environment is expected to be sterile, 
which is the reason we don’t want to depend on feature based 
registration. 

2.4. Other registration methods 

Chen et al. (2016) evaluated a registration algorithm with an eye-in- 
hand setup, quite similar to our setup. They show promising results in 
terms of registration quality when using precise measurement equip
ment but it is not concerned with real-time requirements, and is not a 
standard ICP algorithm, which can be found in many popular point 
cloud based libraries.1 

Our work focuses on the ICP algorithm for local registration, which is 
based on the assumption that the movement between frames is limited, 
making global optimization strategies (such as Zhou et al., 2016) un
necessarily complicated for the task. The field of registration techniques 
is extremely large. Methods from other application areas, such as the 
medical area, have been considered, such as the method by Pratikakis 
et al. (2003) for the registration of deformable medical objects. How
ever, they have not been deemed relevant due to their assumption of a 
dense representation of the data. In this work, we specifically address 
the problem of real-time 3D registration of 3D compliant food objects of 
agricultural and marine origin, in the context of robotic scanning and 
manipulation, using a RGB-D camera that produces high resolution, 
without assuming any structure of the point-clouds. 

3. Methodology 

Each successively captured RGB-D image is converted to a colored 
point cloud S. Note that color is not used as part of the registration al
gorithms but is used for visualization purposes (this is because many 
depth scanners don’t support color). An outline of the algorithm is 
shown in Algorithm 1. 

1 Refer to Holz et al. (2015) on how to use a point cloud library for regis
tration, including strategies for initial alignment and reducing point cloud size 
to speed up registration. 
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Algorithm 1. GPU based registration   

(continued on next column)  

(continued ) 

(continued on next page) 

Fig. 1. Accumulated point clouds of example fruits by the proposed algorithm using the point-to-plane linear least squares optimizer and nearest point corre
spondence estimation, from scanning with an Intel RealSense SR300 mounted on the end effector of a robot arm. The parameters are given in Section 3. The shown 
3D registrations are a result of the accumulation of 35 point clouds, with an average processing of 2.23 s per image using the GPU implementation outlined in 
Section 3. 

Fig. 2. A similar method is used as in Fig. 1, but the 
images was captured with a handheld Intel Real
Sense D435 RBG-D sensor. In this test set, there 
were significant amounts of noise in the environ
ment besides the table itself. In this setting, our 
point correspondence rejection strategy (Section 
3.4) was employed in order to get good registra
tions. The registration parameters are given in Sec
tion 3. Reference objects were added to the scene to 
give the registration algorithm some features other 
than the flat objects themselves. The Figure shows 
that the suggested framework is able to register free- 
hand scans and that relatively high-quality scans 
can be obtained from consumer grade scanners. The 
captures are accumulations of: (a) 20 images, (b) 14 
images, (c) 30 images and (d) 22 images.   

Fig. 3. Accumulated point clouds of the pork loin, salmon fillet, and lettuce after performing a real-time 3D registration, based on our method, resulting from motion 
of the RGB-D sensor, mounted on a robot arm, along the motion scan trajectories. All point clouds are at 1 mm resolution. (a), (c), and (d) Are registrations from 15 
point clouds, while (b) are registrations from 18 point clouds. 

Fig. 4. Estimated trajectory of the registrations 
shown in Fig. 1 (blue line), plotted against the 
reference trajectory obtained from the robot arm 
(black line). The estimated trajectories are relatively 
close to the (ground truth) reference trajectories 
where the error is shown in red. This is expected 
from the good quality of the resulting point clouds 
of Fig. 1. Note that most of the figures have a near- 
perfect loop closure, which also indicates a good 
registration. The camera was approximately 40 cm 
above the ground plane during the scans. (For 
interpretation of the references to color in this figure 
legend, the reader is referred to the web version of 
this article.)   
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(continued ) 

3.1. Correspondence estimation, k-d tree construction and search 

The main part of our method and algorithm implementation is build 
upon the work by Qiu et al. (2009). A k-d tree was constructed for the 
points in the accumulated model on the CPU. The k-d tree is left- 
balanced, giving it a dense, GPU friendly, representation. It was then 
transferred to the GPU where the nearest neighbour search is done in 
parallel using a fixed-size stack. In our work, the stack size was set to 20. 
The next step in the ICP algorithm was to find a transformation that 
minimizes the distance of the found correspondences. A correspondence 
set DC consists of triplet elements DC,i = (si,di,ni), where si is from source 
cloud S, their correspondences di from destination cloud D with ni being 
the normal of di for i = 1…N where N is the number of points in S. The 
source cloud is the point cloud that is to be transformed to be aligned 
with the previously registered point clouds accumulated into destination 
cloud D. 

3.2. Transformation estimation 

Fitzgibbon (2002) introduced the Levenberg-Marquardt (LM) opti
mizer for registration. Low (2004) extended this work and showed how 
the LM problem can be expressed as a Linear Least Squares (LLS) 
problem by assuming that the rotation is small. This is a fair assumption 
in our setting where the registration is performed continuously from a 
camera mounted on a robot arm. Building on Low’s method and using a 
similar notation, we present an extension for the optimization, which is 
more suitable for a GPU implementation. 

The goal is to find a transformation matrix ̂Mopt such that the point to 

plane error is minimized: M̂opt = arg min
M̂

∑
i

((
M̂⋅si − di

)
ni

)2
. 

M̂ = T(tx, ty, tz)R̂(α, β, γ) is a rigid transform composed of the trans
lation T and rotation R̂, and can be expressed by the parameter vector 
x =

(
α β γ tx ty tz

)T , where α, β and γ are the Euler-angles for 
the rotation R̂ and tx, ty and tz are the translational components in T. 

By assuming that the rotation R̂ is small, the matrix can be simplified 
such that the problem can be approximated as a linear least-squares 

(LLS) problem. For each value of i, the expression 
(

M̂⋅si − di

)
ni is 

inserted as a row into Ax − b, where A is a matrix of size N × 6 and b is a 
column vector of length N for 6 variables and N points (see Low (2004) 
for details on the values that go into A, b and the 6 variables that make 
up x). 

Using the Ax − b formulation, the optimal transformation is solved by 
a linear least squares formulation xopt = arg minx|Ax − b|2, which Low 
(2004) showed can be solved by xopt = A+b. As the columns of A are 
linearly independent and only have real valued entries, A+ can be 
rewritten as A+ =

(
ATA

)− 1AT . This can be assumed true because A 
consists of 6 columns and N rows, where each row come from separate 
correspondence pairs. 

Now, the expression xopt = A+b can be rewritten as xopt =
(
ATA

)− 1( ATb
)
. The result of this is that the multiplications in the en

tries of the 6x6 matrix ATA and 6x1 vector ATb only have dependencies 
from the same index i, and can be computed from a summing tree on the 
GPU from the individual correspondences i. More specifically, we 
compute matrix (ATA)i and vector (ATb)i for each correspondence pair i 
(using si, di and ni). Then, matrix ATA and vector ATb are computed 
using a summing tree for all correspondence pairs (ATA)1..N and 
(ATb)1..N. See Algorithm 1 for an overview of the GPU implementation. 

The transformation M̂opt is found from xopt (see Low, 2004). All 
transformation estimators are given as the transformation of the previ
ous aligned scan as an initial estimate. 

3.3. Convergence criteria 

For this work, the transformation epsilon was set to 10− 8, the fitness 
epsilon to 10− 8 and the max iteration count was 50. These were three 
possible convergence criteria considered and also available in point 
cloud library.2 

3.4. Point correspondence rejection 

A point correspondence rejection strategy was implemented, similar 
to the boundary rejection strategy proposed by Rusinkiewicz and Levoy 
(2001). The rejector was specified as a box with user-specified bound
aries. All correspondences that are outside the box are rejected. As the 
ICP algorithm iterates, the box is transformed using the transformation 
applied to the point cloud. The advantage of the box rejector is that no 
data structure is required in the point-cloud representation. 

This strategy was applied to the scans for Figs. 1b, and the free-hand 
scans for 2a, b, c, and d. 

The following (xmin, xmax, ymin, ymax, zmin, zmax) boundaries (measured 
in meters) were used:  

Banana ( − 0.1,  0.1,  − 0.05,  0.05,  0.0001,  10) 
Free-hand ( − 0.20,  0.20,  − 0.20,  0.20,  0.0001,  10)  

The coordinates are given in camera space, where the x-axis is hor
izontal, the y-axis is vertical and the z-axis is towards the object. 

3.5. Normal computations 

The point-to-plane linear least squares transformation method 

2 See Holz (Holz et al., 2015) for more details about convergence criteria in 
PCL. 
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described by Low (2004) requires that normals are computed. This is 
done using Point Cloud Library (PCL), as described by Rusu (2009). The 
search radius was set to 5 mm for all test sets3. 

3.6. Voxel grid filter 

Downsampling was performed on the accumulated model point 
cloud after merging with the captured point cloud. This was done using a 
voxel-grid filter implemented in PCL, using the method described by 
Rusu (2009). This step is required so that the number of points in the 
accumulated model stays stable and constant, keeping a stable perfor
mance independent of the number of registered captures. The grid size is 
set to 1 mm, which is about the same resolution as that of the 3D scanner 
at the scanning range used. 

3.7. Additional ICP variations 

The additional ICP variations plotted in Figs. 5, 6, 7, and 9, some of 
which are used as baselines for comparison to our method, are based on 
the registration framework in PCL. 

4. Evaluation 

4.1. Physical setup 

The algorithms were run on a computer with an AMD ryzen 1700X 
processor, and an NVidia GTX 1080Ti GPU. An Intel RealSense SR300 
camera was mounted on the end effector of a Franka Panda robot arm. 

4.2. Test sets 

The test sets are based on different scan trajectories (Section 4.2.1) 
and objects (Section 4.2.2). 

4.2.1. Scanning motion trajectories 
The robotic scan trajectories shown in Fig. 4 and the free-hand scans 

of Fig. 2 will be referred to throughout the evaluation section of the 
paper. For the robotic scanning with a RGB-D sensor, a pre-defined 
deterministic scanning motion was used to generate a motion trajec
tory that enabled the RGB-D sensor to scan all sides of the object. Other 

motion trajectories were also trialed, and gave similar results. During all 
robot-based scanning, the object was centered in the camera view, 
which simplified the initial alignment for the ICP algorithm, in the sense 
that using the previously found transformation as initial alignment is 
sufficient. The motion of the end-effector of the robot arm was a linear 
acceleration between waypoints with an upper limit of 0.05 rad/s2 for 
rotation and 0.1 m/s2 for translation, giving the trajectories shown in 
Fig. 4. Captures are made with a frame-rate of 10 Hz, but fewer images 
are used because the registration generally takes longer than 100 ms. 
The internal pose estimation of the robot was done at 1000 Hz (the 
control-loop rate of the robot arm). 

4.2.2. Food objects in evaluation set 
The method was evaluated by scanning different food objects whose 

scans are shown in Figs. 1 and 2. These particular food items were 
selected as representative examples and due to their difference in size, 
shape, texture, and compliancy properties, and as representatives of 
some of the most common fruits/vegetables and muscle foods (meat and 
fish) consumed in national and global scale. These objects have all 
different texture, mechanical and optical properties and different types 
of features. From the perspective of the robot-based visual perception, 
small-sized produce with circular shape, such as the apples, are 
considered challenging objects to scan because of their geometrical 
rotational symmetry and the small size. As representatives of muscle 
foods from agriculture and ocean space, compliant produce such as meat 

Fig. 5. Total running time of different variants of the ICP algorithm when 
varying number of point clouds to register (frame rate) on the fruits dataset. 
Our method (f) and the other GPU implementation (e) are the fastest ones, 
followed by PCL implementations. 

Fig. 6. The running time of different variants of the ICP algorithm on 18 depth 
images when varying the number of iterations on the fruits dataset. Not all it
erations are necessarily run as the termination criteria may first be met. This is 
observed in the point-to-plane LLS algorithms, which converges to the correct 
transformation after only a few iterations. The figure shows that the running 
times of the GPU implementations are significantly lower than the CPU 
based versions. 

Fig. 7. The absolute trajectory error (ATE) for the registration of the fruits 
dataset, varying the number of images. The figure shows that there is no 
noticeable difference between the registration methods, except for the point-to- 
plane LLS transformation estimators where large errors are noted if the number 
of images drops below 10. Line (b) and (c) is hidden behind (d). 

3 Normal computation takes about 0.7 s for a scan image when done on the 
CPU and 0.05 s when done on the GPU. There are many options for performing 
this computation and it has not been included in the timings. 
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- pork loin, and fish - salmon fillet portions were used for the evaluation 
of the robot-based real-time 3D reconstruction. Robotic 3D reconstruc
tion of these food items can be seen in Fig. 3. 

4.3. Evaluation metrics 

The estimated trajectory is found by applying the transformations 
found by the proposed registration algorithm to the camera start posi
tion, thus tracking the frame-to-frame movement. The reference trajec
tory (ground truth) camera movement is estimated from the end effector 
of the robot arm. A top-down view of these trajectories can be seen in 
Fig. 4. A quantitative measure of the registration precision is shown in 
Figs. 7 and 9 in terms of the absolute trajectory error (ATE) as described 
by Sturm et al. (2012). 

4.4. Registration results 

Figs. 1 and 2 present the accumulated point clouds after running the 
GPU accelerated ICP algorithm with the point-to-plane LLS trans
formation estimator. These figures show that the proposed algorithm 
produces good quality 3D reconstructions of compliant objects from 
scanning with a RGB-D sensor mounted on a robot arm, and the visual 
quality of the point clouds are similar to e.g. Kinect fusion (Newcombe 
et al., 2011) and Morell-Gimenez et al. (2014). The figures also show 
that consumer RGB-D based scanners give satisfactory reconstructions of 
the objects. 

4.5. Trajectory estimation 

Fig. 4 shows that the estimated trajectories from the registration are 
close to the reference trajectories, meaning that the registration algo
rithm is correctly aligning each capture from the sensor. Some mea
surement errors from the RGB-D sensor and robot arm pose estimation 
are still present. Similar to the reference trajectory, the estimated tra
jectory ends close to the starting point, indicating that the registration 
has little drift from frame to frame (such a drift is demonstrated in 
Fig. 8). Choi et al. (2013) shows a similar trajectory comparison with a 
similar error. Newcombe et al. (2011) also shows trajectory estimations, 
though their trajectories are not compared to any reference trajectory. 

4.6. Performance 

From Fig. 5 it is possible to read that the GPU implementations have 
a speed-up factor of 14 times that of a similar CPU implementation and 
4.5 times that of a PCL implementation. The fastest variant requires 
about 1.5 s per image, which can be considered real-time for a robotic 
scanning application where the movement of the robot arm typically 
requires some time (especially in a collaborative setting, where it might 
work together with humans). 

Reading Fig. 6, the best speedups appear when comparing algorithms 
on the CPU vs the GPU; in the case of the dual quaternion estimator a 

speedup of 30 is observed, while for the point-to-plane LLS method the 
speedup is 48. The dual quaternion GPU method is 8 times faster than 
the library PCL implementation. This speed-up is comparable to that of 
Qiu et al. (2009) who obtained a speed-up factor of 88 using a queue size 
of 1, while in our work, we used a stack size of 20. The iteration count 
also shows that the point-to-plane LLS transformation estimator requires 
fewer iterations to give a good convergence compared to other ICP 
methods. Fig. 9 shows that 10 iterations of a point-to-plane LLS trans
formation estimator is comparable to 100 iterations of a point-to-point 
dual quaternion transformation estimator. 

Both Newcombe et al. (2011) and Choi et al. (2013) show slightly 
faster registration per frame than our work, but this is expected given 
that our work focuses on a robotic scanning applications, where a high 
resolution point cloud is a higher priority than registration speed. Kinect 
fusion (Newcombe et al., 2011) depends on voxelization and resolution 
must be compromised for larger scenes, and Choi et al. (2013), was 
concerned with tracking the 3D scanner and not the visual quality of an 
accumulated model. Since the idea behind our work is to be able to 
generate and use the 3D object models for robotic manipulation tasks, 
high resolution point clouds are prerequisite for prehensile grasping or 
other manipulations tasks which involve interactions with the 3D 
compliant food object of interest to be manipulated. Low quality 3D 
reconstruction, on the other hand, could lead to erroneous grasping and 
hence damaging the produce, leading to unwanted quality degradation. 

Fig. 8. Comparing figures a and b to c and d, the 
PtP LLS transformation estimation is more precise 
than the standard SVD transformation estimation 
given a limited number of iterations. Figures b and 
d shows that the correspondence rejection box from 
Section 3.4 results in more precise registrations than 
their equivalents without point correspondence 
rejection in a and c. Figure b shows a slightly less 
precise registration than figure d caused by a greater 
inaccuracy from each registration, making the final 
result less precise.   

Fig. 9. The absolute trajectory error (ATE) of the data of Fig. 6, varying the 
iteration count. The point-to-plane LLS transformation estimators converge 
quickly after a few iterations while the dual-quaternion transformation esti
mators require more iterations to converge to the same error value. Because of 
measurement and movement errors as described in Section 4.7, the optimal 
registration for the fruits gives an error at about 4 cm, as shown in Table 1, and 
is why the error is increasing with more iterations. The main observation is that 
the ATE converge to a common point, which results in registrations as shown in 
Figs. 1 and 2. Line (c) is hidden behind (d). 
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4.7. Precision 

Fig. 7 shows that most variants are able to perform registrations at a 
relatively low frame-rate without much loss of precision, and that using 
more than 10 images (1.38 FPS) generally gives the same registration 
error for all methods. As expected, when using few images, the small 
angle approximation of the LLS optimizer is invalidated causing the 
extreme outliers when using less than 10 images (see Low (2004), Sec
tion 3, Linear approximation for small angle approximation). 

A more qualitative approach to the evaluation can be seen in Fig. 8, 
comparing the point-to-plane LLS transformation estimation to the 
standard SVD transformation estimation, both with and without the 
correspondence rejection strategy from Section 3.4. The method in 
Fig. 8d shows that the pork chop and pear are accurately captured, and 
the high-resolution 3D reconstruction can be used in different stages in 
the handling and processing pipeline of the agriculture value chain, 
involving robotic manipulation or automatic inspection tasks. 

Comparing Table 1 and Fig. 9 with the work of Lehnert et al. (2016), 
we see that the error is in the same range for a similar setup, where the 
Kinect Fusion (Newcombe et al., 2011) algorithm was used and the 
translational error was just below 3 cm. It is also worth noting that some 
error is expected when the RGB-D sensor is moving because the SR300 
sensor is based on time multiplexed structured light, as can be seen in 
(Gumhold and König, 2007). 

Choi et al. (2013) compare the relative frame-to-frame error and 
claim that it is in the range of 5 mm to 15 mm. Their absolute trajectory 
error was in the range of 2 cm. Additionally, Yousif (Yousif et al., 2014), 
report a similar evaluation where the error is 10’s of centimeters for 
room scale registration using sparse point clouds. Comparing these re
ported results to our results in Table 1, it appears they are within the 
same range, with the difference that the focus of our work has been on 
generating a 3D reconstruction based on high quality and resolution of 
the point clouds. This shows that, given a good registration algorithm, it 
is only the precision of the RGB-D sensor that can be a limiting factor. 

5. Conclusions 

This paper has presented a novel method for the GPU-accelerated, 3D 
registration of compliant food and other objects using an RGB-D sensor 
mounted on a 7DoF robot arm, combined with an evaluation of a variety 
of ICP-based 3D registration algorithms. A GPU implementation of the 
point-to-plane LLS transformation estimator for the ICP algorithm was 
applied and evaluated against similar ICP algorithm implementations. 
The evaluation involved the use of 3D registration tracking, by which 
the algorithm’s generated trajectory was compared to the reference 
trajectory generated by a robot arm on which an RGB-D camera was 
mounted. It revealed that the point-to-plane LLS transformation esti
mator gives the best 3D registration results, both in terms of perfor
mance and quality, when validated for compliant food items and 
produce of agricultural and marine origin. Our implementation consis
tently outperforms the baselines. Our method shows that adequate 
registration does not require a high frame rate and this enables real-time 
registration to be performed at lower RGB-D camera frame rates. We 
have also demonstrated that GPU implementations of the point-to-plane 
ICP algorithm can boost 3D registration speeds by up to 33 times 
compared with CPU implementations for dense point clouds. This pro
vides opportunities for a new range of vision-based, real-world, robotic 
manipulation applications in the agricultural and marine sectors, where 
real-time speed and high registration accuracy and resolution are 
required to enable the correct manipulation of food products without 
quality degradation. 

6. Future work 

In our future work we intend to extend the registration algorithm for 
scan trajectories that do not necessarily have the object centred. This 

may be achieved by defining the robot pose as an initial pose. We intend 
to explore a variety of motion scan trajectories, including the use of 
tailored fixed trajectories for certain kinds of objects, or the analysis of 
point clouds as the robot moves, involving the use of continuous next- 
best-view estimates. The work in this paper has focused exclusively on 
investigations of spatial information in the point cloud. Future work may 
involve the incorporation of grey-scale or colour values into the regis
tration for correspondence estimation or rejection. 

Supplementary material 

For supplementary video, see: https://youtu.be/8E4_hWyL9ZU. 
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