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3, as well as guidance with the experimental work in the SIMLab Shock Tube Facility.
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Abstract

Due to the ever-increasing computational power available in work stations and computer clusters,
the engineer of today can to a greater extent use numerical simulations in the design of structures
and components. This approach may reduce the number of experiments necessary and has the
potential to result in significant savings. However, the accuracy of the numerical simulation relies
on an accurate description of the material behaviour, which is usually obtained from material
tests or in some cases provided by the material manufacturer. In modern design of structures and
components, the design may require the material to be utilized to the brink of failure. The tools
used by the engineer are often not sufficient to account for this, where an accurate description of
the material properties is required. Satisfactory accuracy may be achieved with finite element
simulations, but some of the more complex problems require sophisticated material and/or fracture
models to provide reliable results, where multiple experiments are needed for the calibration
process. The numerical tools presented in this thesis can in some cases achieve this goal without
the need for an extensive test programme. The mentioned numerical tools are part of a multi-scale
modelling approach, whose main objective is to enable predictions of ductile failure in components
and structures made of aluminium alloys with a minimum number of experiments needed for
calibration purposes.

This thesis consists of five individual parts which all contain a single journal article either published
(Parts 1, 3, 4 and 5) or to be submitted (Part 2) to peer-reviewed journals. The context of the
articles is presented in the synopsis which links the parts together. The synopsis presents the
background and motivation, a brief overview of relevant topics, objectives and scope of the thesis,
and the overall conclusions and suggestions for further work.

Part 1 presents an experimental and numerical study on rectangular hollow section (RHS) profiles
subjected to quasi-static axial crushing. The profiles were made of three aluminium alloys
(AA6063, AA6061 and AA6110) in three heat-treatments (T6, T7 and O). The nanostructure
model (NaMo) was used to predict the stress-strain curves of the alloys based on the chemical
composition and thermo-mechanical history. The predicted stress-strain curves were then employed
in finite element analyses of rectangular hollow section profiles subjected to quasi-static axial
crushing. The explicit FE code Impetus Afea Solver was used to conduct the numerical simulations.
The simulations were thus carried out without the need for material tests to calibrate the plasticity
model. To evaluate the predictions, the results were compared to the experiments in terms of peak
and mean force and force-displacement curves. Additional simulations were performed where the
plasticity model was calibrated based on material tests and used to assess the predictions by the
nanostructure model. The force-displacement curves indicated that the two approaches achieved
equally accurate results when compared to the experiments. The robustness of the nanostructure
model was substantiated by the variation in the chemical composition and thermo-mechanical
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history between the nine material combinations, resulting in predictions that yielded equal or
better results compared to the conventional approach.

In Part 2, the effect of pre-stretching on the mechanical behaviour of the aluminium alloys AA6063,
AA6061 and AA6110 in temper T6 is investigated. Uniaxial tensile tests and quasi-static axial
crushing tests were conducted on RHS profiles, where the profiles had been pre-stretched 0.5%
and 4.0% after extrusion and prior to artificial ageing. The uniaxial tensile tests were used to
investigate the effect of pre-stretching on plasticity and fracture by comparison of the stress-strain
curves for the two pre-stretching levels, where digital image correlation was used to determine
the fracture strain on the specimen surface. It was found that the yield stress is unaffected, while
the ultimate tensile stress is somewhat lower and the failure strain is considerably higher for
the profiles pre-stretched 4.0% compared to those pre-stretched 0.5%. By visual inspection of
the deformed RHS profiles, less cracks were generally seen on the profiles pre-stretched 4.0%.
Also, the specific energy absorption from the crushing tests is somewhat lower for the profiles
pre-stretched 4.0%. The nanostructure model NaMo was used to predict the stress-strain curves
of the pre-stretched and artificially aged extruded profiles and the results were compared to the
experimental data. The overall experimental trends were accurately predicted by NaMo, even
though the yield plateau present in some configurations was not captured. The predicted evolution
of the microstructure during artificial ageing was used to gain insight into the physical mechanisms
responsible for the observed stress-strain behaviour.

In Part 3, we investigated the effect of heat-treatment on the structural response of blast-loaded
aluminium plates with pre-cut slits. Rolled plates of the aluminium alloy AA6016 were tested
in three different heat-treatments (T4, T6 and T7) with four different pre-cut slit geometries at
two different blast intensities. The thickness of the plates was 1.5 mm. The blast tests were
conducted in the SIMLab Shock Tube Facility and a total of 16 tests were conducted. By varying
the number and orientations of the pre-cut slits, different crack patterns and failure modes were
obtained in the plates, and it was found that the blast resistance was markedly affected by the
orientation and number of the defects. The plates were modelled using symmetry when available
and simulations were conducted employing an uncoupled isotropic plasticity and fracture models
in Abaqus/Explicit. The experiments included crack initiation and complex crack propagation and
are considered valuable in evaluating the predictive capabilities of plasticity and failure models.
By comparing the failure modes in the experiments and the simulations, it became evident that
the model was able to predict the onset of fracture accurately, even though the subsequent crack
propagation was not accurately predicted in all cases.

Part 4 presents a numerical study on blast-loaded aluminium plates with pre-cut slits. The
plates were modelled in LS-DYNA using an uncoupled plasticity and fracture model with a
through-thickness regularization scheme valid for shell elements. Uniaxial tensile tests were used
to determine the parameters of the constitutive model by inverse modelling using the optimization
tool LS-OPT and FE simulations. Plates with four different crack-like defects were considered at
a load level resulting in failure and crack propagation in all tests. The plates were made of the
aluminium alloy AA6016 in temper T4. The through-thickness regularization scheme allowed
different mesh sizes to be employed, where four different length-to-thickness ratios of the shell
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elements were investigated. Two different approaches to apply the pressures were used, one where
the pressure acted normal to the surface throughout the simulation and one where the pressure "slid
off" as the plate deformed. The numerical results revealed that the latter approach to model the
pressure gave better agreement with the experiments. The global displacement field was accurately
predicted by all mesh sizes. However, to predict initiation of failure correctly, a length-to-thickness
ratio of the shell elements equal to unity was needed. Crack initiation and propagation were only
predicted in the simulations with an element length-to-thickness ratio equal to 1/3. A simulation
with solid elements using three elements over the plate thickness gave similar results as the shell
element simulation with the finest mesh, but at a much higher computational cost.

In Part 5, a novel calibration procedure of the modified Mohr-Coulomb (MMC) fracture model by
use of localization analyses for three heat-treatments (T4, T6 and T7) of the AA6016 aluminium
alloy is presented. The localization analyses employed the imperfection band approach, where
metal plasticity was assigned outside the band and porous plasticity was assigned inside the band.
Ductile failure was thus assumed to occur when the deformation localizes into a narrow band. This
approach is presumed to be valid as strain localization is usually a strong indicator for imminent
failure. The metal plasticity model was calibrated from notch tension tests by use of inverse
modelling and FE simulations. The porous plasticity model was calibrated by use of localization
analyses where the deformation histories from finite element simulations of notch and plane-strain
tension tests were prescribed as boundary conditions. Subsequently, localization analyses were
used to establish the fracture locus in stress space for proportional loading conditions and from
there to determine the parameters of the MMC fracture model. Finite element simulations of
notch tension and in-plane simple shear tests as well as two load cases of the modified Arcan test
were used to validate the calibrated fracture model. The predictions by the simulations were in
good agreement with the experimental results, even though some deviations were seen for each
temper. The results demonstrated that localization analyses are a cost-effective and reliable tool
for predicting ductile failure, reducing the number of mechanical tests required to calibrate the
MMC fracture model to a minimum compared to the hybrid experimental-numerical approach
usually applied.
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Synopsis

1 Introduction

1.1 Motivation

Along with the development of light alloys like aluminium, magnesium and titanium alloys, a
whole new set of possibilities opened up for the design of lightweight structures and components.
Among these, aluminium alloys are the most widely used and an abundance of research is carried
out on topics related to this material. Aluminium has numerous favourable properties like
high strength-to-weight ratio, high electrical and thermal conductivity, and excellent corrosion
resistance. In particular, the superior strength-to-weight ratio compared to steel made it a popular
material in the early days in the aviation industry. The first human flight made by the Wright
brothers in 1903 was possible due to the usage of aluminium. To reach the necessary weight of the
aircraft to enable lift-off, the engine had to be built with aluminium parts. After World War II,
aluminium was widely used in aviation, shipbuilding and automotive industries and was being
introduced in civil engineering. As the demand for better utilization of the structural components
appeared, engineers and designers turned to numerical simulations to aid the design process.
The increased computational power available and new knowledge on the material’s mechanical
behaviour made numerical simulations a powerful tool. At the same time, new aluminium
alloys with improved properties were continuously being developed and tailored to obtain the
requirements in the respective industries.

In the last few decades, new and enhanced plasticity and fracture models, able to accurately predict
ductile failure in complex structures and components, have been developed. In combination with
the progress made on understanding the underlying physical phenomena that govern ductile failure,
the reliability and versatility of the numerical models are greatly improved. Numerical simulations
are included in the design process in several industries today, reducing the cost and time spent at
this stage in the development. Yet, there are still mechanisms and phenomena governing ductile
fracture that are not fully understood. It is reasonable to believe that the solution to many of these
challenges is found on the micro- and nanoscale.

With the recently developed plasticity and fracture models, increased accuracy is usually accompa-
nied by increased complexity. These models often have several model parameters that need to be
determined based on a set of suitable material tests. A hybrid experimental-numerical approach is
traditionally used, where finite element (FE) simulations are employed in the calibration process
of the model parameters. This approach is robust and used with success in numerous studies.
However, it requires access to modern laboratory equipment to run mechanical tests. There
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are also challenges related to finding suitable experiments that meet the requirements needed to
obtain an accurate calibration of the advanced plasticity and fracture models. Besides, many of
the experiments require custom-made test set-ups and are complex to perform. Because of this,
in practice, these models are confined to applications where cost, time and complexity are not
limiting factors.

This PhD project is part of FractAl - Microstructure-based Modelling of Ductile Fracture in
Aluminium Alloys, a FRIPRO Toppforsk project. In FractAl, the main objective is to develop
and validate a novel microstructure-based modelling framework for ductile fracture in aluminium
alloys. The intention is to reliably introduce multi-scale simulations in the design of aluminium
structures against failure. Besides extending the fundamental understanding of the mechanisms
governing ductile fracture in aluminium alloys, the microstructure-based modelling framework
will make it possible for designers to tailor the properties of the alloy and analyse it under various
loading conditions. This approach may be completed with a limited amount of mechanical tests,
opening up for an entirely new way of designing aluminium structures against ductile failure
in the future. In practice, complex plasticity and fracture models may be calibrated by use of
a limited number of material tests and in some cases without any material tests at all. The
microstructure-based modelling framework consists of five modules which are illustrated in Figure
1 and will be presented in more detail in Section 1.3.

Nanostructure
modelling

Crystal plasticity
modelling

Unit cell
modelling

Localization
analyses

Continuum
modelling

Figure 1: Illustration of the five modules that make up the modelling framework in FractAl.

1.2 Aluminium alloys

A wealth of different aluminium alloys are available for engineers today. The alloys are divided
into two main classes; cast or wrought. Cast alloys are made by a casting process like sand casting,
permanent mould casting, and cold or hot chamber pressure die casting. The casting process
makes it possible to produce parts with complex geometries like an engine block or an automotive
transmission. Wrought alloys are produced as cast ingots before they are worked. The work in this
thesis is limited to wrought alloys and only this type of alloys will be considered in the following.
Examples of wrought alloys are rolled plates, extruded profiles and drawn wires. The class of
wrought alloys can further be divided into series designated by a number ranging from 1 to 8
followed by three numbers. This classification system, denoted the International Alloy Designation
System (IADS), is given in Table 1 [1]. Each series contains different main alloying elements
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that contribute to its particular mechanical properties. Common for all main alloying elements
is their sufficient solubility. Other alloying elements are added in small weight percentages to
maintain acceptable solubility. The importance of the alloying elements is evident, considering
that high-purity aluminium only has a yield strength of around 10 MPa [1]. A 6xxx series alloy
typically contains around eight alloying elements, where Mg and Si are the main alloying elements.
Most of the alloying elements also introduce disadvantages that naturally limits their use. An
example is Cu, which contributes to the strength in 2xxx series alloy, but at the same time makes
the alloy susceptible to stress corrosion cracking [1]. As a result, the 7xxx series alloy has replaced
the 2xxx series alloy in numerous applications since the former alloy is known to have sufficient
resistance against stress corrosion cracking.

Table 1: International Alloys Designation System (IADS) for wrought alloys [1]
.

4-digit series Main alloying elements Heat-treatable
1xxx Minimum of 99% aluminium -
2xxx Copper X
3xxx Manganese -
4xxx Silicon -
5xxx Magnesium -
6xxx Magnesium and Silicon X
7xxx Zinc X
8xxx Others -

As indicated by Table 1, only three of the aluminium alloy series are heat-treatable. There are
five different classes of heat-treatments designated by a capital letter (F, O, H, W and T). Only
the thermally treated (T) and annealed (O) temper conditions will be considered in this thesis.
The temper condition T applies to an alloy that is solution heat-treated, quenched and followed
by an optional heat-treatment. To distinguish between the types of heat-treatment, a number is
always given after the treatment class, for example, T6 which is the peak strength condition. The
annealed temper is reached if the heat-treatment is conducted at a sufficiently high temperature at
a given time. An annealed alloy has low strength, but high workability and ductility, and is often
required to prevent cracking in bending applications.

The 6xxx series is the most used aluminium alloy and the work in this thesis is limited to this
series of wrought alloys [1]. It is considered as a medium-strength structural alloy and among the
prominent properties are good weldability, corrosion resistance and immunity to stress-corrosion
cracking [1]. This makes the 6xxx series alloy an optimal choice in applications like bike frames,
architectural fabrication, fuselages and automotive parts to name a few. The alloys of the 6xxx
series are used for the majority of extrusions, with smaller quantities being available as sheets and
plates.

The main alloying elements in 6xxx series alloys are Mg and Si, and thus the series of alloys is
often denoted Al-Mg-Si alloys. The amount of Mg and Si varies, but is often expressed by the
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internal ratio Mg/Si. This composition is said to be balanced when Mg/Si = 1.73 as this is the ratio
needed to form Mg2Si particles during solution heat-treatment [2]. This value of the Mg/Si-ratio
was for some time thought to be the optimal value until further knowledge of the precipitation
sequence was gained [1]. Al-Mg-Si alloys are sometimes classified as excess-Si (Mg/Si < 1.73) or
excess-Mg (Mg/Si > 1.73) alloys, based on the value of the Mg/Si-ratio. Fe is traditionally an
unwanted element that is difficult to remove completely from the molten metal. The solubility
of Fe is negligible and it mainly precipitates in the formation of non-soluble particles during
solidification. Fe-rich intermetallics are reported to decrease the ductility significantly [3], but in
some cases, a positive effect is reported [2]. Elements like Mn, Cr or Zr may be added to form
dispersoids during homogenisation [1]. Mn is also found to reduce the average size of the primary
particles, resulting in improved ductility [4]. Increased strength may be achieved by adding Cu,
where the increased strength comes from the slightly different precipitation sequence in alloys
with additions of Cu [5]. Furthermore, the presence of Cu in solid solution is presumed to improve
ductility. Other elements are sometimes added in small quantities like Ti [6] and Zn [7], reported
to improve the mechanical properties.

The mechanical properties of 6xxx series aluminium alloys are governed by their microstructural
features. These include primary particles, dispersoids, precipitates, grain size and structure,
crystallographic texture and dislocation substructure [1]. Figure 2 shows a comparison of the
different particles found in the 6xxx series alloys in peak strength condition. Primary particles are
large particles, typically up to some micrometers that normally contain Fe. During solidification,
Fe precipitates in the formation of non-soluble particles that may transform into other phases.
Common primary particles in 6xxx series alloys include U-AlFeSi and V-AlFeSi particles that
form during homogenisation [2]. These particles form on grain boundaries and are typical sites for
nucleation of micro-voids. During extrusion, primary particles are broken up into smaller pieces
and aligned along the extrusion direction due to the large plastic deformations [8].

Dispersoids are smaller particles, typically below0.5micrometers, that formduring homogenisation.
The compounds usually consist of either Mn, Cr or Zr, which all have low solubility in aluminium.
Besides retarding recrystallisation, dispersoids have been found to increase work-hardening as
geometrically necessary dislocations are introduced during deformation [2]. Fine precipitates are
the major contributor to strength in 6xxx series alloy [5, 9]. They form during heat-treatment and
are typically below 0.1 micrometers. The strengthening effect is found to be the strongest for the
V′′ (Mg5Si6) precipitate, which is the most commonly observed precipitate in the peak strength
condition, temper T6 [5].

Grain size and structure are important for the mechanical properties of an alloy. A small grain
size is presumed to increase both the strength and ductility of an alloy as grain boundaries are
effective obstacles for dislocations. The grain structure is typically altered by the extrusion process,
where the grains become flat and elongated. The grains are said to appear as long fibres along
the extrusion direction, where each fibre consists of many subgrains that have small relative
misorientations. The grain size and structure is closely linked to the presence of dispersoids,
as they retard recrystallisation which typically may occur during extrusion or in the following
heat-treatment. In an alloy that contains dispersoids, the grain structure remains fibrous after
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extrusion or heat-treatment. The grains in a recrystallised alloy are usually larger and equi-axed.

The statistical distribution of the orientation of the grains is referred to as crystallographic texture
or simply texture. Texture may also be a result of working and annealing, which is typical for
rolled products. In a random texture, the grains are randomly oriented and thus exhibit isotropic
properties. Depending on the fraction of grains oriented in the same direction, the texture is often
defined as weak or strong. During plastic deformation, individual grains may rotate and alter
the texture, referred to as texture evolution. The strain ratio, often referred to as the Lankford
coefficient, is a common measure of plastic anisotropy in a rolled sheet. The coefficient is a
measure of the alloys propensity to thin during uniaxial tension. It is defined as the ratio of the
width strain increment to thickness strain increment and is denoted R-value. An R-value > 1 means
that the alloy resists thinning, which is preferable in metal forming as it enables a deeper cup to be
drawn.

1 μm

Primary particle Dispersoid Precipitate

Figure 2: Comparison of the different sizes of the different particles found in 6xxx series aluminium alloys
in temper T6. The images are taken from [10, 11].

The ageing precipitation sequence in most 6xxx series alloys follows the sequence presented in
Equation (1) [2]. A solution heat-treatment at a relatively high temperature is required to dissolve
the alloying elements, followed by rapid cooling or quenching to room temperature to obtain a
supersaturated solid solution (SSSS) of these elements. The SSSS comprises both solute and
vacancies, where the latter are required to form precipitates. Precipitation of atomic clusters
occurs at room temperature and increases the strength of the alloy slowly with time. Three types
of clusters are usually seen; Si atoms, Mg atoms and co-clusters of both Mg and Si atoms. This
process is referred to as natural ageing and in most cases has a detrimental effect on the following
heat-treatment [12, 13]. It is therefore customary to minimize the time at room temperature storage
prior to heat-treatment or perform pre-ageing to reduce the potential for natural ageing. Clusters
eventually grow into Guinier-Preston (GP) zones, which are ordered, solute rich groups of atoms
that are partially coherent, meaning that they partially retain the structure of the matrix material.
GP zones are normally finely dispersed with a needle shape. The GP zones are in turn replaced by
a sequence of meta-stable, semi-coherent phases and eventually turn into the incoherent stable
particle V, which marks the end of the sequence. The first phase is the needle-shaped V′′-phase
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which is the main strengthening precipitate. Further ageing results in formation of V′, U1, and U2
particles [14]. These are rod-shaped precipitates, where the composition of the V′ particle is close
to the balanced Mg/Si-ratio (Mg/Si = 1.73). The final phase is the stable V particle (Mg2Si) that
is often seen in the overaged temper condition and contributes less to strength than the previous
phases.

(((( → 0C><82 2;DBC4AB→ �% I>=4B→ V′′→ V′,*1,*2, �′→ V (1)

The presence of Cu in 6xxx series alloys changes the precipitation sequence, often resulting in
alloys with higher strength. The precipitation sequence is found to follow the sequence in Equation
(2) [5]. It is considerably more complex than the one presented in Equation (1), where most of the
precipitates have needle or plate morphologies. In alloys where the Mg content is high, the V′′

phase is replaced by the disordered L-phase, known to increase the strength significantly. In an
Al-Mg-Si-(Cu) alloy with excess-Si in peak strength condition, only 20-30% of the total amount
of particles was found to be V′′ particles [15]. The L-phase may either be lath-or needle-shaped
and found to be more temperature resilient than V′′. For excess-Si alloys, improved ductility has
been reported for increasing Cu-content [16].

(((( → 0C><82 2;DBC4AB→ �% I>=4B→ V′′, & ′, !, (, �, &� → & ′→ & (2)

The strengtheningmechanisms that occur during plastic deformation are attributed to the interaction
of dislocations with various obstacles [17]. A dislocation is a line defect or irregularity within the
crystal structure of the alloy that contains an abrupt change in the arrangement of atoms. The
dislocations glide on a slip plane in the slip direction. The set of a slip plane and direction is
denoted a slip system. Aluminium is a face-centred cubic (FCC) crystal with 12 active slip planes.
The number of active slip planes to choose from usually results in a ductile behaviour, as it is
likely that one of these is favourably oriented for plastic slip to take place. Precipitates are the
main obstacles to the motion of dislocations in a 6xxx series alloy. Depending on the size, phase
or shape of the precipitate, the dislocation may either cut trough or loop around, referred to as
shearing or bypassing, respectively. A shearable precipitate that is cut by a dislocation may result
in various defects inside the precipitation structure. Bypassing large, non-shearable particles is
often linked to the Orowan mechanism, where the precipitate is encircled by dislocation loops.
In a recent study by Christiansen et al. [9], the V′′ precipitate was found to be sheared several
times on different planes by dislocations during deformation. Shearing of the V′′ precipitate
results in increased strength while bypassing increases the dislocation density and contribute to
work-hardening.

In addition to the formation of precipitates, precipitate-free zones (PFZs) adjacent to grain
boundaries and dispersoids may form. These zones are relatively weak due to the absence of
strengthening precipitates, but are typically stronger than pure aluminium as elements in solid
solution is present. PFZs tend to form due to a vacancy and/or solute depletion close to the
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dispersoids and grain boundaries. Strain localization and accelerated void nucleation and growth
at particles on the grain boundary, is attributed to PFZs and may lead to intergranular fracture
[18]. The width of the PFZ is closely linked to the heat-treatment and quenching, where a higher
solution treatment temperature and fast quench rate results in a narrower zone [11].

There are an abundance of microstructural features that determine the mechanical properties of an
aluminium alloy. Understandably, all microstructural features cannot be accounted for exactly in
a numerical calculation of the mechanical properties of an aluminium alloy. The nanostructure
model, which is part of the multi-scale modelling framework, has adopted various idealizations to
obtain a reasonable mathematical model able to predict the stress-strain curve of a 6xxx series
aluminium alloy. The model can predict the yield strength and work-hardening solely based on
the chemical composition and the thermo-mechanical process. One such idealization is that the
hardening precipitates (V′′ and V′) are assumed to be spherical, while experiments have agreed
on that these are either needle- or rod-shaped, see e.g., [19]. However, this idealization has been
deemed reasonable based on the mathematical treatment presented in [20], as long as the model
is calibrated. In the nanostructure model, there are four contributions to the yield strength: the
intrinsic yield strength of pure aluminium, the contributions from elements in solid solution,
hardening precipitates and clusters, and dislocations. The elements in solid solution that contribute
to the yield strength are Mg, Si, Cu and Mn. Continuously during the thermo-mechanical process,
the concentration of Mg and Si is calculated at each time step to keep track of the amount of
solute being tied up in precipitates and clusters. The contribution from precipitates and clusters
to the yield strength is governed by the mean obstacle strength and the mean effective particle
spacing in the slip plane along the bending dislocation, which are computed as described in [21].
Dislocations contribute to the yield strength if cold work is applied prior to artificial ageing. The
evolution of the statistical storage and dynamic recovery of dislocations is governed by the equation
proposed by Kocks and Mecking [22, 23]. The work-hardening is governed by the evolution of
the total dislocation density, which is taken equal to the sum of the geometrically necessary and
statistically stored dislocations. The evolution of the two dislocation densities is calculated by
separate evolution equations.

1.3 The multi-scale modelling approach

The multi-scale modelling approach illustrated in Figure 1 covers the nano-, micro- and mesoscales
and comprises five modules. The primary goal of this "virtual" laboratory is to provide a framework
to assist the engineer in the design phase of structures by reducing the number of mechanical
tests needed to predict ductile fracture in simulations. Also, the possibility to tailor the alloy to
obtain the mechanical properties needed for a component or structure makes this approach a useful
tool. The modules may be used individually or combined, depending on the complexity of the
problem at hand and the desired accuracy of the solution. The robustness of the approach may
be enhanced by increasing the number of mechanical tests to be used in the calibration process.
Each module requires input to run, which is mostly obtained from the previous module. The
first module relies on input that is readily available from the manufacturer of the alloy, thus no
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expensive or time-consuming initial tests have to be conducted to get started.

The nanostructure model NaMo is the first module of the virtual laboratory and was developed
by Myhr and co-workers [20, 21]. NaMo is a combined precipitation, yield strength and work-
hardening model that can predict the yield strength and work-hardening of 6xxx series aluminium
alloys, solely based on the chemical composition and the thermo-mechanical history of the alloy.
Since its initial release, NaMo has received extensions to account for prolonged storage in room
temperature and cold work prior to heat-treatment. The model has been successfully employed in
numerous studies [24–27], where it was validated against material tests made of different alloys and
heat-treatments. It has also been validated against experiments on structural components where
loading conditions ranged from quasi-static crushing of profiles [28, 29] to ballistic impact of thin
plates [30]. A limitation of the model is its inability to predict work-hardening for large strains.
The current version of NaMo predicts saturation of the work-hardening for large strains, where
numerous experiments show that the work-hardening is quasi-linear for large strains, until material
damage counteracts the effect in the last stages before failure. A version of NaMo where the
contribution to the work-hardening for large strains is accounted for is currently under development.
The importance of the description of the work-hardening at large strains becomes evident if the
NaMo model is to be paired with localization analyses. Strain localization is a phenomenon
dependent on the work-hardening modulus, thus an accurate description of the work-hardening all
the way to failure is essential to obtain an accurate prediction of the failure strain.

By combining NaMo with crystal plasticity theory [31], the strength, work-hardening and plastic
anisotropy of an alloy can be determined. The plastic anisotropy of aluminium alloys and its
evolution during plastic deformation can bemodelled with good accuracy using the crystal plasticity
finite element method (CP-FEM) based on the measured microstructure. In the CP-FEM, each
grain of an alloy is modelled with one, several or many finite elements, and the plastic behaviour
of the material is described on the slip systems within each grain. The method is computationally
expensive and not yet feasible for simulations of entire structures or large structural components.
However, the method has been used successfully to calculate the anisotropic yield function of
textured aluminium alloys [32, 33] and to predict plastic behaviour and anisotropic hardening at
large strains [34]. As a result, the CP-FEM is considered important to obtain accurate predictions
on plastic flow and ductile fracture if the alloy exhibits anisotropic properties.

Unit cell modelling is a powerful tool to study the underlying mechanisms of ductile failure.
Traditionally, unit cell models consist of one or several voids — with or without particles — and a
matrix material. Such models have been used to analyze void nucleation, growth and coalescence
as well as macroscopic localization [35–37]. Unit cell simulations have shown that the failure loci
for non-proportional loading differ considerably from that of proportional load paths and that under
non-proportional load paths the failure loci are not unique [36]. The latter finding implies that
computational failure models based on a universal failure locus and a damage accumulation rule
have limited validity for general loading scenarios. Unit cell simulations have also demonstrated
the dependence of ductile fracture upon the stress state, where the influence of the Lode parameter
for low values of the stress triaxiality is of particular interest. Unit cell modelling may also be used
to determine model parameters of a porous plasticity model or other types of coupled damage
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models. In the spirit of adopting a “virtual" laboratory, unit cell simulations are combined with
anisotropic plasticity models calibrated from NaMo and crystal plasticity simulations to predict
ductile fracture of anisotropic aluminium alloys.

Localization of strains in a narrow band is a well-known precursor to ductile failure. Thus,
presuming that the onset of ductile failure coincides with strain localization is a valid presumption,
which opens up new possibilities to determine ductile failure. Both the imperfection band approach
and the bifurcation approach may be used, where a rate-dependent behaviour may be accounted for
in the former. The localization module is described in its entirety in Morin et al. [38] together with
the mathematical foundation. Localization analyses may be used to calibrate material parameters
based on experimental tests and to predict ductile failure. Both approaches were used in this
thesis, but only with the imperfection band approach. The imperfection band approach follows the
work by Rice [39], were a solid body with an initial imperfection in the form of a thin, planar
band is assumed to exist. Metal plasticity is usually assigned to the material outside the band
and porous plasticity is assigned inside the band. The imperfection may then be introduced as
e.g., pre-existing voids in the porous plasticity model. Continuity and compatibility across the
band are enforced and localization is set to occur when the strain rate inside the band goes to
infinity. The critical band orientation has to be searched for, where the one exhibiting the lowest
ductility is critical. The capability of the module has been investigated in Morin et al. [40] where
ductile failure under non-proportional loading paths was considered. The results were compared
to unit cell simulations where coalescence between neighbouring voids coincided with ductile
failure. The two approaches gave similar results, but the localization analyses required an order
of magnitude less computational time. In Gruben et al. [41], localization analyses were used to
predict ductile fracture in various experimental tests of specimens made of advanced high-strength
steel. The versatility of the module is evident as it can be used to generate a cloud of failure
strains in the stress space under proportional loading conditions. Complex fracture models can
then be calibrated against these failure strains, which traditionally requires multiple material tests
to obtain.

The multi-scale modelling approach presented above includes all ingredients needed to predict
ductile failure in structures made from 6xxx series aluminium alloys. Since the results from one
module are carried over as input in the next module, the possibility to accumulate errors along the
path is important to be aware of. Therefore, a thorough validation of each module is important
to ensure that sufficient accuracy is achieved. The goal with this modelling approach is not to
replace the role that experiments play today, but rather to serve as a useful tool where the number
of experiments may be reduced. Even though the necessary ingredients are present, the accuracy
of the predictions still relies on a good finite element model able to describe the problem properly.

1.4 Ductile fracture

In metallic materials, the physical mechanisms governing ductile fracture are known to be
nucleation, growth and coalescence of microscopic voids at various length scales [42]. The voids
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nucleate at particles when the stress on the particle is sufficient to induce either particle cracking
or particle-matrix decohesion. Microscopic voids may already be present in the material as a
result of the manufacturing process. The microscopic voids grow due to plastic straining until
they coalesce as the inter-void ligaments are subjected to plastic flow localization. According to
Benzerga and Leblond [43] and Pineau et al. [44], there are three essential types of coalescence:
(i) coalescence in layers by internal necking, (ii) void-sheet coalescence in a micro-shear band,
and (iii) coalescence in columns denoted necklace coalescence. Among the effects that determine
which type of coalescence that occurs is the underlying microstructure and the stress state. For
low values of the stress triaxiality, coalescence of type (ii) and (iii) are usually seen, while for
high values of stress triaxiality coalescence of type (i) is dominant. The influence of the stress
triaxiality on ductile fracture is well established, where experiments and simulations have revealed
a monotonic decrease in ductility for increasing values of the stress triaxiality. A more recent
recognition is the influence of the deviatoric stress state, which may be represented by the Lode
parameter. Experiments have shown that the influence of the Lode parameter is particularly
important for low values of the stress triaxiality (e.g., [45, 46]). In a shear dominated stress state,
the ductility is evidently lower than in axisymmetric stress states.

A step-by-step process of ductile failure of porous polycrystalline solids is given in Figure 3 [40].
The material consists of an incompressible matrix with particles and pre-existing voids as shown in
the initial state 1 . The ductile failure process is initiated by diffuse plastic flow where the growth
of existing voids and nucleation of new voids occur in stage 2 . Eventually, strain localization
takes place in stage 3 as a result of material instability, leading to localization of the plastic
flow in stage 4 . At this point, the material outside the localized zone is experiencing elastic
unloading and the void growth stops. Within the localized zone, the void growth accelerates
until the neighbouring voids start to interact and the onset of coalescence is reached in stage
5 . The inevitable formation of a macro-crack is the final stage where several microscopic voids
coalesce and the load-carrying capacity is lost in stage 6 . It should be noted that localization of
strains can be the result of local material heterogeneities or imperfections as well as the result of a
geometrical constraint. Ductile failure in the unit cell modelling framework is usually assumed
to correspond to the onset of coalescence, represented by stage 5 . In localization analyses, the
onset of strain localization is set to correspond to ductile failure, represented by stage 3 . The
predictions based on the localization analyses are thus anticipated to be conservative. Considering
that strain localization is a strong indicator of imminent failure, the validity of the approach is
reasonable.

There are several approaches to model ductile fracture that vary in complexity. A common way to
categorize them is on their basis, which may be either phenomenological or physically-based. In
general, the phenomenological fracture models are usually less complex and more computationally
effective and are often favoured for being easy to use. The physically-based models are usually
more mathematically complex as physical phenomena are accounted for. Even though these
models are based on physical mechanisms governing ductile failure, they are idealized and do
not necessarily perform better than phenomenological models. Among the popular approaches
to model ductile fracture are uncoupled fracture models, porous plasticity models, continuum
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Figure 3: Illustration of the main stages in ductile failure [40]
.

damage models and forming limit curves. They all have their pros and cons which favours them in
different situations within different applications. This thesis is confined to porous plasticity and
uncoupled damage models, and only these two types of models will be discussed in the following.

Uncoupled damage models are among the most straightforward approaches to model ductile failure.
Damage evolution is uncoupled from the constitutive equations and material degradation is thus
not accounted for. Damage is simply represented by a scalar value that usually evolves with the
equivalent plastic strain. This approach is favoured for use within industrial applications, where a
simple and efficient calibration is important in combination with computational efficiency. The
number of model parameters that need to be calibrated varies, where some popular uncoupled
fracture models only have one model parameter. The accuracy of these models is not necessarily
inferior to fracture models with several model parameters, but their versatility is usually limited.
This means that the model may be accurate for specific stress states, but may give inaccurate
results for other stress states. One such model is the Cockcroft-Latham (CL) fracture model [47],
where damage evolves only for tensile stresses and is driven by the plastic work. Of the more
advanced fracture models used today, many are heuristic extensions of well-known models where
the dependence on the stress triaxiality and the Lode parameter is included, i.e., the modified
Mohr-Coulomb (MMC) [48], extended Cockcroft-Latham (ECL) [49], extended Rice-Tracey
(ERT) [49] and Hosford-Coulomb (HC) [50] models to name a few. They all include model
parameters to control the dependence of the stress triaxiality and the Lode parameter. It is common
to express the failure strain as a function of the stress triaxiality and the Lode parameter, or similar
dimensionless measures that describe the stress state, where it may be visualized as a fracture locus
[46, 48, 51]. This requires a transformation of the fracture model where proportional loading is
assumed. In order to overcome this limitation, an integral-based damage accumulation framework
is usually employed to account for non-proportionality [51, 52].

A hybrid numerical-experimental approach is often employed in the calibration process of these
uncoupled fracture models [49, 50, 53, 54]. Finite element simulations of the tests are conducted
and the stress state history is extracted from the critical elements. The equivalent plastic strain at
failure in a simulation is determined based on the onset of fracture in the corresponding experiment.
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The desired fracture model may be calibrated against these failure strains by e.g., a minimizing
approach. The number of experiments used in the calibration depends on how many model
parameters that need to be determined. Better accuracy can be achieved by using additional
experiments in the calibration process. However, the calibration of the model is simplified if
experiments that exhibit proportional loading paths are available. This condition is difficult to
fulfil for certain stress states and imposes a challenge in the calibration process. Despite these
challenges, the hybrid experimental-numerical approach has been used with success in numerous
studies, see e.g., [49, 50].

Porous plasticity models are physically based and coupled in the sense that damage is incorporated
in the constitutive equations. In these models, the evolution of microstructural variables is included
to describe effects such as material softening due to damage evolution. The models account for
physical mechanisms governing ductile fracture and are extensively used in research within the
academic field. The well-known model proposed by Gurson [55] in 1977 using an upper-bound
limit analysis of a rigid perfectly plastic hollow sphere, marked the birth of what is known as
the Gurson model. Multiple extensions were later proposed that further enhanced the model.
The most used extension of the Gurson model was introduced by Tvergaard [56, 57] where three
material parameters, often referred to as the Tvergaard parameters, were included. This model is
frequently referred to as the Gurson-Tvergaard model. Other notable extensions were proposed
by Chu and Needleman [58] and Tvergaard and Needleman [59], where void nucleation and
accelerated void growth to represent coalescence were introduced, respectively. The last few
decades, numerous suggestions to enhance the model have been made, for example to account for
void size effects [60] and damage due to void shearing [61] to name a few. Despite the capabilities
of the different types of Gurson models, such models are seldom used outside academic research.
The reason for this is linked to the dense element discretization needed to obtain reliable results
and model parameters that must be determined, which limits the use within industrial applications.
A challenge related to the use of porous plasticity models occurs after the onset of localization,
where the loss of ellipticity of the governing field equations causes numerical problems. The use of
non-local formulations like strain gradient plasticity have overcome this problem by regularizing
the mathematical problem, but with this approach, a new set of challenges have arisen [62–64].
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2 Objectives and scope

This PhD-thesis is part of the FRIPRO Toppforsk project Microstructure-based Modelling of
Ductile Fracture in Aluminium Alloys (FractAl) and the objectives of the project therefore also
embrace the objectives of this thesis. The project’s main objective is to develop and validate a
novel microstructure-based modelling framework for ductile fracture in aluminium alloys and
thus introduce credible multi-scale simulations in the design of aluminium structures against
ductile fracture. The intention of such a modelling framework is to minimize the need for
experiments without sacrificing accuracy and thus be able to accurately predict ductile fracture
in aluminium structures more effectively. The modelling framework (see Figure 1) depends on
accurate predictions from the different modules in order to provide reliable predictions. Thus, the
modules that make up the modelling framework must be thoroughly tested and validated to ensure
adequate accuracy. In this thesis, the focus has been on testing and validating individual modules
against experimental tests by use of finite element simulations. A variety of experimental tests are
conducted, including typical material tests and various component tests, covering both quasi-static
and dynamic loading conditions. To focus on the validation of a specific module, the remaining
ingredients in the FE simulation are kept according to standard, well-known guidelines. Alloys
and heat-treatments that exhibit widely different material properties have been tested in an attempt
to assess the framework’s ability to handle alloys with different strength, work-hardening and
ductility. Also, the experiments alone contribute to knowledge about ductile fracture of aluminium
alloys.

Specific objectives are summarized as follows:

• Conduct experiments that serve as a basis of comparison for the numerical simulations. The
experiments should includematerial tests that cover different stress states and component tests
where both quasi-static and dynamic loading conditions are included. These experiments set
requirements for the constitutive equations and the finite element models used to simulate
the response.

• Assess the predictive capabilities of the nanostructure model NaMo. The validity of the
stress-strain curves predicted by NaMo is important to examine as it is the foundation of the
modelling framework. Thus, employing the stress-strain curves in numerical simulations of
the experiments is vital to obtain an assessment of the predictions. Also, a direct comparison
to experimentally obtained stress-strain curves is considered important to detect trends.

• Conduct localization analyses under proportional loading conditions to obtain a set of failure
strains covering the stress space. Localization analyses should also be employed to calibrate
the porous plasticity model based on selected experiments. A suitable fracture model should
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then be calibrated against the obtained failure strains and used in numerical simulations to
assess the predictive capabilities.

The scope of this work contains several limitations. Being part of a larger project, important
aspects addressed by other researchers in the project are not covered in this thesis. As emphasized
in the objectives, to best assess the performance of a module in the microstructure-based modelling
framework, the possible sources of error have to be kept to a minimum. This is best achieved
by keeping the models simple and introduce as few uncertainties as necessary. For example,
anisotropy is disregarded throughout this thesis even though some of the alloys investigated
exhibited anisotropic behaviour. The nanostructure model NaMo, which is a vital part of the
multi-scale modelling framework, is limited to 6xxx series alloy. This limitation is not seen as a
disadvantage as it makes sense to focus on a specific series of alloy when validating the framework.
The focus has been on assessing the capabilities of individual modules of the framework by
comparison against experimental results. A wealth of experiments and benchmark tests are
required to cover all the details of the framework and is considered out of scope in this work.
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3 Summary

3.1 Part 1

[1] Granum, H., Myhr, O. R., Børvik, T., Hopperstad, O. S. (2018). Nanostructure-based finite
element analyses of aluminium profiles subjected to quasi-static axial crushing. Thin-Walled
Structures 131, 769-781.

Part 1 presents an experimental and numerical study on aluminium profiles subjected to quasi-static
axial crushing. The rectangular hollow section (RHS) profiles were made of the aluminium alloys
AA6063, AA6061 and AA6110 in tempers T6, T7 and O, resulting in nine different material
configurations. This gave materials with widely different material properties such as strength,
work-hardening and ductility. The profiles were extruded as RHS profiles with cross-section 37
mm × 29 mm and an initial wall thickness of 2.8 mm. The profiles were cut to lengths of 100 mm
with a geometrical trigger to ensure good repeatability and symmetric progressive folding. Three
tests on each material configuration were conducted with a cross-head velocity of 30 mm/min to a
total deformation of 67 mm. The scatter in mean and peak force between repeated tests was less
than 2% and 3%, respectively.

The stress-strain curves were predicted by the nanostructure model NaMo based on the thermo-
mechanical histories and the chemical compositions, and employed in finite element simulations
of the RHS profiles. The results from the finite element analyses were validated against the
experimental results in terms of force-displacement curves and the peak and mean forces. The
numerical results were thus obtained without any calibration of the constitutive relation based
on mechanical tests. To put emphasis on the performance of the nanostructure model, three
fully integrated cubic 64-node hexahedron elements with third-order shape functions, available
in the Impetus FE code, were employed through the thickness in the finite element model. A
separate study to investigate the effect of the friction on the simulated behaviour of the profiles was
conducted. To assess the predictive capabilities of the nanostructure model, stress-strain curves
were also calibrated based on uniaxial tension tests and used in simulations of the RHS profiles.
This opened up the possibility to compare the two numerical approaches against each other and
the experimental results. By comparison of the force-displacement curves, it was found that the
results based on the nanostructure model were as accurate as the results based on material tests. By
visual inspection of the deformed profiles, excellent agreement was found between the numerical
simulations based on the nanostructure model and the experimental tests. The results suggest that
the nanostructure model can be used with confidence in the design of energy absorbing structural
components made of 6xxx aluminium alloys.
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3.2 Part 2

[2] Granum, H., Myhr, O. R., Børvik T., Hopperstad, O. S. (2020). Effect of pre-stretching on
the mechanical behaviour of three artificially aged 6xxx series aluminium alloys. To be
submitted for possible journal publication.

In Part 2, the effect of pre-stretching on the mechaincal behaviour of the aluminium alloys AA6063,
AA6061 and AA6110 in temper T6 is investigated. Uniaxial tensile tests and quasi-static axial
crushing tests were conducted on rectangular hollow section (RHS) profiles, where the profiles
had been pre-stretched 0.5% and 4.0% after extrusion and prior to artificial ageing. The RHS
profiles had similar dimensions to the ones investigated in Part 1, where the profiles pre-stretched
0.5% were presented. The uniaxial tensile tests were used to investigate the effect of pre-stretching
on plasticity and fracture by comparison of the stress-strain curves for the two pre-stretching
levels, where digital image correlation was used to determine the fracture strain on the specimen
surface. It was found that the yield stress and ultimate tensile stress are somewhat lower for the
profiles pre-stretched 4.0%, while the failure strain was considerably higher compared to those
pre-stretched 0.5%. Some of the uniaxial tensile tests exhibited a distinct yield plateau, which was
analysed by Kocks-Mecking plots. By visual inspection of the deformed RHS profiles, less cracks
were generally seen on the profiles pre-stretched 4.0%. Also, the specific energy absorption from
the crushing tests is somewhat lower for the profiles pre-stretched 4.0%.

The nanostructure model NaMo was used to predict the stress-strain curves of the pre-stretched
and artificially aged extruded profiles and the results were compared to the experimental data. The
overall experimental trends were accurately predicted by NaMo, even though the yield plateau
present in some configurations was not captured. The predicted evolution of the microstructure
during artificial ageing was used to gain insight into the physical mechanisms responsible for the
observed stress-strain behaviour. It was found that the contribution from the dislocations to the
yield stress was balanced out by the lower contribution by precipitates in the 4.0% pre-stretched
materials compared to the 0.5% pre-stretched materials. The dislocation density in the AA6061
alloy pre-stretched 4.0% was about two times higher than for the corresponding alloy pre-stretched
0.5%. It was found that the dislocations generated during the pre-stretching had a slightly negative
effect on the alloy’s ability to work-harden.

3.3 Part 3

[3] Granum, H., Aune, V., Børvik, T., Hopperstad, O. S. (2019). Effect of heat-treatment on
the structural response of blast-loaded aluminium plates with pre-cut slits. International
Journal of Impact Engineering 132, 103306.

In Part 3, both an experimental and numerical study on 1.5 mm thick aluminium plates with
pre-cut slits subjected to blast loading is presented. The experimental programme included 16

16



blast tests and 27 uniaxial tensile tests on the alloy AA6016 in tempers T4, T6 and T7. The blast
tests were conducted in the SIMLab Shock Tube Facility (SSTF) which is a steel tube where air
pressure is built up in a compartment and released when the desired air-pressure is achieved. The
plate was mounted by two clamping frames at the other end of the tube with bolts in an attempt to
achieve fixed boundary conditions. The blast exposed area on the plate coincided with the internal
cross-section of the tube, viz. 0.3 m × 0.3 m. Pressure sensors upstream the tube monitored the
incident and reflected pressure and were used to calculate the velocity of the incoming shock front.
Two high-speed cameras were positioned in a stereovision setup, recording the blast event at a
resolution of 768 × 800 pixels. The cameras were upgraded during the test period, thus some
tests were recorded at 24 000 fps and some at 37 000 fps. Four different pre-cut slit geometries
were investigated at two different firing pressures for temper T4. Two of the pre-ut slit geometries
were selected for the tests in tempers T6 and T7, also conducted at two firing pressures. Triplicate
uniaxial tensile tests were conducted in the 0°, 45°and 90°directions with respect to the rolling
direction. Lankford coefficients were calculated and revealed that the alloy exhibits moderate
anisotropy in plastic flow, where the tendency for thinning is stronger than for isotropic materials.

The blast tests were studied by use of 3D-DIC, high-speed images and 3D-scan of the plates after
testing. The effect of the slit geometry was investigated for the temper T4 plates, where a marked
difference in blast performance was seen. Both the number and orientation of the slits influenced
the blast performance and it was difficult to pinpoint which of the two parameters was most
detrimental for the plate. The effect of the heat-treatment was evident as the crack propagation
and blast resistance were significantly influenced. However, the failure mode of the plate did not
change particularly. The speed of propagating cracks and the degree of damage were in general
higher for plates in temper T6 than for the plates in tempers T4 and T7. Thus, the higher strength
of the plates in temper T6 did not compensate for the reduced ductility compared with the plates
in tempers T4 and T7 regarding blast protection.

A finite element model of the blast-exposed area was modelled in Abaqus, with 8-node brick
elements with reduced integration and hourglass control. Three elements over the thickness were
used with a characteristic element length of 0.5 mm. Two-fold in-plane symmetry was utilized
when the initial geometry of the plate allowed for it. The meshing technique was investigated,
were both a randomly oriented sweep mesh and a structured mesh were used. The blast load was
applied as a tabulated pressure, where the pressure-time histories were taken from massive plate
tests with pressure sensors mounted directly on the plate. A modified Johnson-Cook constitutive
relation and the Cockcroft-Latham fracture model were used to describe the plasticity and fracture
behaviour. Fracture of the plate was modelled by element erosion where elements were removed
from the mesh when critical damage was reached in the integration point. The uniaxial tensile
tests were used in the calibration of the constitutive relation, where representative tests in the
rolling direction were employed. By use of 3D-DIC, displacement profiles from the experiments
were obtained and compared to numerically obtained displacement profiles. The results showed
good agreement between the displacement profiles for selected points in time, suggesting that the
numerical model can accurately describe the plasticity in the problem. The numerical simulations
accurately predicted the time and position where fracture initiated and the degree of damage.
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However, some failure modes were not predicted correctly. By inspection of the stress state in a
plate where the failure mode was incorrectly predicted, a marginal difference of the stress state
was observed between propagating and stagnating cracks. This suggests that a more enhanced
fracture model could possibly have been able to predict the correct failure mode.

3.4 Part 4

[4] Granum, H., Morin, D., Børvik, T., Hopperstad, O. S. (2019). Simulation of blast-loaded
aluminium plates with crack-like defects. In: Proceedings of MekIT’19 - 10th National
Conference on Computational Mechanics, 149-164.

Part 4 presents a numerical study of the 1.5 mm thick AA6016 aluminium plates with pre-cut slits
subjected to blast-loading presented in Part 3. Only the plates in temper T4 tested at the highest
load intensity were considered. The plates have different crack-like defects to facilitate crack
propagation as the failure mode and they all experienced crack initiation and propagation. The
numerical simulations were conducted in the explicit solver of LS-DYNAwhere shell elements with
reduced integration and five integration points through the thickness were used. The element size
was varied where four different length-to-thickness ratios ranging from 1/3 to 5 were investigated.
The meshes were generated using a sweep technique to obtain a random orientation. This resulted
in approximately 450 000 elements and below 2000 for the smallest and largest element sizes,
respectively. The blast load was applied as a tabulated uniform pressure, where the pressure-time
history was obtained from a blast test on a massive steel plate with pressure sensors mounted
directly on the plate surface. In addition to the built-in pressure definition in LS-DYNA, a
user-defined subroutine was employed where the magnitude of the applied pressure decreased as
the angle between the initial load direction and the normal of the shell elements increased. Failure
was handled by element erosion.

The constitutive model consisted of an isotropic yield surface, isotropic hardening and the
associated flow rule. A fracture model that comprises a through-thickness damage regularization
scheme was used to model failure in the plates. Here, the contribution to damage is divided into
two parts responsible for pure membrane loading and pure bending. The regularization scheme
allows different sizes of the mesh to be investigated without the need for individual calibrations
of the fracture model for each element size. The numerical results revealed that the pressure
definition is important in cases where the plate deforms in a petal mode. When compared to the
experiments, the user-defined pressure formulation provided better agreement than the built-in
pressure definition. The results with the different mesh sizes revealed evident differences with
respect to the predicted failure mode. Only the finest mesh was able to predict both crack initiation
and propagation with sufficient accuracy. Crack initiation was captured correctly by the second
finest mesh also, but the crack was arrested shortly after initiation. When comparing the simulation
with the finest mesh to a solid element simulation with similar characteristic element size, the two
approaches provide similar results. However, the computational time was much higher for the
solid element model.

18



3.5 Part 5

[5] Granum, H., Morin, D., Børvik, T., Hopperstad, O. S. (2020). Calibration of the modified
Mohr-Coulomb fracture criterion by use of localization analyses for three heat treatments
of an AA6016 aluminium alloy. International Journal of Mechanical Sciences 192 (2021)
106122.

In Part 5, a novel calibration procedure of the modified Mohr-Coulomb (MMC) fracture model by
use of localization analyses is presented. The study is an experimental and numerical study on
three different tempers (T4, T6 and T7) of the aluminium alloy AA6016. The experimental part
consisted of uniaxial tension, notch tension with two different notch radii, plane-strain tension,
in-plane simple shear tests and two load cases of the modified Arcan test. The specimens were
cut from plates of the same material as used in Parts 3 and 4. All tests were carried out with the
longitudinal axis along the rolling direction. A speckle pattern was spray-painted on the in-plane
surface of the specimens to enable 2D-DIC and three tests per test configuration were conducted.
The two loading cases of the modified Arcan test consisted of a tension mode and a mixed-mode
loading. The experiments served as a basis for calibration and validation of the numerical study.

The localization analyses employed the imperfection band approach, where metal plasticity was
assigned outside the band and porous plasticity was assigned inside the band. The stress and
strain rates inside the band were allowed to be different from their values outside the band.
However, continuing equilibrium and compatibility across the imperfection band were enforced
and localization was set to occur when the strain rate inside the band became infinite. The metal
plasticity model was calibrated by inverse modelling of a notch tension test using FE simulations
and LS-OPT. The porous plasticity model was calibrated by use of localization analyses where the
deformation gradient was extracted from the critical element in notch tension and plane-strain
tension simulations and assigned as a boundary condition in the localization analyses. With the
metal and porous plasticity models calibrated, localization analyses with proportional loading
paths were conducted to obtain failure strains covering the stress space. The parameters of the
MMC fracture model were then optimized against the obtained failure strains.

The tests not used to calibrate the plasticity models were used in the validation of the MMC
fracture model. The results from simulations of the NT3, NT10, PST and ISS tests were compared
to the experiments in terms of force-displacement and logarithmic strain-displacement curves.
The results from the NT3, NT10 and PST simulations were in good agreement, but the response
curves for the ISS tests deviated already at yielding. The reason for these deviations is linked to
the texture of the alloy. Crack initiation and propagation were accurately captured in all but one
Arcan test. By comparing the predicted strain fields of selected Arcan tests to the ones obtained
by use of DIC, the qualitative trends are similar. The results suggest that the use of localization
analyses to calibrate fracture models is an effective and well-suited tool for design of components
and structures of metallic materials, where the need for an extensive test programme could be
reduced.
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4 Concluding remarks and further work

This PhD-thesis has focused on the modelling and simulation of ductile fracture in 6xxx series
aluminium alloys. An integral part of the work has been devoted to performing experiments
and numerical simulations in order to evaluate and validate individual modules of the modelling
framework of the FractAl project. In the work of assessing the capabilities of the modules in
the modelling framework, it is important to choose a diverse test programme to avoid biased
and spurious results. Emphasis has been put on testing alloys with varying heat-treatments,
yielding widely different properties in terms of strength, work-hardening and ductility. The
modules tested in this work include the nanostructure model NaMo and localization analyses.
Various FE solvers have been used in the numerical simulations, utilizing the advantages and
specific features of each software. The research methodology has been according to standard
practice where emphasis has been put on obtaining an objective comparison of the experimental
and numerical results. Reasonable assumptions have been introduced when deemed necessary
and simplifications made to achieve an adequate computational cost of the simulations. These
simplifications and modifications are also needed to limit the possible sources of error in the
simulations. To assess the quality of the FE models and obtain a broader basis of comparison
for the modelling framework, numerical simulations where the plasticity and fracture models are
calibrated based on experiments are conducted. As with all numerical simulations, an appropriate
FE model and constitutive relations are essential to obtain trustworthy results and the importance
of this is unchanged regardless of the calibration approach.

Overall, the performance of NaMo and the localization analyses was satisfactory, where accurate
predictions on plasticity and fracture were obtained. The results indicate that the two modules
provide satisfactory accuracy of the predictions when compared to experiments. The performance
of the modules is particularly impressive if cost and time are included in the evaluation. It must
be emphasized that the intention with the modelling framework is not to replace the role that
calibration experiments have today, but rather serve as an additional tool. Besides extending our
fundamental understanding of ductile fracture in aluminium alloys, the modelling framework
opens up an entirely new way of designing aluminium structures against ductile fracture. The
results presented in this work suggest that the goal of being able to predict ductile fracture in
aluminium structures without the need for an extensive test programme is one step closer.

Based on the insight and knowledge gained on the capabilities of the individual modules in this
work and by co-workers of the FractAl project, the next step now is to employ the complete
modelling framework. The extensive experimental database that is built up during the project
provides a solid basis of comparison for the numerical results. In the assessment of the complete
modelling framework, the calibration may be conducted entirely based on predictions or aided by
a reduced amount of experiments. This task is suggested for further work.
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Additional suggestions for further work are:

• The simulations of the profiles in Part 1 could be extended to account for plastic anisotropy
by conducting polycrystal plasticity simulations based on the initial microstructure. By
combining polycrystal plasticity simulations with the nanostructure model, the yield
strength, work-hardening and plastic anisotropy may be accurately predicted in the numerical
simulations.

• The numerical simulations in Part 1 could be extended to account for ductile fracture by
conducting localization analyses. Comparison against the deformed profiles may be used to
reveal if fracture is correctly initiated in the simulations.

• A natural extension to Part 2 is to investigate further the modifications introduced to NaMo
to gain insight into the yield plateau phenomenon and the subsequent work-hardening seen
in some of the tensile tests. A transmission electron microscopy study would provide
useful information to investigate the microstructural features of the different pre-stretch
combinations.

• Perform numerical simulations with the plasticity and fracture models calibrated in Part 5
on the plates subjected to blast loading in Part 3. Considering that the correct failure mode
was not predicted for all plates in the numerical study in Part 3, the more complex fracture
model presented in Part 5 may be able to predict the correct failure mode.

• The numerical study in Part 4 could be extended to the full test programme presented in Part
3 to obtain a better evaluation of the FE model and the constitutive relations. By including
different tempers, firing pressures, number and orientation of the crack-like defects, a more
comprehensive evaluation of the capabilities of the numerical simulations presented in Part
3 is possible.

• A natural extension to Part 5 is to calibrate the fracture model with the traditional hybrid
experimental-numerical approach and conduct numerical simulations of the experiments.
Comparison between the results from the two calibration approaches would be useful to
evaluate the two calibrated fracture models’ ability to predict ductile fracture.

• The porous plasticity model is an important ingredient in the localization analyses where
the accuracy of the results from the latter rely on an accurate description of the former.
Different procedures to calibrate the porous plasticity model should be investigated in an
attempt to find the optimal procedure. Also, different heuristic extensions to the porous
plasticity model should be investigated to see how they affect the results of the localization
analyses.
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A B S T R A C T

In this study, a nanostructure model is used to predict the stress-strain curves of the aluminium alloys AA6063,
AA6061 and AA6110 in T6, T7 and O tempers based on the chemical composition and the thermo-mechanical
history. The predicted stress-strain curves are then employed in finite element analyses of rectangular hollow
section (RHS) profiles of the same materials subjected to axial quasi-static crushing. Thus, the simulations are
performed without any calibration of the plasticity model based on material tests. In addition, simulations with
the material model calibrated from tensile tests on the same materials are performed for comparison. An ex-
perimental programme of the RHS profiles is conducted for validation purposes and compared to the numerical
results in terms of the force-displacement curves and the peak and mean forces. To put emphasis on the per-
formance of the nanostructure model, a refined solid element model is used to capture accurately the deformed
geometry during axial crushing. A separate study is conducted to investigate the effect of friction on the si-
mulated behaviour of the profiles. The numerical and experimental force-displacement curves display good
agreement with deviations in the mean absolute percentage error (MAPE) of the peak and mean force less than
10% and 8%, respectively. By visual inspection of the deformed profiles, excellent agreement is found between
the numerical simulations and the experimental tests. The results suggest that the nanostructure model can be
used with confidence in design of energy absorbing structural components made of 6xxx aluminium alloys.

1. Introduction

Aluminium is favourable in a number of engineering applications
due to its low weight-to-stiffness ratio. Among the many applications
are automotive, offshore, protective and aerospace structures.
Aluminium alloys have also entered into new application areas during
the last several decades due to the development of new alloys with
improved properties, often replacing steel as the preferred material.
From an environmental point of view, the recyclability of aluminium
compared to steel makes it favourable as a future-oriented construction
material. In the automotive industry, the introduction of aluminium
components has contributed to lower the CO2 emission and fuel con-
sumption due to weight savings. Other advantageous properties of
aluminium include high corrosion resistance, and high electrical and
thermal conductivity. Aluminium alloys with specific properties are
often required and the possibility to tailor an alloy to given properties
would be beneficial.

In 6xxx alloys, the yield strength and the work hardening depend on
the chemical composition and the thermo-mechanical history.
Nanostructure models able to predict the flow stress from the chemical
composition and the thermo-mechanical history of 6xxx alloys have
been under development for the last few decades. By use of such
models, flow stress curves can be obtained without carrying out any
mechanical tests and thus enable simulation-based design of structures
made of 6xxx alloys.

The nanostructure model NaMo, which was developed for 6xxx al-
loys by Myhr et al. [1], has been used with success in different appli-
cations on a variety of different alloys. Johnsen et al. [2] conducted
ballistic impact experiments on the wrought AA6070 in four different
temper conditions. The stress-strain behaviour was predicted by NaMo
and used in non-linear finite element simulations with good correlation
to the experimental tests. The ballistic limit velocity and the flow stress
curves were reported with a maximum deviation of less than 10% be-
tween the numerical and experimental results. Holmen et al. [3]
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conducted experiments on MIG-welded AA6082-T6 extrusions struck by
small-arms bullets. A spatial distribution of the stress-strain behaviour
at ambient temperature was determined by NaMo from the chemical
composition, artificial ageing history and welding procedure. The re-
sulting flow stress curves were functions of the distance from the weld
centre line and used in a 3D finite element model to investigate the
effect of the heat affected zone (HAZ) on the ballistic properties. The
numerical simulations were found to be in good correspondence with
the experimental results and the ballistic limit velocities were within
10% of the experimental ones. In Hoang et al. [4], square hollow sec-
tion AA6060 profiles subjected to quasi-static axial crushing were in-
vestigated. The profiles were artificially aged to three different tempers
using two different cooling rates after solution heat treatment. The flow
stress curves were predicted by NaMo, where the incubation time was
included in the simulations by a new feature in the model, and good
agreement between the experimental and numerical results was re-
ported. Engler et al. [5] investigated the effect of natural ageing and
pre-straining on the strength and anisotropy of AA6016. Tensile tests
with varying room temperature storage time and pre-straining were
conducted to obtain stress-strain curves for the alloy-temper combina-
tions. Corresponding stress-strain curves were calculated by NaMo and
compared to the experimentally obtained ones. It was reported that the
curves predicted by NaMo captured the main trends, even though they
consistently underestimated the flow stress compared with the mea-
sured values.

Crashworthiness of aluminium profiles has been studied extensively
in recent years, both experimentally and numerically. The strive to
optimize the energy absorbing capability during car crashes has led to
studies on a variety of geometries and materials. Zhang et al. [6] stu-
died axial crushing of square multi-cell columns of AA6060-T4. It was
found that by introducing internal webs to the columns, the energy
absorption capability was improved when comparing plain columns of
equal weight. An increased energy absorption efficiency of 50% was
reported by substituting a single-cell column with a 3×3 column of
equal weight. In Zhang et al. [7], square AA6061-O tubes with graded
thickness subjected to quasi-static axial loading were investigated ex-
perimentally and numerically. Two types of thickness distributions
were tested and the results showed that introducing a thickness gra-
dient to a tube might increase the energy absorption capability sig-
nificantly and an increase in mean force of up to 35% compared to non-
graded tubes was reported. However, the problems of material fracture
and mode switch were addressed as a potential effect of too excessive
grading. The numerical simulations reflected the trends seen in the
experiments, and the deviation was less than 16%. Optimization of the
tubes was performed by use of the response surface methodology (RSM)
to obtain an optimal cross-section for a square tube. Results showed
that increasing the wall-thickness in the corners increased the energy
absorption capability. Sun et al. [8] studied the energy absorption
capability of multi-corner profiles of AA6060 subjected to dynamic
axial impact. It was shown numerically that increasing the number and
size of corners in a profile had an effect on the energy absorption
capability and that multi-corner profiles increased the crushing force
efficiency with 12% compared to square tubes of equal weight. Alu-
minium alloy profiles have also been studied extensively in combina-
tion with foam fillers and other reinforcements, see e.g. [9–15].

The main objective of this study is to investigate the accuracy of the
nanostructure model NaMo for a range of alloy-temper combinations by

employing the predicted stress-strain curves in nonlinear finite element
(FE) simulations of RHS profiles subjected to quasi-static axial crushing.
To evaluate the accuracy of the flow stress curves predicted by NaMo
for application in design of energy absorbing structures, tensile tests
and quasi-static axial crushing tests are performed for the same array of
alloy-temper combinations. Section 2 presents the alloys and heat
treatments, the tensile tests and the axial crushing tests, whereas
Section 3 gives an overview of the nanostructure model NaMo and
presents the calculated flow stress curves for all combinations of alloy
and heat treatment. In Section 4, the FE model of the axial crushing test
and the numerical results, obtained with the IMPETUS Afea Solver [16],
are presented. The numerical results are discussed in Section 5, and the
main observations and conclusions are summarized in Section 6.

2. Experimental study

2.1. Alloys and heat treatments

Three different 6xxx aluminium alloys are investigated in this study:
AA6063, AA6061 and AA6110. The alloys were provided by Hydro
Aluminium and received as billets with 95mm diameter and 200mm
length. The chemical composition of the alloys is given in Table 1. The
casting length was roughly 1.5m and the casting conditions were ac-
cording to standard guidelines for the designated alloys. Prior to ex-
trusion, the ingots were homogenized at 575 °C with a heating rate of
200 °C per hour from room temperature and held for 2 h 15min before
cooling to room temperature at 400 °C per hour. The profiles were ex-
truded as RHS profiles with a wall thickness of 2.8 mm and a cross-
section of 37mm×29mm (see Fig. 1), corresponding to a reduction
ratio of about 19. The billets were pre-heated to 500 °C before extrusion
and the extruded profiles were water-quenched about 0.5 m from the
outlet of the die. Approximately the first half meter of the extruded
profile for each new alloy was discarded due to possible contaminants
in the press. After a short ramp-up time, the ram speed was held con-
stant at 12.1 mm/s for AA6063 and 6.1mm/s for AA6061 and AA6110.
Afterwards, the profiles were cut into lengths of 175 cm and cold-de-
formed 0.5% by stretching between 1 and 4 h after extrusion. The
profiles were then stored at room temperature for 48 h followed by
artificial ageing at 185 °C for 8 h to obtain the peak strength temper T6.
Selected profiles were further artificially aged to obtain the over-aged
temper T7 and the soft annealed temper O, by holding at 185 °C for
another 168 h and at 410 °C for 4 h, respectively. Having full control of
the chemical composition and the details in the thermo-mechanical
history of the material is important for the predictions of the nanos-
tructure model NaMo presented in Section 3.

The profiles were cut into lengths of 100mm with a geometrical
trigger on the two long sides, as shown in Fig. 1, using wire erosion to
ensure good repeatability and symmetric progressive folding. This type
of geometrical trigger was used with success in Ref. [17] and was ac-
cordingly adopted for this study. Prior to testing, the wall thickness of
the profiles was measured at various positions and the profiles were
weighed.

2.2. Tensile tests

Uniaxial tensile tests were conducted for all nine alloy-temper
combinations, using specimens taken from each of the four walls of the

Table 1
Chemical composition of the different alloys in wt%.

Si Mg Fe Mn Ti Zn Cu Cr Al

AA6063 0.512 0.470 0.206 0.047 0.006 0.003 0.001 0.001 Balance
AA6061 0.621 0.903 0.209 0.038 0.106 0.054 0.204 0.060 Balance
AA6110 0.720 0.828 0.196 0.506 0.026 0.003 0.203 0.157 Balance
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profiles along the extrusion direction. The dog-bone specimens had a
gauge length of 20mm and an initial thickness of 2.8 mm, i.e., similar
to the wall thickness of the profile. The tensile tests were conducted in
an Instron 5985 series universal testing machine at ambient tempera-
ture with a 5 kN load cell at an initial strain rate of × − −s5 10 4 1. The
force was continuously measured by the load cell and the displacement
of the gauge section was tracked using digital image correlation (DIC)
by a virtual extensometer. To enable the specimen for DIC, a speckle
pattern was spray-painted on the gauge section and a Prosilica GC2450
camera oriented perpendicular to the gauge surface captured pictures at
a resolution of ×2448 802 pixels. The pictures from the camera and the
measurements from the load cell were synchronized, operating at 2 fps.
The spread among three corresponding tests was insignificant and the
test experiencing median force level within an alloy-temper combina-
tion was chosen as representative test for calibration of the flow stress
curves. The representative engineering stress-strain curves for all alloy-
temper combinations are displayed in Fig. 2. The large variation in
strength and work hardening capacity between the different alloy-
temper combinations is evident with yield strengths ranging from
around 50MPa to more than 300MPa and tensile strengths between
100MPa and 350MPa.

An FE model of the tensile specimen was made in Abaqus/Standard
with 8-node trilinear brick elements with reduced integration. The
model had six elements over the thickness, which gave an element size
just below 0.5mm. The material behaviour was represented by a rate-
insensitive J2-plasticity model, including the von Mises yield criterion,
the associated flow rule and isotropic hardening. The flow stress σf was
defined by

∑= + − −=σ ε σ Q C ε( ) (1 exp( ))f p
i

i i p0
1

2

(1)

where σ0 is the initial yield stress, Qi and Ci are parameters in the two-
term Voce hardening rule, and εp is the equivalent plastic strain. As the
aim of this study is to predict the overall behaviour of the profiles
during axial crushing, represented by the peak force, energy absorption
and folding pattern, it was found appropriate to neglect the plastic
anisotropy of the extruded profiles and to use the von Mises yield
function. However, in studies of formability, plastic forming or ductile
fracture of extruded aluminium profiles, the high-exponent Hershey
yield function [18] is deemed more appropriate for materials with
random texture and a high-exponent, linear transformation-based ani-
sotropic yield criterion, like the Yld2004-18p criterion proposed by
Barlat and co-workers [19], for textured materials.

The optimization tool LS-OPT was used to calibrate the hardening
parameters Q C( , )i i by running sequential simulations on the same
model with different input data. The engineering stress-strain curves
from the representative tests shown in Fig. 2 were calculated for each
alloy-temper combination by use of a 16mm virtual extensometer in
the DIC software. This provides us with engineering stress-strain curves
valid until failure, which were used as target curves in the optimization.
An initial calibration of the hardening parameters up to necking was
done in a spreadsheet and used as starting values for the optimization.
A genetic algorithm was applied for the optimization and 100 equidi-
stant regression points were used to ensure good fit in all parts of the
curve. The optimal values of the hardening parameters were found by
minimizing the mean square error between the simulated and experi-
mental curves all the way to failure. The obtained parameters are given
in Table 2, whereas the flow stress curves to 20% plastic strain are
depicted in Fig. 3. It is seen that AA6110 has the highest strength for all
tempers closely followed by AA6061, whereas AA6063 has the lowest

Fig. 1. (a) Nominal cross-sectional geometry of profile and (b) visualization of the geometrical trigger used in the tests. Measures not specified are in mm.

Fig. 2. Engineering stress-strain curves for the nine alloy-temper combinations
from tensile tests.

Table 2
Parameters of the two-term Voce rule for the calibrated flow stress curves from
tests.

Alloy Temper σ0 (MPa) Q1 (MPa) C1 Q2 (MPa) C2

AA6063 T6 233.0 40.0 19.9 34.7 5.0
T7 142.0 46.0 39.4 24.0 9.1
O 50.2 46.7 38.2 81.9 2.8

AA6061 T6 298.2 51.1 13.6 18.4 13.1
T7 254.5 40.1 19.1 19.7 28.6
O 56.3 47.9 42.1 80.2 4.4

AA6110 T6 320.4 43.3 18.7 30.6 12.7
T7 251.3 64.5 19.4 19.2 22.1
O 68.0 92.6 32.8 144.9 1.6
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strength of the three alloys. For a given alloy, temper O exhibits the
lowest yield strength and highest work hardening, whereas temper T6
exhibits the highest yield strength and lowest work hardening. Temper
T7 falls in-between the peak aged T6 condition and the soft annealed O
condition.

2.3. Axial crushing tests

The crushing experiments were performed in an Instron 5985 series
250 kN testing machine at ambient temperature. The velocity of the
cross-head was set to 30mm/min and the profiles were deformed
67mm. Two Prosilica GC2450 cameras operating at 5 fps with a re-
solution of ×2448 1600 pixels captured the deformation from different
angles. The axial force and displacement histories were recorded during
the experiments. The profiles were placed directly on the level steel
platen below the load cell, and no effort was put into constraining the
boundary. The three alloys were all tested in the three temper condi-
tions obtained, resulting in nine different alloy-temper combinations.
The test for each alloy-temper combinations was repeated two times,
resulting in a total of 27 tests.

The force-displacement curves from the experiments are given in
Fig. 4, and the progress of an AA6063-T7 test is shown in Fig. 5. From
the force-displacement curves it is seen that the repeatability for the
different alloy-temper combinations is excellent due to the geometrical
trigger shown in Fig. 1b. Some minor discrepancies are found between
some repetitions at certain displacements, but the overall repeatability
is deemed excellent. The scatter between repeated tests was less than
3% in peak force and less than 2% in mean force. The force-displace-
ment curves for AA6110-T7 and AA6061-T7 seem to coincide, while the
differences in the T6 temper are seen to be small between these two
alloys. However, a notable difference is obtained in the O temper
condition, where AA6110 is considerably higher in strength than
AA6061. In general, the AA6063 alloy has notably lower strength than
the other alloys for the different temper conditions, but the overall
behaviour is similar as the force-displacement curves are shifted com-
pared to the other alloys. All tests for T6 and T7 temper give four peaks
in the force-displacement curves, while the tests for O temper give three
fully developed peaks. As seen in Fig. 5, the folding pattern for the
AA6063-T7 experiment is symmetric and progressive. The first fold is
initiated near the top of the profile confirming that the geometrical
trigger works as desired, and the number of folds is coinciding with the
number of peaks in the force-displacement curves. By visual inspection
of the folded profiles, minor cracks were found in some corners for
AA6061-T6 and AA6110-T6, while the other seven alloy-temper com-
binations have no indication of cracks. This is consistent with the pre-
sumption that the T6 temper is less ductile than the T7 and O tempers,
and that higher strength comes at the cost of lower ductility.

3. Nanostructure model (NaMo)

The nanostructure model NaMo [1,20] is a nanoscale material
model composed of three interacting sub-models: a precipitation model,
a yield strength model and a work hardening model. NaMo is developed
for all 6xxx alloys and the present version is thoroughly validated
against experimental data from hot- and cold-rolled AA6005 plates as
well as extrusions of AA6060 and AA6005. The model is calibrated once
against these experimental data, and no further calibration is needed
between simulations. The software is integrated in a computer code
with a graphical user interface. Fig. 6 describes the course of the pro-
gram and the contributions from the different sub-models. The input to
the model is the chemical composition of the alloy and the thermo-
mechanical history, which are employed in the precipitation model.
The output from the precipitation model is then given as input to the
yield strength model and the work hardening model, which combined
give the complete flow stress curve at room temperature, assuming
isotropic material behaviour. The version used in this paper is an ex-
tended version, including the combined effect of cold deformation and
prolonged room temperature storage on the subsequent response of
artificial ageing, referred to as NaMo version 2 [20].

In the precipitation model, the evolution of the hardening pre-
cipitates by nucleation, growth or dissolution and coarsening is com-
puted. There are three governing components in the precipitation
model: 1) a nucleation law that predicts the number of stable nuclei
forming at each time step, 2) a rate law that calculates the dissolution
or growth rate of each discrete particle size class, and 3) a continuity
equation that keeps track of the amount of solute being tied up in
precipitates. In the present model, two different particle size distribu-
tions (PSDs) are calculated to represent different types of precipitates
and clusters that tend to form in different temperature regions during
thermo-mechanical processing, as determined by the individual nu-
cleation laws that are associated with each PSD.

The first PSD is for ′′β and ′β particles which are nucleated during
artificial ageing, while the second is for clusters which form during
natural ageing. The two PSDs are linked together by the continuity
equation. This leads to a complex balance between the two PSDs since
the particles in each distribution consume solute as they grow. The
consequence is that one PSD tends to evolve on the expense of the other
at a given temperature. This is typically the case when clusters formed
by natural ageing dissolve during the subsequent artificial ageing heat
treatment, as hardening ′′β and ′β particles form. An example of this is
shown in Fig. 7a for AA6061 after the T6 ageing heat treatment. At this
stage of the ageing, the two PSDs co-exist, even though the one for
clusters is about to disappear completely since the clusters are too small
to be stable at an ageing temperature of 185 °C. Hence, after the T6 heat
treatment, the predicted number density of clusters is only ~ 1018

#/m3, compared with ~ 1022 #/m3 for ′′β and ′β particles. Prolonged
ageing corresponding to the overaged (T7) condition, or ageing at a
higher temperature to give the O temper leads to complete dissolution
of the clusters formed at room temperature, and only the PSD for ′′β
and ′β particles survives. A comparison of this PSD for the three temper
conditions T6, T7 and O is shown in Fig. 7b. From the figure, it is
evident that the mean radius increases and the overall number density
decreases when going from the T6 to the T7 and eventually to the O
condition. The mean particle radius for the two extreme conditions, i.e.,
T6 and O, is 5.2 nm and 126 nm, respectively. Plots of the resulting
PSDs for the remaining alloys, i.e., AA6063 and AA6110, show quali-
tatively similar trends as the ones for AA6061 in Fig. 7, and are
therefore not presented here for brevity.

The predicted PSDs in Fig. 7 are input to the yield strength and work
hardening models, as illustrated in Fig. 6. In this figure, the columns in
the PSD correspond to a certain number density within a specific par-
ticle radius class. Beyond a critical particle radius, the particles are
assumed non-shearable by dislocations. This is obviously unreasonable
for clusters from a physically point of view, since they are fully coherent

Fig. 3. Flow stress curves to 20% plastic strain for the nine alloy-temper
combinations based on tensile tests and optimization using FE analysis.

H. Granum et al. Thin-Walled Structures 131 (2018) 769–781

772



with the aluminium matrix and cannot be bypassed by the dislocations.
The critical particle radius will in this case be hypothetical and is only
used as a scaling parameter in the yield strength model as explained in
Ref. [20]. The PSDs change continuously during natural and artificial
ageing, and the associated parameters are extracted and transferred to
the yield strength and work hardening model at each time step of the
simulation, as illustrated in Fig. 6.

In the yield strength model, the overall macroscopic flow stress is
given as= + + +σ ε σ σ σ σ ε( ) ( )f p i p ss d p (2)

where σi corresponds to the intrinsic yield strength of pure aluminium,
σp is the overall precipitation hardening contribution, σss is the con-
tribution from alloying elements in solid solution, and σd is the con-
tribution from dislocation hardening as a function of the plastic strain.
The precipitation hardening contribution σp is calculated using the
following relationship:=σ MF

bl
̅

p (3)

where M is the Taylor factor, b is the magnitude of the Burgers vector,

F ̅ is the mean obstacle strength, and l is the effective particle spacing in
the slip plane along the bending dislocation. Both F ̅ and l are explicitly
defined by the PSD as explained in Ref. [20]. Eq. (3) therefore re-
presents a direct coupling between the precipitation model and the
yield strength model. The overall strength contribution from particles,
σp, contains the contributions from the two particle size distributions
described above. These two strength contributions are denoted σp1 and
σp2, where the former represents clusters, and the latter metastable ′′β
and ′β particles. σp is given by the following expression:= +σ σ σp p p1

2
2

2
(4)

In this equation, σp1 and σp2 are both calculated from Eq. (3) using
individual values for F ̅ and l representing each of the two particle size
distributions. The contribution from elements in solid solution to the
flow stress, i.e., σss in Eq. (2), is calculated as follows:∑=σ k Css

i
i i

2/3

(5)

Here, Ci is the concentration of a specific element in solid solution
and ki is the corresponding scaling factor for the relevant elements with

Fig. 4. Force-displacement curves from the axial crushing tests for the different alloy-temper combinations.

Fig. 5. Deformation patterns from a test on an AA6063-T7 profile.

H. Granum et al. Thin-Walled Structures 131 (2018) 769–781

773



values given in Ref. [20]. For the elements Mg and Si, the solid solution
concentrations, i.e., CMg and CSi, vary during a heat treatment de-
pending on the volume fraction of clusters and metastable particles.

The final term in Eq. (2), σd , represents the contribution from dis-
locations to the flow stress as calculated by the work hardening model.
Two types of dislocations are considered: the statistically stored dis-
locations that are assumed to form anywhere in the material, and the
geometrically necessary dislocations that are assumed to form close to
large, non-shearable particles. The corresponding dislocation densities
are denoted ρs and ρg, respectively, and the total dislocation density ρ is
assumed to be the sum of the two. The resulting contribution from the
dislocations to the flow stress, σd, is given by the following equation:= +σ αMμb ρ ρd s g (6)

where α is a constant with a value close to 0.3, and μ is the shear
modulus.

For the statistically stored dislocations, the Kocks-Mecking re-
lationship is used

= −ρ
ε

k ρ k ρ
d
d

s

p
s s1 2

(7)

Here, k1 is a constant being characteristic for the material under
consideration, whereas the parameter k2 determines the rate of the
dynamic recovery during plastic deformation. The parameter k2 de-
pends on the solute content of the alloy according to the following
relation:

=k k αMμb
k C( )ss

2 1
3

3
4 (8)

In this equation, k3 is a parameter which expresses the influence of
solutes on k2, and Css is an effective solid solution concentration, which
includes a weighted overall effect of Mg and Si in solid solution on the
dynamic recovery rate based on experiments.

The work hardening model predicts the evolution of dislocation
densities ρs and ρg by evolution laws. A somewhat crude approximation
in NaMo is that all particles are assumed to be spherical. Hardening
precipitates like ′′β and ′β are either needle- or rod-shaped in Al-Mg-Si
alloys. However, due to the initial calibration of the model, it can be
argued that the assumption is reasonable based on the mathematical
treatment provided in Ref. [20]. For geometrically necessary disloca-
tions, the resulting dislocation density ρg depends on the magnitude of
the geometric slip distance λg , which is a measure of how far the

Fig. 6. Outline of NaMo [3].

Fig. 7. Predicted PSDs from NaMo for AA6061 showing (a) two co-existing PSDs for clusters and ′′β and ′β after T6 ageing, and (b) comparison of the PSD for ′′β and′β for tempers T6, T7 and O.
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dislocations move before they are stored around the non-shearable
particles that are dispersed within the material [21]. Thus, λg is a
characteristic of the microstructure related to the type and distribution
of the hardening precipitates in the material, and can be extracted from
a given particle size distribution by the following expression:

⎜ ⎟⎛⎝ ∑ ⎞⎠= =
=∞ −

λ r N8g
r r

r

i i
2

1

c (9)

Here, Ni is the number of particles per unit volume within the size
class ri of the particle size distribution, and rc is the critical radius above
which the particles are bypassed by the dislocations and not sheared.
Since only particles larger than rc are capable of storing geometrically
necessary dislocations, the work hardening model requires that the
volume fraction of these particles fo is estimated from the PSD con-
taining the metastable ′′β and ′β particles as follows:∑= =

=∞
f πr N4

3o
r r

r

i i
3

c (10)

When λg and fo are known from Eqs. (9) and (10) above, ρg can be
predicted as described in Ref. [1]. The net contribution from dislocation
hardening σd is calculated from a response equation as a function of the
equivalent plastic strain εp as follows:

⎜ ⎟⎜ ⎟⎜ ⎟= ⎛⎝ ⎞⎠ ⎛⎝ − ⎛⎝− ⎞⎠⎞⎠ +σ ε αMμb k
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ref
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ref
(11)

Here, index ref means a chosen reference alloy, and λg and λg
ref are

geometric slip distances as defined in Eq. (9). The parameters εc and εc
ref

are critical values of the equivalent plastic strain defining the saturation
values for storing of geometrically necessary dislocations, which cor-
responds to a dislocation density ρg s,

ref for the reference alloy. The reader
is referred to Refs. [1,20] for further details.

The flow stress curves of the different alloy-temper combinations
predicted by NaMo were used to fit the parameters σ0, Qi and Ci of the
work hardening rule in Eq. (1). The resulting hardening parameters are
compiled in Table 3. It was found sufficient to use only one term in the
Voce hardening rule for all but one alloy-temper combination for the
NaMo curves, while in the calibration based on the tensile tests, two
terms were needed to obtain adequate fits for all alloy-temper combi-
nations. The flow stress curves from NaMo and the fitted curves (using
the parameters in Table 3) are presented in Fig. 8. The somewhat
abrupt saturation point seen in the NaMo curves for the T6 and T7
tempers in Fig. 8 is caused by the saturation of the density of geome-
trically necessary dislocations, cf. Eq. (11). However, the smoothly
fitted curves are used in the subsequent FE simulations and the slope
discontinuity is thus avoided.

To obtain a quantitative comparison of the flow stress curves ob-
tained based on the tensile tests and the NaMo calculations, scatter
plots depicting the flow stress at 0.2% plastic strain (i.e., the 0.2% proof
stress) and the flow stress at 20% plastic strain are presented in Fig. 9.

The first plot, Fig. 9a, illustrates the accuracy of the yield stress pre-
dicted with NaMo, whereas the second plot, Fig. 9b, gives a measure of
how well the work hardening is predicted. The scatter plots show that
NaMo gives faithful predictions of the yield stress, even if the yield
stress for AA6061-T7 is considerably underestimated. The predictions
of the flow stress at 20% plastic strain is slightly more accurate even
though NaMo tends to underestimate the work hardening for a majority
of the alloy-temper combinations. The mean absolute percentage error
(MAPE) in the predicted yield stress and flow stress at 20% plastic
strain is 12% and 9%, respectively, which is deemed satisfactory as the
predictions are made only based on chemical composition and heat
treatment.

4. Numerical simulations

4.1. Finite element model

The explicit FE code IMPETUS Afea Solver [16] was used to simu-
late the quasi-static axial crushing of the RHS profiles. The material
behaviour was represented by a rate-insensitive J2-plasticity model,
including the von Mises yield criterion, the associated flow rule and
isotropic hardening. The flow stress curve is defined by Eq. (1) with
parameters given either in Table 2 or Table 3. The remaining material
parameters are taken as nominal values for aluminium from the lit-
erature: Young's modulus, =E 70000 MPa, Poisson's ratio, =ν 0.3, and
density, =ρ 2700 kg/m3.

The FE model consists of three parts: a rigid bottom plate, a rigid top
plate and the profile, as shown in Fig. 10a. By utilizing the symmetry of
the problem, only a quarter of the profile was modelled according to the
geometry presented in Fig. 1. Assuming symmetric folding, this is a
viable approach saving computational time and is employed in similar
studies, see e.g. [4,7,11,12]. In previous numerical studies on axial
crushing of profiles, see e.g. [4,7], three linear solid elements through
the wall thickness were found to be sufficient. In this study, three fully
integrated cubic 64-node hexahedron elements with third-order shape
functions were employed through the wall thickness, known to be ex-
cellent in highly non-linear problems [16]. This gives an effective node
spacing of approximately 0.3 mm, resulting in 10 nodes over the wall
thickness. The through-thickness mesh is shown in Fig. 10b. A thorough
description of the applied higher order elements can be found in
Holmen et al. [22]. A total of 11 118 elements and 348 244 nodes were
employed in the quarter model. By employing a high-resolution mesh,
the intention is to create an FE model that is sufficiently accurate to
minimize the discretization errors and thus enable validation of the
NaMo simulations. Prior to testing, the profiles were weighed and
measured, allowing us to model the profile with the actual geometry
obtained after the profiles were stretched 0.5%. This resulted in an
average wall thickness of 2.75mm and an average weight of 83.8 g. The
mass of the profile in the FE model was 83.9 g.

A gap of 0.1mm was introduced between both the bottom and top
plate and the profile to ensure no initial contact between the parts. The
bottom plate was fixed against displacement and rotations, while the
top plate was given a prescribed displacement of 67.2 mm towards the
profile, resulting in axial loading. Both the bottom and top plates were
modelled as rigid parts, requiring only the density as material input,
which for steel was set to =ρ 7850 kg/m3. The displacement was
smoothly ramped up by a built-in feature in the FE code to a maximum
velocity of 4.4 m/s to avoid inertia effects, and the energy balance was
carefully checked to make sure that the kinetic energy was considerably
lower than the internal energy, below 1% in all simulations. Contact
was taken care of by a penalty based node-to-surface algorithm, where
Coulomb friction was specified in the contact. Both contact between the
plates and the profile and self-contact of the profile walls were taken
into consideration. Based on earlier studies on aluminium profiles
subjected to axial loading, e.g. [4,23–25], the Coulomb friction coeffi-
cient is usually chosen in the range between 0.2 and 0.3 for quasi-static

Table 3
Parameters of the two-term Voce hardening rule for the NaMo-based flow stress
curves.

Alloy Temper σ0 (MPa) Q1 (MPa) C1 Q2 (MPa) C2

AA6063 T6 232.5 4.5 298.0 57.8 21.0
T7 138.6 49.0 35.4 – –
O 49.8 73.7 17.8 – –

AA6061 T6 280.8 60.7 30.3 – –
T7 205.7 48.9 43.2 – –
O 70.5 73.7 18.0 – –

AA6110 T6 312.2 60.8 30.9 – –
T7 234.6 48.8 44.8 – –
O 96.0 73.7 18.0 – –
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analyses. In the current study, the frictional coefficient was initially set
to 0.2 for contact between the profile and the rigid plates, while the
self-contact between profile walls was initially set to 0.5. The friction
coefficient is difficult to determine accurately, and a sensitivity study
was conducted to investigate the influence it has on the results. Even
though some of the tests experienced minor cracking in the corners, it
was decided to omit failure modelling in this study. This was mainly
done because NaMo does not provide enough information to calibrate a
failure criterion.

4.2. Numerical results

Fig. 11 shows the effect friction between the rigid parts and the
profile has on the force-displacement curve for AA6061-T6 where the
flow stress curve from NaMo was employed. It is evident that altering
the friction coefficient slightly modifies the force-displacement curve.
Especially around 20mm displacement, a low friction coefficient results
in a peak more prominent than in the experiments. A higher friction
coefficient recreates this part of the force-displacement curve better.
However, the last peak is better reproduced with a low friction coeffi-
cient. By inspection of the curves it is seen that all the tested friction

Fig. 8. Flow stress curves from NaMo simulations and fitted curves used in the FE analyses for the three alloys in temper (a) T6, (b) T7 and (c) O.

Fig. 9. Scatter plots of (a) flow stress at 0.2% plastic strain, i.e., σ (0.002),f and (b) flow stress at 20% plastic strain, i.e., σ (0.2)f , based on tensile tests and NaMo
simulations.
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coefficients provide acceptable results, and the recommendation of
setting the coefficient in the range of 0.2–0.3 seems reasonable. Altering
the friction coefficient for the self-contact between the profile walls
showed negligible effect on the resulting force-displacement curve.
Based on the results from the sensitivity study and recommendations
from earlier studies, the friction coefficient between the rigid parts was
changed to 0.3, while keeping the initial coefficient of 0.5 for the self-
contact between profile walls for the rest of the study.

Fig. 12–14 compare the force-displacement curves from all the ex-
periments and simulations, where the flow stress curve was based on

either NaMo calculations or tensile tests. The shapes of the simulated
force-displacement curves from both approaches are in good corre-
spondence with the experimental curves, and it is evident that the FE
model captures the overall behaviour. In five of the cases, the results
from the two simulations are better matched to each other than with
the experimental data. Somewhat surprisingly, the simulations with the
flow stress curve based on tensile tests only comply better with the
experimental data for two of the nine alloy-temper combinations. The
simulations with the flow stress curve based on NaMo calculations give
better agreement with the experimental results for two of the alloy-
temper combinations. As the force-displacement curves from the crush
test in Fig. 4 displayed similar curves for AA6061-T7 and AA6110-T7,
while the flow stress curves calculated by NaMo predicted a clear dif-
ference between these two alloy-temper combinations, it was expected
that one of these simulations would be less accurate. Of the two si-
mulations based on NaMo that are less accurate, one is overestimating
the force level while the other one is underestimating it. Both sets of
simulations predict the correct number of force peaks with the peaks
occurring at approximately the same displacements as in the experi-
ments.

The peak and mean forces from the experiments and simulations are
plotted against each other in Fig. 15. The simulations with flow stress
curve based on tensile tests yield consistent results, i.e., the simulated
peak and mean forces are consistently somewhat higher than the ex-
perimental ones. Also the simulations based on NaMo data overestimate
the peak and mean forces in most cases, except for AA6061-T7 and
AA6110-T7 where the predicted forces are somewhat lower than the

Fig. 10. (a) FE model of the profile, the top plate and the bottom plate, (b) through thickness mesh of FE model.

Fig. 11. Force-displacement curves for the different friction coefficients be-
tween rigid parts and profile for AA6061-T6.

Fig. 12. Force-displacement curves from experiments and FE simulations for AA6063.
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experimental ones. However, there is a distinct correlation between the
accuracy in the simulated mean and peak forces for the two approaches.
In the simulations based on NaMo data, the largest difference in peak
force is 19%, 14% and 8% for O, T7 and T6 temper, respectively, and
the MAPE of the peak force is below 10%. With flow stress curve based
on tensile tests, the largest difference in peak force is 6% for both T6
and T7 temper and 25% for O temper, while the MAPE is again below
10%. This is best visualized in Fig. 12–14. The largest difference in
mean force is about 16% for AA6063-T7 in the simulations based on
NaMo data, while four alloy-temper combinations have a difference less
than 5% and the MAPE of the mean force is less than 8%. The corre-
sponding results for simulations based on tensile tests is about 18% as
the largest difference, while only one alloy-temper combination has a
difference less than 5% and the MAPE of the mean force is 10%. In
summary, the overall accuracy is equally good for the NaMo-based si-
mulations as for those based on tensile tests.

5. Discussion

In Fig. 16, the deformed RHS profile of an AA6061-T6 experiment is
compared to the corresponding deformed FE mesh from a simulation
based on NaMo data at given displacements. In total, five evenly spaced
displacements are chosen, including the first and last frame. A plot
marking these points on the force-displacement curve is given in
Fig. 17. The simulation is seen to capture the correct folding mode
throughout the deformation and the conformity with the experiment is
deemed excellent from this viewpoint. At a displacement =d 16.75 mm,
the initiation of the first fold is recreated and developed correctly into
the second fold at =d 33.5 mm. This is in accordance with the good
conformity in the force-displacement curves up to this point. However,
by inspection of Fig. 16 and Fig. 17 at a displacement =d 50.25 mm, it

is evident that the simulation is diverging slightly from the experiment.
The third fold is just commenced in the simulation, while in the ex-
periment the third fold is already collapsing. This delayed response is
seen to initiate during the development of the second peak, where the
difference in force magnitude allegedly contributes to this. The differ-
ence is assumed related to the work hardening as the aforementioned
sensitivity study on the friction coefficient shows that friction has
marginal influence on delaying the folding pattern. Despite the dis-
crepancies in the force-displacement curve at the final deformation, the
agreement is qualitatively good. In the bottom fold in the experiment, a
crack is seen in the corner, which is not present in the simulation since a
failure criterion is omitted. However, the incipient fracture is seen to
have negligible influence on the global response, coinciding with the
findings in Ref. [26].

Among the uncertainties introduced in the FE model, friction be-
tween the rigid parts and the profile is an important one which is dif-
ficult to determine. Fig. 16 showed an excellent agreement between
experiment and simulation with respect to the folding pattern seen from
the side. In Fig. 18, the bottom of the deformed profiles is seen from
below, showing a comparison between the experimental and numerical
results obtained with NaMo data. The shapes vary considerably from
the T6 temper to the O temper, and even though one could argue that
the trends are captured by the numerical model, discrepancies are seen,
especially for the O temper. In the simulations of the O temper, the
profiles are collapsing more than what is observed in the corresponding
experiments. By visual inspection of the folding process, one can see
that the bottom of the profile remains rectangular until approximately
the last 10mm of deformation. It is presumed that the discrepancies in
this part of the force-displacement curves are reflected in the dis-
crepancies in the deformation patterns of the bottom part of the profile.
Discrepancies are also seen for AA6063-T6 and AA6110-T6 where the

Fig. 13. Force-displacement curves from experiments and FE simulations for AA6061.

Fig. 14. Force-displacement curves from experiments and FE simulations for AA6110.
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profile is seen to collapse more in the experiment than in the simula-
tion. It is expected that the discrepancy in the folding pattern of the
profiles is a result of the combined effects from inaccurate description
of the friction between the rigid parts and the profile, and the predicted
flow stress by NaMo. However, simulations based on the tensile tests
did not give particularly better results for this problem. Based on the
quantitative comparisons between the experiments and the simulations
it is hard to imagine that there exists a constant friction coefficient

reproducing the bottom shape of all the nine alloy-temper combinations
correctly.

It should be pointed out that the almost perfect match between the
experimental and numerical results with NaMo data for some alloy-
temper combinations may be somewhat coincidental, keeping in mind
that a number of assumptions have been made in the entirely numeri-
cally obtained results. In addition, the fact that the simulation of the
RHS profile introduces a number of interfering factors may contribute

Fig. 15. Scatter plots of (a) peak force from experiments and simulations using NaMo data and (b) with simulations using data from tensile tests. Scatter plots of (c)
mean force from experiments and simulations using NaMo data and (d) with simulations using data from tensile tests.

Fig. 16. Comparison of deformation patterns in experiment and simulation with NaMo data of AA6061-T6.
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to balance out potential errors caused by NaMo. Especially in the mean
force calculations, some discrepancies are seen to neutralize each other
and thus give better results than expected. However, when considering
the crushing of the RHS profiles, the results provided by the use of
NaMo are as accurate as those obtained based on tensile tests, sug-
gesting that other factors than the accuracy of the flow stress curve are
as crucial for the actual problem. One can justify the use of NaMo for
this application provided that the energy absorption and folding process
are of main interest and that failure plays an insignificant role.

6. Concluding remarks

In this paper, nanostructure-based FE simulations of quasi-static
axial crushing of rectangular hollow section profiles made of AA6063,
AA6061 and AA6110 in tempers T6, T7 and O have been evaluated. The
nanostructure model NaMo was employed to obtain the flow stress
curves, where the chemical composition and thermo-mechanical his-
tory are used as input. The flow stress curves were then transferred to
the IMPETUS Afea Solver used to simulate the quasi-static axial
crushing tests. A refined finite element model was employed to reduce
discretization errors and enable validation of the NaMo simulations. To
evaluate NaMo for the actual application, tensile tests were conducted
to obtain calibrated flow stress curves and these were employed in
additional simulations of the quasi-static axial crushing tests. For vali-
dation purposes, an experimental program on crushing of RHS profiles
was conducted with two repetitions of each alloy-temper combination,
resulting in 27 tests. The parallel tests demonstrated excellent repeat-
ability, which was substantiated by the conformity in the force-dis-
placement curves.

When comparing the numerical results obtained with NaMo data to
the experimental results, provided as force-displacement curves, peak
and mean force scatter plots, an excellent overall agreement was found,
taking into consideration that no experimental data were used to cali-
brate the material model. Excellent agreement was also found by visual
inspection of the deformation of the profiles. However, some dis-
crepancies were observed when inspecting the bottom part of the pro-
files seen from below, indicating among others that friction between the
rigid parts and the profile may not be correctly described for all alloy-
temper combinations by a constant friction coefficient. The perfor-
mance of the FE model was deemed good as the number and magnitude
of peaks in the force-displacement curves were adequately predicted,
combined with the excellent correspondence in the deformation pro-
cess. The simulations with flow stress curves based on tensile test data
exhibited about the same level of accuracy as those based on NaMo
data. The MAPE of the peak force was about 10% for the two sets of
simulations, while the MAPE of the mean force was around 8% and
10% for the simulations based on NaMo data and tensile test data,

respectively.
The performance of the nanostructure model NaMo has been as-

sessed in this study. The results show that we can predict quasi-static
axial crushing of RHS profiles made of AA6xxx aluminium alloys with
good accuracy, without carrying out a single material test. The ro-
bustness of the model is verified by employing materials with different
chemical composition and thermo-mechanical history. The capability of
the model to predict the material behaviour of an alloy based on its
chemical composition and the thermo-mechanical history, makes it
useful for developing tailored alloys and reducing the need for

Fig. 17. Comparison of force-displacement curves between experiment and si-
mulation with NaMo data of AA6061-T6 where the markers conform with the
displacements in Fig. 16.

Fig. 18. Comparison of the deformation patterns of the bottom part of the
profiles in experiments and simulations (based on NaMo data) as seen from
below.
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expensive and time-consuming test programs in design of aluminium
structures made of 6xxx alloys.
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A B S T R A C T

This study investigates the structural response of blast-loaded aluminium plates with pre-cut slits. The 1.5 mm
thick plates were tested after three different heat-treatments and with four different pre-cut slit geometries at
two different blast intensities in a shock tube facility. By varying the number and orientations of the pre-cut slits,
different crack patterns and failure modes were obtained in the plates, and it was found that the blast resistance
of the plate was markedly affected by the design of the defects. The heat-treatments of the aluminium plates
resulted in materials with different strength, work-hardening capacity and ductility, which made it possible to
study the influence of these material characteristics on the structural behaviour. It was found that the heat-
treatment affected the crack propagation and thus the blast resistance of the plates, whereas the failure mode
was not significantly altered. High-speed cameras synchronised with pressure sensors recorded the blast event,
and were together with 3D-DIC measurements and 3D-scans used to reveal the dynamic response of the plates.
Quasi-static tensile tests were conducted to calibrate the parameters of the modified Johnson-Cook constitutive
model and the Cockcroft–Latham failure criterion. Finite element models of the plates were made in Abaqus/
Explicit and used in a sensitivity study to investigate the influence of element size and meshing technique on the
predictions of crack propagation. Based on the sensitivity study, simulations of the blast experiments were
performed using a randomly generated mesh of hexahedral solid elements with a characteristic element size of
0.5 mm. The finite element simulations were able to predict the initiation of failure correctly, even though the
subsequent crack propagation was not accurately predicted in all cases.

1. Introduction

Considerable research already exists on metallic plates subjected to
blast loading. However, the literature on blast-resistance of metallic
plates with geometrical defects is rather scarce. Among the different
blast events, the one where the blast load is accompanied with frag-
ments is assumed to be the most detrimental [1,2]. These fragments
may perforate the structure, and thereby reduce the capacity sig-
nificantly. This combined effect is important to include in the design of
blast-resistant structures. A possible way to investigate this problem is
to inflict damage to the structure prior to the blast load, in an attempt to
mimic the effect of perforation by fragments. In addition to this geo-
metrical effect, the dynamic response of blast-loaded plates may be
highly dependent on material properties such as strength, work-hard-
ening capacity and ductility. With this as a background, the main ob-
jective of this study is to investigate the structural response of blast-
loaded aluminium plates with different geometrical defects and heat-

treatments.
Rakvåg et al. [3] subjected steel plates with four different pre-cut

hole geometries, i.e., squares, circles, diamonds and slits, to blast
loading. The pressure magnitudes in these tests were not sufficient to
initiate fracture in the plates, but revealed a difference in the deflection
of the plates for the different pre-cut geometries. Lagrangian and cou-
pled Eulerian–Lagrangian finite element (FE) simulations were con-
ducted to study the fluid-structure interaction (FSI) effect. The La-
grangian FE simulations were overall in good agreement with the tests,
but the deformation in the vicinity of the pre-cut holes was not accu-
rately predicted. By including the FSI effect in the coupled FE simula-
tions, the local deformation increased compared to the Lagrangian FE
simulations, and revealed that the pressure around the pre-cut holes
was higher than for the rest of the plate. The FE simulations further
showed that the configuration with pre-cut slits resulted in twice as
high levels of equivalent plastic strain locally as the configuration with
circular holes. This suggested that plates with pre-cut slits were more
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susceptible to fracture than the other pre-cut geometries tested. Li et al.
[4] subjected plates with three different pre-cut hole geometries to blast
loads from different charges of TNT. For two of the configurations
(square and circular holes), no fracture was observed in any of the tests,
while for the configuration with diamond-shaped holes, fracture was
observed in all tests. This substantiates the conjecture by Rakvåg et al.
[3] that the shape of the pre-cut holes is important for fracture. Aune
et al. [5] studied steel plates with and without pre-cut square holes
subjected to blast loading. The plates were tested at four different
pressure magnitudes, resulting in no fracture at the lowest pressure and
complete failure at the highest pressure for the plates with pre-cut
holes. In the tests at the two intermediate pressures, cracks initiated at
the corners of the holes and propagated towards the centre and the
corners of the plate. For the plates without pre-cut holes, fracture was
not found in any of the tests at these pressures. Lagrangian FE simu-
lations with a refined mesh were able to predict the damage evolution,
but the plate deflection was overestimated in some cases. Zhang et al.
[6] investigated I-core sandwich panels subjected to combined blast
and fragment loading. Pre-fabricated fragments and high explosives
were used to generate the load, and the results were compared to tests
where only high explosives were used. It was reported that the damage
caused by the combined blast and fragment loading was more severe
and led to perforations of the panels, reducing the capacity sufficiently
to enable tearing as the failure mode.

Mode I tearing of ductile metal plates has been studied in e.g. [7] by
use of a cohesive zone model, accounting for the dependence of the
cohesive tearing energy on the failure process. The results demon-
strated that the model was able to capture initiation and propagation of
a crack in a 10mm thick AA5083 H116 edge-notched plate. El-Naaman
and Nielsen [8] focused on the fracture surface of ductile metal sheets
subjected to tearing, where two different specimens were tested under
global mode I loading. Emphasis was put on understanding the alter-
nating slant fracture phenomenon, which was observed in some tests.
The physical mechanisms governing the different fracture modes were
assumed to be the interplay between the initial porosity, the void nu-
cleation/growth rate and the necking process.

The literature on blast-loaded plates mostly focuses on the loading
and/or the structural response, while effects related to the material
properties of the target are rarely studied in detail. McDonald et al. [9]
and Langdon et al. [10] studied the behaviour of different steel plates
subjected to localized blast loading. The strength and ductility of the
materials differed considerably and the plates were tested with varying
thicknesses and planar dimensions. The tests were done using high
explosives where the charge mass, diameter and stand-off distance were
varied to obtain different load conditions. Ductility was pointed out as
an important property to prevent rupture of the plates and the results
suggested that there was a correlation between energy absorbing cap-
ability, fracture mode and blast performance. However, they were not
successful in correlating material properties with the rupture strength.

In contrast to blast loading, the effects of material properties for
ballistic impact have been studied in numerous cases. Børvik et al. [11]
showed that the ballistic limit velocity is a linear function of the yield
strength for steel targets, while Holmen et al. [12] showed that strength
is the governing material parameter regarding perforation resistance for
aluminium plates when struck by small-arms bullets. This was ex-
plained by the highly localized process taking place when a small-arms
bullet perforates a target plate. However, studies with larger projectiles
at lower velocities suggest that there is a combined dependence of both
strength and ductility (see e.g. [13] and [14]), and under certain

conditions materials with lower strength and higher ductility may
perform better than materials with higher strength and lower ductility
[15]. Granum et al. [16] studied quasi-static axial crushing of alumi-
nium profiles made of three different alloys in three different temper
conditions, where strength, ductility and work-hardening varied among
the alloys and tempers. The energy absorbing capability was found to
mainly depend on the strength of the material. However, ductility is
important to avoid peeling and fragmentation of the component which
will reduce the energy dissipation.

In this study, the structural response of AA6016 aluminium plates
with different pre-cut slits and heat-treatments subjected to blast
loading was investigated experimentally and numerically. By varying
the number and orientation of the pre-cut slits, different crack patterns
and failure modes were obtained in the plates. The heat-treatment of
the aluminium plates to tempers T4, T6 and T7 gave materials with
different strength, work-hardening capacity and ductility, and thus the
influence of these material characteristics on the structural response
could be investigated. In the experiments, high-speed imaging, digital
image correlation and 3D scanning were used to unveil the displace-
ment fields, crack propagation and failure modes of the plates. Explicit
finite element simulations of all the tests were performed with Abaqus/
Explicit using solid elements to discretise the geometry. The mesh size
and meshing technique were investigated in a sensitivity study. The
modified Johnson-Cook model was used to describe the elastic-ther-
moviscoplastic behaviour of the aluminium alloy, whereas damage
evolution and fracture were modelled by the Cockcroft–Latham cri-
terion combined with element erosion. Uniaxial tensile tests were
conducted to calibrate the parameters of the material model for each
temper. In the numerical study, the main emphasis was put on the si-
mulation model's ability to predict the crack propagation and the
failure modes observed in the experiments.

2. Materials

The received plates had dimensions 625mm×625mm×1.5mm.
They were cut from larger rolled and heat-treatable AA6016 plates
produced and delivered by Hydro Aluminium Rolled Products. The
chemical composition of the alloy is given in Table 1. The AA6016 alloy
is much used by the automotive industry due to its good formability,
good strength and high corrosion resistance. It is particularly suited for
car-body components where long and high temperature paint-bake
cycles may occur [17]. The plates were received in three different
tempers, i.e., the naturally aged T4 temper and the artificially aged T6
and T7 tempers. To obtain the T4 temper, the material was solution
heat-treated at 530 °C, forced air cooled, pre-baked at 80 °C and finally
naturally aged to a substantially stable condition. The peak strength T6
temper was obtained by aging at 185 °C for five hours and the overaged
T7 temper by aging at 205 °C for 24 hours after solution heat-treatment
and forced air cooling.

A plate in each temper was used to manufacture specimens for
tensile tests. Dog-bone specimens with 70mm length, 12.5 mm width
and 1.5mm thickness of the gauge section were cut from the plates with
orientations 0°, 45° and 90° to the rolling direction. A sketch of the
geometry of the specimen can be found in [18]. The thickness of each
specimen was measured at three different positions along the gauge
section. Three tests for each temper and orientation were conducted,
resulting in a total of 27 tensile tests. The tensile tests were conducted
in an Instron 5982 universal testing machine with a 100 kN load cell at
an initial strain rate of × − −5 10 s4 1. The force was recorded by the load

Table 1
The chemical composition of AA6016 in wt%.

Si Mg Fe Cu Mn Cr Zn Ti Al

1.3160 0.3490 0.1617 0.0081 0.0702 0.0025 0.0084 0.0175 Balance
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cell and a camera oriented perpendicularly to the specimen captured
pictures synchronized with the force measurements at 1 Hz. All speci-
mens were spray-painted with a speckle pattern to enable 2D-DIC to
track displacements by use of the in-house DIC-code eCorr [19], and the
elongation was measured by use of a virtual extensometer with a length
of approximately 50mm.

The force–displacement curves until fracture from representative
tests in the three directions are shown in Fig. 1(a). Negligible aniso-
tropy is seen with respect to the flow stress, while the elongation to
fracture is found to vary both within and between directions. Ductility
is as expected seen to vary between the three heat-treatments, visua-
lized by the drop in stress level at the tail of the curves. The calibration
of the hardening parameters was based on the representative test in the
rolling direction for each temper. Plots of the engineering stress-strain
curves from the experimental tests and the simulations are shown in
Fig. 1(b), where the circle denotes the assumed point of fracture based
on the experimental results. The details of the calibration of the con-
stitutive relation and the failure criterion used in the finite element
simulations are given in Section 5.2.

As evident from Fig. 1(a), the flow stress was practically the same in
the tensile tests in the 0∘, 45∘ and 90∘ directions of a given temper, with
a maximum deviation of 3%, which implies that the strength anisotropy
of the rolled AA6016 alloy is negligible. To evaluate the anisotropy in
plastic flow, the Lankford coefficients Rα were calculated for each of the
tensile tests, where α denotes the angle with respect to the rolling di-
rection. A virtual extensometer was employed in the post-processing of
the DIC results to measure the strain in the width direction of the
specimen and the Lankford coefficient was calculated by assuming
plastic incompressibility. Obtained Lankford coefficients are listed in
Table 2, where they reveal some variation in the plastic flow with
tensile direction. The Lankford coefficient is consistently somewhat
higher in the rolling direction than in the two other directions, but less
than unity in all cases. These results indicate that the material has a
moderate anisotropy in plastic flow, where the tendency for plate
thinning is stronger than for isotropic materials.

Diffuse necking in the tensile tests in the rolling direction was found
to occur at plastic strains of 0.216, 0.119 and 0.066 for tempers T4, T6
and T7, respectively. The Considère criterion, given as =σ ε σd /d p ,
predicts diffuse necking at plastic strains of 0.239, 0.135 and 0.079

based on calibrated flow stress curves for the same tempers.
Accordingly, the Considère criterion is seen to consistently overestimate
the strain at diffuse necking for the actual materials. However, it is seen
from Fig. 1(b) that the engineering stress-strain curves are described
with good accuracy also in the post-necking region by the calibrated
plasticity model.

3. Blast tests

3.1. SIMLab Shock Tube Facility

The blast testing of the aluminium plates was conducted in the
SIMLab Shock Tube Facility (SSTF) at NTNU. A detailed description of
the SSTF as well as an evaluation of the facility can be found in Aune
et al. [20], while a general overview of the SSTF and its components is
shown in Fig. 2. The tube is made of stainless steel and is divided into
three main parts. At the left end, a high-pressure chamber denoted the
driver section is located, which by use of removable aluminium inserts
has a length of 0.77m in this study. The driver section is divided from
the rest of the tube by the firing section, which consists of several in-
termediate chambers separated by diaphragms. A 16.20m long low-
pressure chamber denoted the driven section follows the firing section,
and the test specimen is mounted at the right end of this section. The
intention of the multiple chambers in the firing section is to create a
step-wise pressure gradient between the driver and driven sections. The
pressure in the driver section is then released by a controlled venting of
the intermediate chamber closest to the driver section, causing the
diaphragms to rupture one after the other. By keeping the length of the
driver section short compared to the driven section, the resulting
pressure waves will take on the characteristic form of a blast wave si-
milar to that in a free-field air blast explosion [20,21].

The test specimen is attached to the flange of the tube by use of two
clamping frames and twelve M24 bolts, see Fig. 3(a), in an attempt to
achieve fixed boundary conditions. All plates tested were mounted with
the rolling direction vertically. The planar shock wave impacts the plate
where the exposed area corresponds to the internal cross-section of the
driven section, viz. 0.3 m×0.3m. Upstream the driven section, two
pressure sensors denoted Sensor 1 and Sensor 2 are located 0.245m and
0.345m from the test specimen, respectively. These sensors are used to
measure the velocity of the incoming shock front and to estimate the
reflected pressure-time history on the target during testing. The test
specimen is surrounded by a dump tank with windows on each side,
allowing high-speed cameras to record the test. Two Phantom v1610
high-speed cameras were positioned in a stereovision setup, recording
the blast event at 24 000 fps with an image size of 768× 800 pixels.
The testing was conducted in two parts, and prior to the second part the
high-speed cameras were upgraded to Phantom v2511. In the sub-
sequent tests, the events were recorded at 37 000 fps. The images were

Fig. 1. (a) Force–displacement curves from representative tests in each direction, and (b) engineering stress-strain curves from experiments and simulations. .

Table 2
Lankford coefficient Rα from representative tensile tests.

R0 R45 R90

T4 0.58 0.45 0.44
T6 0.69 0.48 0.55
T7 0.77 0.57 0.62
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synchronized with the pressure-time measurements from Sensor 1 and
Sensor 2 in all tests. Three-dimensional digital image correlation (3D-
DIC) analyses were conducted using the high-speed camera images and
the in-house DIC code eCorr [19]. The stereovision setup was calibrated
prior to testing by a pre-calibrated cylinder with a diameter of 80mm
and a checkerboard pattern printed on the surface. In total, five pictures
with varying position of the cylinder were used in the calibration
process. Out-of-plane displacements were calculated based on the
image sets from the synchronized cameras, comparing the relative
displacement of the plate at the deformed state to an undeformed re-
ference state. A detailed description of the calibration procedure is
found in [20]. Prior to each test, the plate was spray-painted with a
speckle pattern required for the DIC analyses. A template was used to
apply a black speckle pattern with a size distribution in the range of
2–4mm, equivalent to 3.4–6.7 pixels. The axial movement of the entire
tube was also measured by 3D-DIC and accounted for in the results from
the DIC measurements of the plates.

3.2. Blast test programme

The experiments in part one of the blast test programme consisted of
plates in temper T4 tested at firing pressures of 1.0 and 1.5MPa. Four
different slit geometries with a width of 0.1 mm were pre-cut in the
plates by use of wire erosion before testing. The heat that arises during
wire erosion may locally affect the material properties near the slits, but
this effect is assumed small and will not be considered in the following.
The different slit geometries are shown in Fig. 3(b). The objective was
to investigate the influence of the slit geometry on the structural

response and failure mode of the plates. Based on that, two of the tested
geometries were selected for part two of the study. In this part, plates
with the selected slit geometry in tempers T6 and T7 were tested at
similar firing pressures. The objective was to study the influence of
strength, work-hardening capacity and ductility on the structural re-
sponse and failure mode of the plates. An overview of the blast test
programme is shown in Table 3, where each test is given an ab-
breviation used in the rest of the study. A total of 16 blast tests were
conducted, 8 in each part. The abbreviation reads X–Y–Z–W in which X
denotes the temper, Y provides the number of slits, Z represents the
orientation of the slits and W indicates the intended firing pressure in
MPa in the driver section. Note that Y is omitted in the cases of only one
slit in the centre of the plates.

Fig. 2. Overview of the SIMLab Shock Tube Facility (SSTF) [5,20].

Fig. 3. Sketch of (a) plate and clamping frame, and (b) blast exposed area of the plates depicting the four pre-cut slit(s) geometries. Measures are in mm.

Table 3
Overview of the blast test programme.

Firing pressure
[MPa]

1.0 T4-4-HV-1.0 T4–4-45-1.0 T4-HV-1.0 T4-22.5–1.0
T6-4-45-1.0 T6-22.5-1.0
T7-4-45-1.0 T7-22.5-1.0

1.5 T4-4-HV-1.5 T4-4-45-1.5 T4-HV-1.5 T4-22.5-1.5
T6-4-45-1.5 T6-22.5-1.5
T7-4-45-1.5 T7-22.5-1.5
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4. Experimental results

4.1. Effect of slit geometry

Fig. 4 shows the final deformed state of the plates in temper T4 with
only one slit at the two firing pressures. By inspection it is evident that
the plate with the slit rotated 22.5° experienced more fracture and crack
propagation than the plate where the slit was oriented along the hor-
izontal and vertical axes. The difference is less pronounced at the lowest
firing pressure, where both slit configurations experienced minor crack
propagation along the slit directions. However, for the highest firing
pressure there is a clear difference, where the integrity of the plate is
completely lost in the T4-22.5-1.5 test. The crack paths are curved and
seemingly seeking towards the corners of the plate, resulting in com-
plete failure of this plate. These crack paths are assumed affected both
by the geometry and the boundary conditions of the plate. In the T4-
HV-1.5 test, the cracks are seen to propagate along the slit directions in
a similar way as for the lower firing pressure. However, compared to
the T4-22.5-1.5 test the cracks are arrested before complete rupture is
reached. In all tests, the slits in the pre-cut plates deform into petals,
where flaps in the vicinity of the slits are folded and the pressure is
partially vented through the resulting opening.

In Fig. 5, the deformed state of the plates with four slits is shown
1.5 ms after impact of the blast wave. Three of the four tests are close to
complete rupture, while the last only experienced minor crack propa-
gation. The effect of the orientation of the slits seems negligible at the
highest firing pressure, considering that both plates experienced com-
plete failure. However, there is a considerable difference at the lowest
firing pressure. The failure patterns for the two T4-4-HV tests are si-
milar, where the cracks propagated in the slit directions. The main
differences between these two tests based on the observations in Fig. 5

are the slightly more extended cracks in the T4-4-HV-1.5 test and the
out of plane displacement of the centre square of the plate. In both tests
the failure pattern is the same, where the centre square of the plate is
torn out and the remainder of the plate is folded around the clamping
frame. In contrast, the two T4-4-45 tests exhibit differences between the
two firing pressures. For the lowest firing pressure, only minor crack
propagation and petal formation around the slits are observed, whereas
for the highest firing pressure cracks propagate between the slits, re-
sulting in the centre part of the plate being torn out, forming a cross.
Cracks propagate from the slits oriented towards the corners of the
plate all the way to the boundary, and the remainder of the plate is
folded around the clamping frame. In the T4-4-45-1.0 test, both curved
and straight crack paths are seen, and no symmetry or system of the
crack paths was found. However, the T4-4-45-1.5 test exhibits an ap-
proximate doubly symmetric failure mode. From a blast protective
view, the fragment from the ejected part of the plate in the T4-4-HV
tests could be highly dangerous. In this respect, the slit geometry in the
T4-4-45 tests is preferable.

Based on these results, it is difficult to conclude on what is most
detrimental of increasing the number of slits or changing their or-
ientation, as both these changes proved to have a distinct impact on the
response. When the slits are oriented along the horizontal and vertical
axes, the results suggest that increasing the number of slits is more
detrimental and increases the amount of damage in the plate. However,
changing the orientation of the slits is also observed to play an im-
portant role, independent of the number of slits.

The pressure-time histories measured by the sensor closest to the
plate (Sensor 1) are plotted along with corresponding data from tests on
a massive steel plate (from Aune et al. [20]) in Figs. 6 and 7 for a firing
pressure of 1.0 MPa and 1.5MPa, respectively. Sensor 1 is positioned
245mm upstream the test specimen (Fig. 2), measuring both the

Fig. 4. Deformed state of plates in temper T4 with one slit after testing.
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incident and reflected shock waves. All data were filtered using a low-
pass Butterworth filter of 2nd-order with a cut-off frequency of −0.05 s 1

to remove noise in the recordings without altering the characteristic
shape of the pressure profiles. Note also that the pressure-time loading
in these tests are in the dynamic regime, indicating that the peak
pressure is the critical load parameter. As illustrated in the subplots in
the figures, the incident waves are nearly identical at similar firing
pressures, proving the repeatability of the test setup. The peak reflected
pressures are also similar. However, the pressure is in general higher for

the massive plate tests compared to the others due to FSI effects. This
was also observed by Aune et al. [5] for steel plates with pre-cut holes.
As expected, the reflected pressures vary among the different geome-
tries, which is related to the varying structural response of the plates
and FSI effects. For a firing pressure of 1.0 MPa, the T4-4-HV-1.0 test
stands out as the reflected pressure drops significantly compared to the
other tests, which show a similar decay of the pressure over time. This is
related to complete failure of the plate in the T4-4-HV-1.0 test, where
the pressure build-up in front of the plate is fully vented into the dump

Fig. 5. Deformed state of plates in temper T4 with four slits at 1.5 ms after impact.

Fig. 6. Pressure-time histories from Sensor 1 for the tests of plates in temper T4
with firing pressure of 1.0MPa compared with corresponding massive plate test
from Aune et al. [20]. The dashed line indicates the time of impact by the blast
wave on the plates.

Fig. 7. Pressure-time histories from Sensor 1 for the tests of plates in temper T4
with firing pressure of 1.5MPa compared with corresponding massive plate test
from Aune et al. [20]. The dashed line indicates the time of impact by the blast
wave on the plates.
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tank. For the remaining three tests, it is seen that the pressure-time
curves are shifted compared to the massive plate test, indicating that
even though an opening in the plate is created by folding of the flaps,
most of the pressure is reflected from the remaining surface of the plate.
In the T4-4-HV-1.0 test, the pressure goes below atmospheric pressure
at around =t 0.10 ms due to rarefaction waves, resulting in a suction in
the opposite direction. Among the tests at a firing pressure of 1.5MPa,
the T4-HV-1.5 test stands out as the shape of the curve is comparable to
the massive plate test, only shifted (Fig. 7). This means that the plate
appears to behave similarly as a plate without pre-cut holes and most of
the pressure is reflected, even though a substantial part of the original
surface is gone. This test is the only one where the cracks did not
propagate all the way to the boundary, which apparently is vital for the
pressure to be ventilated into the dump tank.

4.2. Effect of temper

Image series from tests on plates with different tempers are shown
in Figs. 8–11 at selected points in time. In general, the plates in tempers
T4 and T7 showed similar behaviour in the four different cases. These
tempers are closer in strength and ductility compared with the T6
temper that has higher strength and lower ductility, as will be shown in
Section 5.2.

The slit geometry demonstrating the largest difference between the
tempers is found in tests 4-45-1.0 (Fig. 8), where only the plate in
temper T6 experiences complete failure. The deformation is similar up
to =t 0.75 ms, but then an incipient crack in the horizontal direction
between the two upper slits is seen for the T6 temper, which is not
present in tests involving the other tempers. As the horizontal crack
merges the upper pair of slits, the centre part of the plate is torn out and
cracks propagate towards the corners of the plate. The plates in tempers
T4 and T7 exhibit a petal deformation around the slits towards the end
of the tests, but no prominent crack propagation is observed.

In the 4-45-1.5 (Fig. 9), 22.5–1.0 (Fig. 10) and 22.5–1.5 (Fig. 11)
tests, all three tempers gave similar global response, but there are

differences in terms of crack propagation between them. In the 4-45-1.5
tests (Fig. 9), the failure mode is similar among the tests and all plates
experience complete failure. Based on the high-speed camera images,
cracks initiate in all tests at =t 0.5 ms after impact by the blast wave. At=t 0.75 ms (not shown for brevity), two propagating cracks have
merged for the plate in temper T6 between the two upper slits, while
the plates tested in tempers T4 and T7 mostly experience petal forma-
tion around the slits. Even at =t 1.00 ms, no cracks have propagated
enough to merge for the plates in tempers T4 and T7, while for the plate
in temper T6 another pair of propagating cracks have merged between
the slits on the right-hand side. The same trend is also observed for the
cracks propagating along the diagonal towards the corners of the plate,
where it is clearly seen that the cracks in the plate in temper T6 are
longer than in the plates in tempers T4 and T7 at this point in time. At=t 1.25 ms after impact of the blast wave, the plates in all three tem-
pers have at least one pair of merged cracks and the centre cross is close
to being torn out. The differences between the three tempers are less
pronounced at this point in time, except for the cracks propagating
along the diagonals toward the corners of the plate. The plates in
tempers T4 and T7 seem to be more resistant against fracture, even
though at =t 2.00 ms the response is nearly identical between the tests.

Some of the trends observed for the 4-45-1.5 tests are also seen in
the 22.5-1.0 tests (Fig. 10). Based on the high-speed camera images,
cracks have initiated at t≈ 0.60ms after impact by the blast wave in all
tests. In the T6-22.5-1.0 test, the plate was mistakenly mounted so that
the slit was oriented in a positive angle as opposed to the other tests
with this geometry. This might have altered the results slightly and the
results are therefore not emphasized as much with respect to the ob-
served trends. However, by assuming an isotropic material, this implies
loading the plate from the opposite side compared to the negative slit
orientation. This geometry gave the least difference in response among
the tests in this part of the study. The cracks are observed to propagate
equally for all tempers at the selected points in time and the final de-
formation is similar from an overall point of view. Also in the 22.5-1.5
tests (Fig. 11) the crack propagation is initiated at t≈ 0.60ms for all

Fig. 8. Image series from the 4-45-1.0 tests at selected points in time.
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tempers, but already at =t 1.00 ms the cracks are considerably longer
in the plate in temper T6 than in the plates in tempers T4 and T7. This
difference increases towards the end of the tests, suggesting that the
speed of the propagating cracks is higher for the plate in temper T6 than
for the plates in tempers T4 and T7. By inspection of the high-speed

camera images, a difference in the crack propagation between the
plates in tempers T4 and T7 is observed, where the speed of the pro-
pagating cracks is slightly lower in the former. The main reason for this
is believed to be the high work-hardening capacity of AA6016 in
temper T4 (see Fig. 1).

Fig. 9. Image series from the 4-45-1.5 tests at selected points in time.

Fig. 10. Image series from the 22.5-1.0 tests at selected points in time.
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In all tests experiencing fracture, a slant fracture surface was ob-
served, making a 45° angle with the thickness direction of the plate. In
some tests, the alternating slant fracture phenomenon was observed,
where the slanted crack irregularly alternated between the two possible
shear bands forming in front of the crack tip [8].

4.3. 3D-scan and 3D-DIC

A ROMER Absolute Arm 7252SI, consisting of a probe and a laser
scanner, was used to scan the plates not experiencing complete failure
during testing. The probe was used to define the coordinate axes, while
the laser was used to scan the plates. The data were processed by the
software PC-DMIS and exported as point clouds and stereo-lithographic
files. In Fig. 12, 3D-scans of the three 22.5-1.0 tests are compared to
each other in terms of front and side images as well as contour plots of
the displacement fields. Despite the incorrect orientation of the slit in
the T6-22.5-1.0 test, the results can still be compared to the other test
results. By inspection of the images, one can see that the shape of the
opening differs between the tests. For the plate in temper T7, the
opening resembles a square, while for the plates in the two other
tempers the flaps have not folded as much, and the opening has more of
a star shape. In the plate in temper T6, the crack paths are more curved
than in the plates in tempers T4 and T7, where the crack paths are in
the directions of the slits. The length of the cracks was measured, re-
vealing that the plate in temper T6 has the longest crack paths with an
average length of 48.5 mm, while the plates in tempers T7 and T4 have
average crack lengths of 41.8mm and 39.5 mm, respectively. When
seen from the side, the plates in tempers T4 and T7 clearly experienced
more global deformation than the plate in temper T6, where the de-
formation is mainly localized near the slits. This is substantiated by the
contour plots of the deformation fields. For better comparison, the
range of the colour bar is the same for all the contour plots, and dis-
placements beyond 20mm have the same colour; hence the large areas
in dark red.

Fig. 13 displays the 3D-scans of the plates from the T4-HV-1.0, T4-

22.5-1.0 and T4-HV-1.5 tests. The same global response is observed for
the T4-HV-1.0 and T4-22.5-1.0 tests, namely a nearly linear increase in
deformation from the boundary towards the centre of the plate. The
plate in the T4-22.5-1.0 test folded more around the slits than the plate
in the T4-HV-1.0 test, where the opening at the centre of the plate is
more prominent. This is substantiated by the average length of the
crack paths, which was 39.5mm for the plate in test T4-22.5-1.0 and
26.3 mm for the plate in test T4-HV-1.0. The effect of increasing the
firing pressure is evident for the T4-HV tests, in which a larger opening
and an increased global deformation of the plate are seen for the
highest firing pressure. The average crack length is 73mm for the plate
in test T4-HV-1.5, i.e., almost three times longer than for the plate in
test T4-HV-1.0.

Displacement profiles across the centre of the plate were obtained
using 3D-DIC in the tests which did not rupture completely, i.e., tests
T4-4-45-1.0 and T7-4-45-1.0. The results are plotted in Fig. 14 at se-
lected points in time. From the figure it is seen that the displacement is
initiated at the boundary and moves towards the centre of the plate.
The displacement is consistently larger for the plate in temper T4 than
for the plate in temper T7, and this difference increases throughout the
test. At the end of the tests, the difference in mid-point deflection is
above 7mm, resulting in a relative percentage difference of 27.3%. The
same observation is made from the 3D-scan of the same plates, shown in
Fig. 15, where the difference in global deformation between the plates
is evident. By inspection of the contour plots, one can see that the flaps
next to the slits pointing towards the centre of the plate are more de-
formed than the others. This is also to some extent observed in the side
image of the plates. The average crack lengths are 14.3mm for the plate
in temper T4 and 10.4 mm for the plate in temper T7. However, the
difference in length between the longest and the shortest crack within a
plate is substantial for these two plates, i.e., 16mm and 13mm for the
plates in tempers T4 and T7, respectively. This is related to the varying
deformation of the flaps, where the cracks propagating from the slits
pointing towards the centre of the plate are consistently longer than the
other cracks.

Fig. 11. Image series from the 22.5-1.5 tests at selected points in time.
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5. Finite element model

5.1. Material description

The material behaviour is described by a modified version of the
Johnson-Cook constitutive model [22], where plasticity is defined by
the von Mises yield criterion, the associated flow rule, and a

constitutive relation in the plastic domain given as [23]= + + −σ σ R p p T( ( ))(1 ˙*) (1 * )c m
eq 0 (1)

where σeq is the von Mises equivalent stress, σ0 is the yield stress, R is
the hardening variable, p is the von Mises equivalent plastic strain,=p p p˙* ˙ / ˙0 is a dimensionless plastic strain rate, and ṗ0 is a user-defined
reference strain rate. The homologous temperature is given as

Fig. 12. 3D-scans of the deformed plates from the 22.5-1.0 tests: front image (top), side image (middle) and displacement field (bottom).

Fig. 13. 3D-scans of deformed plates in temper T4: front image (top), side image (middle) and displacement field (bottom).
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= − −T T T T T* ( )/( )r m r , where T is the temperature, Tr is the ambient
temperature and Tm is the melting temperature of the material. The
model parameters c and m govern the rate sensitivity and thermal
softening of the material, respectively. The hardening variable is de-
fined by an extended Voce hardening rule on the form∑ ∑= = − −= =R p R p Q C p( ) ( ) (1 exp( ))

i
i

i
i i

1

3

1

3

(2)

where Ri are hardening terms that saturate at different levels of plastic
strain. The hardening parameters Qi and Ci represent the saturation
value and the rate of saturation of the hardening term Ri, i.e., a high
value of Ci implies that the maximum value Qi is reached at a low strain
level and vice versa. It is assumed here that C1≥ C2≥ C3, so that the R1

saturates at the lowest strain level, R2 at an intermediate strain level,
and R3 at a high strain level. The change in temperature due to adia-
batic heating is calculated as

=T χ
ρc

σ p˙ ˙
p

eq
(3)

where ρ is the density, cp is the specific heat and χ is the Tay-
lor–Quinney coefficient.

Ductile fracture is modelled by the uncoupled damage evolution
rule proposed by Cockcroft and Latham [24], which reads∫ ∫= = + −+ ≤D

W
σ

W
σ L

L
σ1 dp 1 * 3

3 3
dp 1

p

I

p

c 0 c 0
2 eq

(4)

where D is the damage variable, Wc is the fracture parameter, σI is the
major principal stress and 〈 · 〉 are the Macaulay brackets:=x xmax( , 0). According to the Cockcroft–Latham criterion, damage
evolves for tensile stresses and is driven by the plastic work amplified
by a factor depending on the stress state. Fracture occurs when D
reaches unity. In the definition of the damage variable, the major
principal stress σI has been expressed in terms of the von Mises
equivalent stress σeq, the stress triaxiality σ* and the Lode parameter L,
where the latter two stress invariants are defined by

Fig. 14. Displacement profiles from the 4-45-1.0 tests on plates in tempers T4
and T7 at selected points in time. The times are given in ms.

Fig. 15. 3D-scans of deformed plates in temper T4 and T7 from the 4-45-1.0 tests: front image (top), side image (middle) and displacement field (bottom).
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= = − −−σ σ
σ
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I III

H

eq (5)

In Eq. (5), σ I≥ σII≥ σIII are the ordered principal stresses and= + +σ σ σ σ( )/3H I II III is the hydrostatic stress.
Assuming constant values of the stress triaxiality σ* and the Lode

parameter L, quasi-static loading conditions ( ≪p p˙ ˙0) and ambient
temperature ( =T Tr), a fracture surface =p p σ L( *, )f f can be com-
puted based on the damage evolution rule in Eq. (4). The fracture
surface is plotted in Fig. 16(a), while Fig. 16(b-d) shows fracture loci=p p σ( *)f f for three values of the Lode parameter for the three tem-
pers. The plotted fracture surface is based on the calibrated parameters
for AA6016 in temper T4, which will be discussed in the next section.
The topology of the fracture surface shows that for a given stress
triaxiality σ*, the highest and lowest values of the fracture strain pf are
obtained for generalized compression ( = +L 1) and generalized tension
( = −L 1), respectively, with generalized shear ( =L 0) giving inter-
mediate values. It is further seen that for a constant value of the Lode
parameter L, the fracture strain pf decreases monotonically with in-
creasing stress triaxiality. Finally, we note that as Wc is here taken to be
constant, the fracture strain pf increases for increasing temperature
(lower stress level) and decreases for increasing strain rate (higher
stress level) according to the damage evolution rule in Eq. (4) combined
with the modified Johnson-Cook plasticity model in Eqs. (1)–(3).

5.2. Calibration of model parameters

First, an initial estimate of the parameters (Q1, C1) and (Q2, C2) of
the two first terms R1 and R2 of the hardening variable R was obtained
for the three tempers in a spreadsheet based on a least square curve fit
to the experimental flow stress curves (see Fig. 17) up to necking. Only
a representative test in the rolling direction was used in the calibration,
and the parameters (Q3, C3) of the third hardening term R3 were set to
zero. Second, an FE model of the dog-bone specimen used in the tensile

tests was made in Abaqus/Standard. Symmetry was exploited so that
only one quarter of the specimen was modelled to save computational
time. The mesh consisted of 8-node trilinear bricks with reduced in-
tegration and hourglass control. The size of the elements in the gauge
region was 0.1875mm, giving eight elements over the thickness. Cali-
bration of the hardening parameters was done by the optimization tool
LS-OPT [25], where sequential simulations on the same model were run
with different choices of the hardening parameters. The parameters
obtained from the initial curve fit up to necking were used as starting
values. In the optimization process, the parameters (Q1, C1) of the first
term R1 were fixed, while the parameters (Q2, C2) and (Q3, C3) of the
two remaining terms R2 and R3 were allowed to change. The measured

Fig. 16. a) Fracture surface =p p σ L( *, )f f of the Cockcroft–Latham failure criterion as a function of the stress state in terms of stress triaxiality, σ*, and Lode
parameter, L, for temper T4 and b) - d) fracture loci =p p σ( *)f f at selected values of the Lode parameter: generalized tension, = +L 1, generalized shear, =L 0, and
generalized tension, = −L 1 for tempers T4, T6 and T7, respectively.

Fig. 17. Experimental and calibrated flow stress curves in terms of the
equivalent stress σeq and the equivalent plastic strain p based on the uniaxial
tensile tests up to necking.
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engineering stress-strain curves to fracture were used as target curves in
the optimization (Fig. 1(b)). A genetic algorithm in LS-OPT was applied
in the optimization, where 100 equidistant regression points were used
in the calculation of the mean square error to ensure a good fit in all
parts of the engineering stress-strain curve. The hardening parameters
were found by minimizing the mean square error and are given in
Table 4. The experimental and calibrated flow stress curves up to
necking are plotted in Fig. 17, whereas Fig. 1(b) shows the experi-
mental and simulated engineering stress-strain curves for the three
tempers. Good agreement is also found in the post-necking part of the
engineering stress-strain curve, which indicates that the extrapolation
of the flow stress curve beyond necking shown in Fig. 17 is sufficiently
accurate.

The Cockcroft–Latham failure criterion was also calibrated based on
numerical simulations of the tensile tests. The FE model was identical to
the one used in the calibration of the extended Voce hardening rule,
except for the characteristic element size that was increased to 0.5mm,
coinciding with the mesh size used in the subsequent blast simulations.
The equivalent plastic strain p was extracted from the element exposed
to the largest plastic strain in the simulations. This element was in the
through-thickness centre of the specimen, which was also the element
that exhibited the highest value of the damage variableD. The fracture
strain pf was determined based on the measured force–displacement
curves, where the point of fracture was set to match the anticipated
point of fracture from the experimental curve, as visualized in Fig. 1(b).
The fracture parameter Wc was calculated based on the stress and

plastic strain history in the critical element as∫=W σ dp
p

Ic
0

f

(6)

The resulting values of the fracture parameter Wc are compiled in
Table 4 for all three tempers, showing that tempers T4 and T7 have
significantly better ductility than temper T6, which has the highest
strength. The slight deviation in elongation to fracture between the
three repeat tests indicates some uncertainty in the calibrated value
ofWc, which could affect the numerical results obtained in the simu-
lations of the blast tests. The fracture strain pf obtained in the simula-
tion of the tension test was 0.59, 0.44 and 0.77 for tempers T4, T6 and
T7, respectively, which quantifies the difference in ductility between
the three materials.

The strain-rate sensitivity of AA6016 was not examined in this
study, but the rate sensitivity of 6xxx aluminium alloys has been ex-
tensively studied in the literature. The degree of strain-rate sensitivity
has been reported to increase for decreasing material strength or for
increasing purity [26]. Chen et al. [27] studied the strain rate sensi-
tivity of extruded AA6082 and AA6060 in temper T6 at strain rates up
to −1000 s 1. Calibration of the strain rate parameter c resulted in values
of 0.0015 and 0.0038 for the two alloys, respectively, which implies
that the strain rate sensitivity is practically negligible. Vilamosa et al.
[28] studied three 6xxx alloys at various strain rates and temperatures.
A low strain-rate sensitivity was reported for the tested alloys at room
temperature, substantiating the findings in [27]. Based on these find-
ings, the strain-rate parameter c was set to 0.001 in all simulations in
this study. The reference strain rate was set to = × − −ṗ 5 10 s0

4 1, co-
inciding with the initial strain rate in the uniaxial tensile tests. The
parameter controlling the thermal softening m was set to 1, indicating a
linear reduction in strength with increasing temperature. The effect of
including adiabatic heating was investigated by also running simula-
tions assuming isothermal conditions, and the effect was found to be
minor in this particular study. All material parameters used in the si-
mulations are presented in Tables 4 and 5, where the parameters not
calibrated from the tensile tests are taken from the literature as stan-
dard values for aluminium.

5.3. Simulation procedures

The FE simulations of the plates subjected to blast loading were

Table 4
Model parameters for the AA6016 plates in the three tempers.

Temper σ0 (MPa) Q1 (MPa) C1 Q2 (MPa) C2 Q3 (MPa) C3 Wc (MPa)
T4 112.46 78.64 32.80 109.80 4.94 325.69 0.50 181.82
T6 238.25 11.18 539.62 46.32 24.71 398.37 0.83 155.05
T7 149.20 5.89 1989.17 47.32 48.47 60.36 3.73 186.08

Table 5
Material constants for aluminium alloys taken from the literature.

E (GPa) ν ρ (kg/m3) ṗ0 (s-1) c Tr (K) Tm (K) m cp (J/
kgK)

χ

70 0.3 2700 × −5 10 4 0.001 293 923 1.0 910 0.9

Table 6
Parameters of the Friedlander equation determined from the pressure mea-
surements from massive plate tests [20].

Test Pr, max [kPa] +td [ms] b

M-1.0 446.2 35.4 1.571
M-1.5 606.6 44.1 2.025

Fig. 18. A segment of a structured mesh (left) and a random mesh (right) used in the numerical simulations.
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conducted using Abaqus/Explicit. A user-defined subroutine (VUMAT)
was employed to include the modified Johnson-Cook constitutive re-
lation and the Cockcroft–Latham failure criterion in the solver. To save
computational time and keep the complexity of the model reasonable,
only the blast loaded area of the plate was modelled. The outer
boundary of the plate was fixed against displacements to mimic the
effect of the clamping plates. The simulations were run with 8-node
brick elements with reduced integration and hourglass control. A
random generated sweep mesh and a structured mesh, both with a
characteristic element length of 0.5mm, were used in the simulations,
resulting in three elements over the plate thickness. Two-fold in-plane
symmetry was utilized when the initial geometry of the plate allowed

for it. The quarter model consisted of about 270 000 elements, while
the full model involved roughly 1 000 000 elements. The slits were
modelled star-shaped, where each end-point of the slits was modelled
with a single node. The width of the slit then increased towards the
centre to 0.1mm. This modelling option has the advantage of making
the meshing of the plate more feasible as well as avoiding bad aspect
ratios and distortions of elements near the slits. Contact was omitted as
only the blast exposed area was modelled and self-contact only oc-
curred at the very last part of the deformation process in some few
simulations.

The blast load was applied as a tabulated pressure, where the
pressure-time histories were taken from massive plate tests, having

Fig. 19. Damage evolution in simulation of test T4-22.5-1.5 with a structured mesh (left) and a random mesh (right).

Fig. 20. Comparison between experiments and simulations of plates in temper T4. All images are taken 1.25ms after impact by the blast wave.
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pressure sensors mounted directly on the plate [20]. These pressure-
time histories were used to determine the parameters of the modified
Friedlander equation, given as

⎜ ⎟ ⎜ ⎟= ⎛⎝ − − ⎞⎠ ⎛⎝− − ⎞⎠ ≤ ≤+ + +P t P t t
t

b t t
t

t t t( ) 1 exp ( ) ,r r max
a

d

a

d
a d,

(7)

where Pr, max is the peak reflected overpressure, ta is the time of arrival
of the blast wave at the plate, +td is the duration of the positive phase,
and b is the exponential decay coefficient. The parameters of the
Friedlander equation were obtained by Aune et al. [20] and are given in
Table 6. Fracture of the plate was modelled by element erosion, and
elements were removed from the mesh when the damage variable D in
the integration point reached unity.

6. Numerical results

6.1. Parameter study

An initial mesh sensitivity study was conducted to ensure that the
discretization of the plate was sufficient. The number of elements over
the thickness was varied from three to six, using an element aspect ratio
close to unity. Three elements over the thickness proved to give suffi-
cient accuracy at an acceptable computational cost and was used in the
rest of the study. However, analyses with a refined mesh were run in
cases where the initial model struggled to replicate the experiment, to
investigate if this resolved the discrepancies.

Additionally, the design of the element mesh was investigated,
where both a structured and a randomly generated mesh were applied.
The difference between the two meshes with a characteristic element

size of 0.5 mm is depicted in Fig. 18. Since element erosion is used to
describe fracture in the plates, the design of the mesh plays a significant
role in determining the crack path. In simulations with a structured
mesh, it was evident that the propagating cracks were aligned with the
mesh. This proved to be especially important when the slits were not
aligned with the mesh, resulting in a higher resistance against crack
propagation than when the slits were aligned. Fig. 19 shows how the
mesh designs in Fig. 18 affect the damage evolution and crack propa-
gation in the plate when plotted on the undeformed geometry. Here, a
red colour indicates a failed element. Overall, it was found that the
desired crack path could to some extent be achieved by altering the
mesh. The best way to minimize this effect of element erosion is to
refine the mesh sufficiently, but this is not feasible as the computational
cost becomes too high. Thus, in an attempt to avoid the mesh design
effect and to ensure trustworthy results, a randomly generated mesh
was used in this study.

6.2. Blast simulation results

A comparison between experiments and simulations for plates in
temper T4 is shown in Fig. 20. All images are taken 1.25ms after impact
by the blast wave. By inspecting the figure, it is evident that the nu-
merical model is able to replicate most of the tests with reasonable
accuracy. However, if studied in detail, some discrepancies are found.
The simulation of test T4-4-45-1.5 deviates the most from the experi-
ment, where the failure mode is incorrectly predicted. The mesh de-
pendence was investigated by running a simulation where the mesh was
refined to six elements over the thickness, resulting in a characteristic
element size of 0.25mm and almost 2.7 million elements. However, the

Fig. 21. Comparison between experiments and simulations of plates in tempers T6 and T7. All images are taken 1.25ms after impact by the blast wave.
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same failure mode was predicted as in the coarser mesh, and only
marginal differences were observed between the two simulations. In the
Lagrangian FE simulations applied here, the pressure from the blast
wave was applied perpendicularly to the front surface of the plate, in-
dependent of its displacement, which implies that the pressure loading
is overestimated as the plate fails and undergoes large displacements. In
the experiments, the pressure is vented into the dump tank when the
plate fails and the resultant pressure load on the plate is reduced. In
simulations with the highest firing pressure, this artificial overloading is
the main source of error, as it accumulates error as the plate deforms.
This is especially evident in the last frames of the simulations, where
the flaps have folded considerably more than in the experiment. If a flap
is sufficiently deformed, one may end up in a situation where the load is
acting in the opposite direction of the initial blast load. To enable more
accurate prediction of the final shape of the plates, one possibility is to
perform fully coupled FSI simulations. Another approach could be to
manipulate the pressure load to only account for the component in the
initial blast load direction.

Fig. 21 compares the deformed configurations of the plates in
tempers T6 and T7 obtained in the experiments and simulations for
firing pressures of 1.0 and 1.5MPa. The simulation of test T6-4-45-1.0
was not able to predict the failure mode that occurred in the experi-
ment, and only minor cracking was seen in the simulation. The cracks in
the simulation propagated in the directions of the diagonals, similar to
what was observed in the simulation of test T4-4-45-1.0. Cracks in-
itiated at the same point in time in both the simulation and experiment,
but already at =t 1.00 ms discrepancies were observed as two propa-
gating cracks had merged in the experiment but not in the simulation.
The simulation of test T6-22.5-1.0 was, on the other hand, in good
agreement with the experiment, where the flaps were folded at the
correct point in time. As already mentioned, the failure pattern in the
experiments of tests T4-4-45-1.5 and T6-4-45-1.5 were similar, and
once again the simulation of the latter test gave a different failure mode

than what was observed in the experiment. In the simulation, cracks
propagated along the diagonals of the plate and the petals were folded
around each side of the plate. In the experiment, indications of crack
propagation along the diagonals towards the centre of the plate were
seen, but the growth of these cracks were halted as cracks propagated
between the slits, resulting in the centre of the plate being torn out with
the shape of a cross. When comparing the simulations of tests T6-4-45-
1.5 and T4-4-45-1.5, the difference in velocity of the growing cracks is
correctly predicted, where in the latter the plate is seemingly more
resistant to crack propagation. Among the three tests in the 4-45-1.5
plate configuration, the structural response between tempers T4 and T7
was similar. However, simulations of the same tests predict that the
response between tempers T6 and T7 were similar. In the simulation of
test T6-22.5-1.5, the response was well predicted up to =t 1.00 ms, but
then the cracks were arrested while the flaps continued to fold and a
peeling type of failure was seen at =t 2.00 ms. Further, rupture was not
predicted in the simulation of test T6-4-45-1.0, while too much fracture
was predicted in the simulation of test T7-4-45-1.0. Fracture was pre-
dicted in the simulation of test T7-4-45-1.5, but with the same incorrect
failure mode as observed in the simulation of tests T6-4-45-1.5 and T4-
4-45-1.5. In general, the numerical model did not succeed to predict the
correct failure mode for any of the plates with this geometry except for
test T4-4-45-1.0. This suggests that the numerical model is not able to
capture all the physical mechanisms governing the failure of the plates.
On the other hand, the numerical simulations were in good agreement
with the experiments for tests T7-22.5-1.0 and T7-22.5-1.5, where the
structural response was well predicted at all points in time. In parti-
cular, the resemblance between experiment and simulation of test T7-
22.5-1.5 is excellent, where the curved crack path was accurately pre-
dicted. However, the plates are in general more folded towards the end
of the simulations compared to the experiments, which is expected due
to the definition of the pressure load used throughout these simulations.
The plastic work in the simulations further support the observations

Fig. 22. Contour plots of the displacement field from available experiments and simulations of plates in temper T4.
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made throughout this study, namely that the same slit geometry and
pressure load gives approximately the same values of plastic work for
tempers T4 and T7, while the value for temper T6 is substantially lower.
The difference is also larger for the higher pressure load than for the

lower. For the plates in temper T4, the 4-45 geometry is seen to give the
highest value of plastic work, closely followed by the 4-HV geometry.
Further, a higher number of slits seems to dissipate more plastic work
than a lower number.

Contour plots of the displacement fields from available experiments
and simulations of the plates in temper T4 are shown in Fig. 22. The
plates with only one slit show more global deformation in the simula-
tions than in the experiments. One should have in mind that the last
frame from the simulation is two milliseconds after the blast wave has
impacted the plate, and the plate is still moving at this point due to
elastic vibrations. The elastic vibrations are relatively small, but they
will have an impact on the contour plot. This effect is expected to be
larger for higher firing pressures. The agreement between the experi-
ment and simulation of test T4-4-45-1.0 is good, and the trends seen
experimentally were well predicted. A comparison of the experiment
and simulation of test T4-HV-1.5 is not shown, as the definition of the
pressure load in the simulation resulted in self-contact between the
flaps and the remainder of the plate at the final part of the deformation
process.

Contour plots of the displacement fields from experiments and si-
mulations of tests T6-22.5-1.0 and T7-22.5-1.0 are shown in Fig. 23.
The results for tests T6-4-45 and T7-4-45 are omitted since either the
experiments or the simulations experienced complete failure. Like the
results for the plates in temper T4 in Fig. 22, the simulations of the
plates in tempers T6 and T7 gave more global deformation than what
was seen in the experiments. The discrepancies in the simulation of test

Fig. 23. Contour plots of the displacement field from experiments and simulations of tests T6-22.5-1.0 and T7-22.5-1.0.

Fig. 24. Displacement profiles from experiments and simulation of test T4-4-
45-1.0 at five different points in time. The times are given in ms.
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T7-22.5-1.0 are due to the definition of the pressure load discussed
earlier, which affects the deformation of the plate in the later stages of
the loading process. However, the overall agreement between the ex-
periments and the simulations is reasonable.

To further investigate how well the plastic deformation of the plates
is predicted numerically, a cross-section along the horizontal axis in the
middle of the plate is extracted from both the experiment and the si-
mulation of test T4-4-45-1.0 at five different points in time and plotted
in Fig. 24. The response is accurately predicted to initiate at the
boundary of the plate, and the displacement profile is as seen correct
at =t 0.41 ms. The agreement between the experiment and simulation
is excellent all the way to =t 1.04 ms, which is the maximum dis-
placement of the plate in the test. Both the experiment and the simu-
lation showed minor crack propagation, supposed to have negligible
influence on the global response. It is evident that the numerical model
can describe the plasticity in the problem. This comparison is un-
available for tempers T6 and T7, as complete failure occurred in either
the experiment or the simulation of the tests.

Contour plots of the stress triaxiality σ*, the Lode parameter L, and
the equivalent plastic strain p from the simulation of test T4-4-45-1.5
are presented for the upper right quarter of the plate in Fig. 25. The
plots are extracted at times between =t 0.50 ms and =t 0.80 ms, and
show the evolution of the first cracks. By inspection of these plots one
can see that the cracks are propagating in elements with a stress
triaxiality between 0.5 and 0.67 and a Lode parameter around zero,
suggesting that these elements are in a stress state close to plane strain
tension. The equivalent plastic strain is accumulating in front of the
slits, and cracks are seen to propagate from all of them. Between=t 0.70 ms and =t 0.80 ms the crack propagation becomes critical
along the diagonals of the plate, while it stagnates in the other direc-
tions. The stress state in front of the four slits is comparable, even
though the cracks only propagate along those aligned with the diag-
onal. To predict the same failure mode as seen in the experiment of this
plate, the cracks would have to propagate along the two opposite slits
as well. By inspecting the figure one can see that the cracks from these
slits are deflecting along the horizontal and vertical axes of the plate as
observed in the experiment, before they stagnate. The marginal

difference in stress state between the propagating and the stagnating
cracks suggests that a more enhanced failure criterion could have been
able to predict the correct failure mode for this geometry.

7. Conclusions

An experimental and numerical study on the structural response of
1.5 mm thick AA6016 aluminium plates in tempers T4, T6 and T7 with
geometrical defects subjected to blast loading has been presented. The
blast tests were divided into two main parts, both conducted in a shock
tube facility. Part one of the study consisted of eight tests on plates in
temper T4 with four different pre-cut slit geometries at two different
firing pressures, while part two consisted of eight tests on plates in
tempers T6 and T7 with two of the pre-cut slit geometries from part one
using the same firing pressures. High-speed cameras synchronized with
pressure sensors near the plates were used to study the structural re-
sponse during blast loading. 3D-DIC was employed to extract the dis-
placement fields during testing, and selected plates were 3D-scanned to
visualize the permanent damage. Uniaxial tensile tests were conducted
in directions 0°, 45° and 90° with respect to the rolling direction of the
plate for each temper, amounting to 27 tests in total. The tensile tests
exhibited a moderately anisotropic plastic behaviour for the three
tempers of the rolled AA6016 plates, while the elongation to fracture
within each temper displayed small variations. Numerical simulations
were carried out using a modified Johnson-Cook plasticity model and
the Cockcroft–Latham failure criterion. Element erosion was used to
remove failed elements, while the blast load was applied as a pressure-
time curve on the plate surface. Possible FSI-effects were not included
in these simulations. A refined solid element mesh with a characteristic
element size of 0.5 mm was generated using a sweep meshing tech-
nique.

The main findings from the study can be summarized as follows:

• By changing the number and orientation of the pre-cut slits, the
failure mode and the blast resistance of the plates were markedly
affected.

• By changing the heat-treatment, and thereby the strength, work-

Fig. 25. Predicted contour plots of the stress triaxiality, Lode parameter and equivalent plastic strain for a quarter of the plate from test T4-4-45-1.5 at selected points
in time.
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hardening capacity and ductility of the plate material, the crack
propagation and blast resistance were significantly influenced,
whereas the failure mode of the plate did not change significantly.

• Crack initiation occurred at similar points in time independent of
the heat-treatment of the plate, whereas the speed of the propa-
gating cracks and the degree of damage were higher for plates in
temper T6 than in the plates in tempers T4 and T7. Thus, the higher
strength of the plates in temper T6 did not compensate for the re-
duced ductility compared with the plates in tempers T4 and T7 re-
garding blast protection.

• The numerical simulations accurately predicted initiation of failure
and the degree of damage, but some of the failure modes were not
predicted correctly.
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Abstract. This paper presents a numerical study on the response of blast-loaded AA6016
T4 aluminium plates with crack-like defects. Explicit finite element simulations were per-
formed with LS-DYNA, using an uncoupled plasticity and fracture model with through-
thickness damage regularization valid for shell elements. Uniaxial tensile tests are used to
determine the parameters of the constitutive model by inverse modelling. Four different
crack-like defects are considered at a load level resulting in failure and crack propagation
in all the plates. The simulation results obtained with different mesh sizes are evaluated
against experiments conducted in a shock tube facility. The shell element model is able
to predict failure and crack propagation with good accuracy for the finest mesh, i.e., shell
elements with length-to-thickness ratio of 1/3, while the accuracy decreases rapidly as the
mesh size is increased.

1 INTRODUCTION

When modelling structural problems using the finite element method (FEM), shell
elements have been the standard in industrial applications due to their superior computa-
tional efficiency compared to solid elements. They benefit from a versatile formulation and
are especially suitable for structures where two dimensions are much larger than the third
one. Even though shell elements provide good results in the elastic and plastic domains,
predicting failure and crack propagation has always been a challenge. Local necking is
often a precursor to failure in thin-walled structures. In the necking process, the local
stress state of the plate changes from plane stress to a three-dimensional stress state.
Computationally efficient simulations often require large element sizes, which makes it
difficult to capture strain localization. This is due to the local characteristic of a necking
process, where a coarse spatial discretization in a simulation will even out the strain gra-
dients. To overcome the aforementioned problems, different empirical relationships have
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been proposed in an attempt to couple the failure strain to the element size. However,
many of the proposed regularization models are limited to membrane loading. This is a
problem due to the lower ductility exhibited by a plate in stretching compared to bend-
ing, linked to the local neck which is formed in a membrane dominated problem. To
account for this challenge, the damage evolution due to stretching and bending should be
accounted for in problems involving combined loading actions. The uncoupled plasticity
and fracture model used in this study was proposed by Costas et al. [1] and comprises a
through-thickness damage regularization scheme valid for shell elements. The model has
been validated against experiments on a two-chamber extruded profile of the aluminium
alloy AA6005 T6 subjected to quasi-static and dynamic axial crushing and quasi-static
three-point bending. The results showed that the model was able to predict failure in tests
involving both local necking and severe bending of the material. The mesh sensitivity was
found to be reduced with the proposed scheme, providing a more realistic prediction of
the local necking. The simple calibration of the model from a single tensile test using two-
dimensional digital image correlation (2D-DIC) and inverse modelling makes it suitable
for industrial applications.

Numerical simulations of ductile failure using shell elements have been presented in a
number of studies (see e.g. [2, 3, 4]). Woelke et al. [5] investigated an idealized ship
grounding scenario where both phenomenological damage and cohesive zone models for
ductile failure were evaluated. Stiffened and unstiffened steel plates, where the loading
was dominated by biaxial stretching, were considered. Both models were able to repro-
duce the experimentally observed behaviour, despite the differences between them. Pack
and Mohr [6] proposed the concept of Domain of Shell-to-Solid Equivalence (DSSE) to
account for the onset of localized necking with shell elements. Marciniak-Kuczynski type
of localization analyses were used in the calibration of the model and combined with the
Hosford-Coulomb fracture initiation model. The proposed model was validated against
five different tests on DP780 steel, and the displacement at fracture was successfully pre-
dicted in all the tests. The authors emphasized that the DSSE concept should be confined
to the domain where the plane-stress assumption of the shell element solution is meaning-
ful. Morin et al. [7] investigated the behaviour and failure of stiffened aluminium panels
subjected to quasi-static and low-velocity impact loading conditions. A regularized fail-
ure criterion was employed and the effect of mesh size was investigated. The numerical
results showed a good correlation with the experiments for the fine meshes, while the
larger meshes failed to initiate and propagate cracks as observed in the experiments. The
mesh dependence was reduced by employing the regularization model, where five different
length-to-thickness ratios were employed.

Blast-loaded aluminium plates with crack-like defects presented in [8] are investigated
numerically in this study. This is done using an uncoupled plasticity and fracture model
with through-thickness damage regularization. A simplified finite element model of the
blast test set-up is made with shell elements, and the numerical results are evaluated
against blast tests conducted in a shock tube facility on 1.5 mm thick AA6016 T4 plates
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with four different configurations of crack-like defects. The effect of varying the mesh size
is investigated, where the in-plane dimensions of the elements varied from 1/3 to 5 times
the thickness of the plate.

2 MATERIAL AND EXPERIMENTAL WORK

The material considered in this study is the aluminium alloy AA6016 in temper T4,
which is an Al-Mg-Si alloy often used in the automotive industry. The material was
delivered as 1.5 mm thick sheets with in-plane dimensions 625 mm × 625 mm by Hydro
Aluminium Rolled Products in Bonn, Germany. The chemical composition of the alloy
as provided by the supplier is given in Table 1.

Table 1: Chemical composition of AA6016 in wt%.

Si Mg Fe Cu Mn Cr Zn Ti Al
1.3160 0.3490 0.1617 0.0081 0.0702 0.0025 0.0084 0.0175 Balance

Uniaxial tensile tests were carried out on specimens with tensile axis at 0o, 45o and
90o to the rolling direction of the sheet, see Granum et al. [8]. The tests revealed a
slight difference in elongation to failure with the tensile direction and minor scatter was
observed between the repeat tests. The flow stress was practically independent of the
tensile direction. In contrast, the Lankford coefficient, defined as the ratio of the plastic
strain in the width direction to that in the thickness direction, was consistently higher
in the rolling direction than in the other two directions, but always less than unity.
The material exhibits a moderate plastic anisotropy, where the tendency for thinning is
stronger than for an isotropic material.

The blast tests were conducted in the SIMLab Shock Tube Facility at NTNU [9]. The
test program, setup and experimental results are presented in Granum et al. [8], and the
reader is referred to this article for details. In total, four different initial defect geometries
were tested with peak pressure at impact of the blast wave approximately equal to 600
kPa. The clamping of the plate in the shock tube and the different plate configurations are
shown in Figure 1, where each plate configuration is given an abbreviation on the form X-
Y, where X is the number of defects and Y indicates the orientation of the defect(s). These
abbreviations are used in the rest of this study. The defects were cut with wire erosion
as thin slits with an approximate width of 0.1 mm. The blast event was recorded by
two synchronized Phantom v1610 high-speed cameras positioned in a stereovision setup,
recording at 24 000 fps with an image resolution of 768 × 800 pixels.
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Figure 1: Sketch of a) plate and clamping frame, and b) blast exposed area of the plates depicting the
four different initial defect geometries. Measurements are in mm.

3 MATERIAL MODELLING

3.1 Constitutive model

Even though the plate material exhibits moderate plastic anisotropy, the assumption
of isotropic material behaviour was employed for simplicity in the constitutive modelling.
The yield surface was defined by the high-exponent Hershey-Hosford yield function [10,
11], which has been shown to be suitable for isotropic Face Centered Cubic (FCC) and
Body Centered Cubic (BCC) materials. The yield surface is expressed as

f = ϕ(σ)− (σ0 +R) = 0 (1)

where ϕ is the equivalent stress, σ is the stress tensor, σ0 is the initial yield stress and R is
the isotropic hardening variable. A rate-independent formulation was selected due to the
low rate sensitivity reported for 6000-series aluminium alloys [12]. Also the temperature
dependence was omitted, as this proved to give negligible differences in the results [8].
The Hershey-Hosford equivalent stress is expressed as

ϕ(σ) =

[
1

2
(|σ1 − σ2|m + |σ2 − σ3|m + |σ3 − σ1|m)

] 1
m

(2)

where σ1, σ2 and σ3 are the principal stresses and m is a parameter controlling the
curvature of the yield surface. Studies on FCC materials like aluminium alloys suggest
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to set m equal to 8, based on polycrystal plasticity calculations [13]. This value was
adopted without further investigation in this study. The hardening variable is given by
the extended Voce hardening rule on the form

R(p) =
3∑

i=1

Ri(p) =
3∑

i=1

Qi(1− exp(−Cip)) (3)

where Ri are hardening terms that saturate at different levels of equivalent plastic strain
p, and Qi and Ci represent the saturation value and the rate of saturation of the hardening
term Ri, respectively.

3.2 Failure model

Failure was modelled by the Cockcroft-Latham failure criterion [14]. Accordingly, the
damage variable D is defined as

D =
1

WC

∫
〈σI〉dp ≤ 1 (4)

where WC is the fracture parameter, σI is the major principal stress and 〈·〉 are the
Macaulay brackets, defined as 〈σI〉 = 1

2
(|σI |+σI). The failure criterion has been modified

as proposed by Costas et al. [1] where the fracture parameter WC is divided into two
parts responsible for pure membrane loading and pure bending. The reader is referred to
Costas et al. [1] for a detailed description of the modified failure criterion. The fracture
parameter W b

C governing pure bending is retrieved from a finite element simulation of
a tensile test using a fine solid element mesh. By conducting similar simulations with
shell elements, the fracture parameter governing membrane loading Wm

C is obtained for
a range of element sizes. The influence of element size is then included by making Wm

C

a function of the element’s aspect ratio le/te, where le is the element length and te is the
initial thickness of the plate [7]

Wm
C = W l

C + (W s
C −W l

C) · exp

(
−c ·

(
le
te
− 1

))
(5)

where W l
C is the fracture parameter for large shell elements, W s

C is the fracture param-
eter for an element with aspect ratio equal to unity, and c is a model parameter. In
elements subjected to combined membrane loading and bending, the fracture parameter
is calculated as

WC = ΩW b
C + (1− Ω)Wm

C (6)

where Ω is a deformation mode indicator determining the relative amount of membrane
loading and bending an element is subjected to. The deformation mode indicator is
defined by the through-thickness plastic strain as
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Ω =
1

2

∣∣εTp,33 − εBp,33
∣∣

max
{∣∣εTp,33

∣∣ ,
∣∣εBp,33

∣∣} (7)

where εTp,33 and εBp,33 are the through-thickness plastic strains at the top and bottom
integration point of the shell element, respectively. This gives Ω = 1 for pure bending
and Ω = 0 for pure membrane loading.

3.3 Parameter identification

The yield stress σ0 and the hardening parameters Qi and Ci were calibrated based on
a representative tensile test in the rolling direction of the sheet. An initial estimate of the
hardening parameters was obtained in a spreadsheet, using the true stress-strain curve up
to necking. A finite element model of the tensile test was made in Abaqus/Standard, where
only 1/8 of the specimen was modelled, assuming isotropic material behaviour. The gauge
section was modelled with solid elements with characteristic element size of 0.15 mm,
resulting in 10 elements over the thickness. Reduced integration with hourglass control
was employed. An extensometer of length 50 mm was used to extract displacements from
the simulation, coinciding with the virtual extensometer used to extract displacements
from the DIC. Inverse modelling by use of the optimization tool LS-OPT was used to
improve the accuracy of the hardening parameters, where sequential simulations on the
same model with different values of the hardening parameters were conducted. The
engineering stress-strain curve obtained from the test was used as the target curve, and
the mean squared error between the target curve and the simulated curve was calculated
and used in the optimization. The result of the optimization is shown in Figure 2 a) in
terms of the force-displacement curves from the representative tests and the simulation,
where the marker illustrates the assumed point of failure in the simulation. The figure
demonstrates good agreement between the experiments and the simulation all the way
to failure. The equivalent stress-equivalent plastic strain curve from the experiment is
plotted up to necking in Figure 2 b) together with the calibrated flow stress curve. The
moderate anisotropy exhibited by the material suggests that the fit may not be as good
when plotted against test data in the other tensile directions.

The calibrated material parameters for the extended Voce hardening rule are presented
in Table 2. The elastic material properties were taken as standard values for aluminium:
Young’s modulus E = 70000 MPa and Possion’s ratio ν = 0.3. The failure parameter
governing bending W b

C was obtained from a simulation using a fine solid element mesh
and estimated to W b

C = 245.2 MPa. In Costas et al. [1], the failure parameter governing
membrane loading Wm

C was obtained by use of a virtual extensometer to extract DIC
measurements at different length-to-thickness ratios le/te of a uniaxial tensile test. In this
study, Wm

C was found by use of a finite element simulation of the uniaxial tensile test with
a refined solid element mesh. Vectors of different length le spanned across the neck were
used to extract elongations. These elongations were then applied as boundary conditions
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to a single shell element simulation with the same element size le until the point where
fracture occurred in the test. The fracture parameters Wm

C for the different element sizes
le were found by numerical integration. The obtained fracture parameters then served as
discrete points which Equation (5) was curve fitted to, where the optimized parameters
came out as W l

C = 79.1 MPa, W s
C = 116.1 MPa and c = 0.36.

Table 2: Parameters for the extended Voce hardening rule for AA6016 T4.

σ0 Q1 C1 Q2 C2 Q3 C3

[MPa] [MPa] [MPa] [MPa]
112.5 78.6 32.80 109.8 4.9 325.7 0.5

Figure 2: a) Force-displacement curves from representative tests in each direction together with the
curve from the calibrated FE model, and b) experimental and calibrated flow stress curves in terms of
the equivalent stress and equivalent plastic strain.

4 NUMERICAL RESULTS

4.1 Finite element model

The numerical simulations of the blast-loaded plates were conducted in the explicit
solver of LS-DYNA. The edge of the plate was fixed in an attempt to mimic the effect
of the clamping frames in the test setup. Shell elements with reduced integration and
five integration points through the thickness were used, denoted type 2 in LS-DYNA.
This is a Belytschko-Lin-Tsay shell formulation which is based on the Reissner-Mindlin
kinematic assumption [15]. Four different length-to-thickness ratios of the shell elements
were used in the model (le/te = 1/3, 1, 3, 5). A sweep meshing technique was used to
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obtain a random mesh, resulting in approximately 450 000 elements for le/te equal to
1/3 and below 2000 elements for le/te equal to 5. The slits were modelled star shaped,
resulting in a single node at each slit end to simplify the meshing of the plate.

The blast load was obtained from blast tests on a massive steel plate, where pressure
sensors mounted directly on the plate recorded the loading [9], and applied to the AA6016
T4 plates as a tabulated uniform pressure-time curve. In addition to the built-in pressure
definition in LS-DYNA, a user-defined subroutine was employed where the magnitude of
the applied pressure was multiplied by the cosine of the angle between the initial load
direction and the normal of the shell element. This allowed the pressure to ”slide off”
as the plate deformed, preventing situations where the pressure pointed in the opposite
direction of the initial pressure load. Failure was handled by element erosion, where the
stress tensor is set to zero in all integration points when the damage variable D is equal
to unity in two integration points on either side of the mid through-thickness integration
point.

4.2 Results and discussion

The effect of updating the pressure magnitude as described above in the simulations
was significant for some defect geometries. In Figure 3, this effect is shown for the 1-
HV configuration with le/te equal to 1. The ”flaps” in the simulation with the original
pressure formulation have folded considerably and the pressure on the flaps is pointing
in the opposite direction of the initial loading direction in the last part of the simulation
due to the Lagrangian description of the loading. In the simulation with the updated
pressure formulation, the pressure ”slides off” as the flaps deform in a petal mode, i.e.,
the pressure is reduced with the rotation of the shell normal. By comparing the two
approaches to the corresponding experiment also shown in the figure, it is concluded that
the correct behaviour is somewhere in-between the two approaches, yet much closer to
the updated pressure formulation. However, to properly account for fluid-structure inter-
actions, coupled Eulerian-Lagrangian simulations are needed, increasing the complexity
and computational cost of the simulations significantly.

Figure 3: The effect of the two pressure formulations on a plate with a slit oriented along the plate axis
compared to the corresponding experiment.

Image series comparing the 1-22.5 simulations to the experiment are shown in Figure
4 at selected points in time, where t = 0 indicates the time of impact of the blast load.
Similar trends were seen for the other geometries and they are omitted for brevity. In the

8



Henrik Granum, David Morin, Tore Børvik and Odd Sture Hopperstad

experiment, cracks propagate from the slit ends towards the corner of the plate and the
flaps deform in a petal mode. As expected, the discretization of the mesh is important
when modelling failure and crack propagation. For a length-to-thickness ratio le/te = 5,
no failure or cracking is seen as the flaps just deform in a petal mode. The plastic zones
in front of the slit ends are smeared out over the coarse elements, preventing the failure
criterion to be triggered. In the simulation with le/te = 3, the overall response is similar
to the coarsest model. However, failure initiation is predicted, but the mesh discretization
is not fine enough for the cracks to propagate. Failure of two elements in front of each slit
end resulted in a substantial increase in the crack width and led to the sudden arrest of
the crack. First in the simulation with le/te = 1 crack propagation is predicted, where the
experimental behaviour up to t = 1.00 ms is accurately recreated. The cracks are arrested
at t = 1.25 ms and the flaps fold in a petal mode. Further reduction of the length-to-
thickness ratio to le/te = 1/3 proved to enhance the results even more. Shell elements
with smaller in-plane dimension than the thickness are usually not recommended and the
results should be evaluated carefully. However, the smaller in-plane element size makes
the width of the crack narrower when an element is eroded, which is advantageous for the
crack to propagate. Eventually, the cracks are arrested slightly prematurely compared to
the experiment, but the agreement up to t = 1.50 ms is deemed good.

The last frame from the four 1-22.5 simulations is shown from the side in Figure 5.
From the figure it is evident that the global displacement is predicted equally well in the
simulations with le/te = 5 and le/te = 1. Even though the amount of crack propagation
varies between these simulation, the final shape of the plates is almost identical. However,
in the simulation with le/te = 1/3, the flaps have folded considerably and there is a
significant opening of the plate. As seen from the image series in Figure 4, this simulation
gives the most accurate failure mode when compared to the experiment.

The simulations with the different length-to-thickness ratios are compared to the ex-
periments at t = 2.0 ms in Figure 6. The simulations with le/te = 5 are not able to
capture failure in any of the four configurations due to the coarse discretization. Contour
plot of the damage variable D shows that D = 0.76 in the most critical element, substan-
tiating the difficulty to capture localization of plastic strain with a coarse mesh. Even
with le/te = 3 the predictive capability of the model is insufficient. The two elements in
front of the slit ends for the 1-HV and 1-22.5 configurations have failed in these simula-
tions, but no crack propagation is observed. For the 4-HV and 4-45 configurations, no
failure is observed, even though the damage variable D is close to unity in the elements
in front of the slits in the 4-HV simulation. For le/te = 1, the 4-HV simulation is in good
agreement with the experiment, where the centre part of the plate is correctly ejected
from the rest of the plate. However, the 4-45 simulation is not able to predict crack
propagation particularly well and the agreement with the experiment is less good. The
1-HV and 1-22.5 configurations are predicted with acceptable accuracy. The simulations
with the finest mesh (le/te = 1/3) were able to replicate the experiments with reasonable
accuracy for all configurations, where the crack propagation is especially impressive in
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Figure 4: Image series from test 1-22.5 and corresponding simulations with different length-to-thickness
ratios (le/te) at selected points in time.

Figure 5: Side view of 1-22.5 simulations with different length-to-thickness ratios (le/te).

the 4-HV and 4-45 simulations. The cracks were arrested slightly too early in the 1-HV
and 1-22.5 simulations, but the overall response was predicted. The crack propagation
in the simulations was always less than what was seen in the experiment apart from the
4-HV simulation. In many structural applications, the occurrence of failure is of interest,
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which the two finest meshes were able to predict with satisfying accuracy. However, if
crack propagation is of interest, only the finest mesh is able to give reliable results.

Figure 6: Comparison of tests and simulations with different length-to-thickness ratios (le/te) at t = 2.0
ms.

Figure 7 shows a contour plot of the deformation mode indicator Ω given in Equation
(7) for simulations with le/te = 1 at t = 1.25 ms. The figure shows that the loading is
dominated by membrane actions, but near the defects and the boundary there are areas
with mixed loading. Such a thin plate is not expected to have particularly high bending
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stiffness compared to the membrane capacity. In front of the cracks, the deformation mode
indicator is close to zero in all simulations, indicating pure membrane loading. However,
the 4-HV and 4-45 simulations exhibit areas near the defects where the deformation mode
varies and significant bending is observed. On the other hand, in the 1-HV and 1-22.5
simulations the loading is mostly membrane dominated near the slits. The corners are the
most confined part of the plate, as seen by the bending dominated loading in this region.

Figure 7: Contour plots of the deformation mode indicator Ω for simulations with le/te = 1 at t = 1.25
ms.

In modelling of ductile failure and crack propagation, solid elements are usually the
preferred option as long as it is computationally feasible. The simulation time with shell
elements ranged from 17 seconds for le/te = 5 to above 13 hours for le/te = 1/3 using
8 cores on an Intel Xeon Gold 5120 CPU. To assess the efficiency of the shell element
model, a comparison to a solid element model with the same in-plane dimension as the
finest shell model was conducted. The characteristic element size was set to 0.5 mm,
resulting in three elements over the thickness and around 1 000 000 elements in total.
The model was equivalent to the shell element model apart from the modelling of failure,
where the standard Cockcroft-Latham failure criterion was employed (Equation (4)). The
simulation time was approximately 6 hours on 28 cores, making the computational cost
about 60 % more expensive than for the finest shell element model. The results from the
two simulations are compared to the experiment in Figure 8 at selected points in time. By
inspection of the figure, the shell element model gives similar results as the solid element
simulation. The same trend is observed as in the shell element mode, where the propa-
gating cracks were arrested too early compared to the experiment. However, Granum et
al. [8] showed that the solid element model overall gave satisfactory results with regards
to fracture initiation and crack propagation for various geometries and materials.
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Figure 8: Comparison of a shell element simulation (le/te = 1/3) and a solid element simulation to test
1-22.5 at selected points in time.

5 Conclusions

The behaviour of aluminium plates with crack-like defects subjected to blast loading
was investigated numerically and compared to experiments presented by Granum et al.
[8]. The finite element analyses employed an uncoupled plasticity and fracture model with
through-thickness damage regularization developed for shell elements. The conclusions
from the study are summarized in the following.

• The simulated global displacement field of the plates was similar for all mesh sizes.

• A length-to-thickness ratio of the shell elements equal to unity was sufficient to
describe initiation of failure in the simulations.

• Initiation and crack propagation were only predicted in the simulations with the
finest mesh, i.e., a length-to-thickness ratio of the shell elements equal to 1/3.

• A simulation with solid elements using three elements over the plate thickness gave
similar results as the shell element simulation with the finest mesh, but at a higher
computational cost.
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This paper presents a novel calibration procedure of the modified Mohr-Coulomb (MMC) fracture model by use 

of localization analyses and applies it for three tempers of an AA6016 aluminium alloy. The localization analyses 

employ the imperfection band approach, where metal plasticity is assigned outside the band and porous plasticity 

is assigned inside the band. Ductile failure is thus assumed to occur when the deformation localizes into a narrow 

band. The metal plasticity model is calibrated from notch tension tests using inverse finite element modelling. The 

porous plasticity model is calibrated by use of localization analyses where the deformation histories from finite 

element simulations of notch and plane-strain tension tests are prescribed as boundary conditions. Subsequently, 

localization analyses are used to establish the failure locus in stress space for proportional loading conditions and 

thus to determine the parameters of the MMC fracture model. Finite element simulations of notch tension and 

in-plane simple shear tests as well as two load cases of the modified Arcan test are used to validate the calibrated 

fracture model. The predictions by the simulations are in good agreement with the experiments, even though 

some deviations are seen for each temper. The results demonstrate that localization analyses are a cost-effective 

and reliable tool for predicting ductile failure, reducing the number of mechanical tests required to calibrate the 

MMC fracture model compared to the hybrid experimental-numerical approach usually applied. 

1. Introduction 

Modelling and simulation of ductile fracture in metallic materials is 

an active research field where significant progress has been made over 

the last decades. This research is important since industries like the au- 

tomotive industry want to utilize the materials to the brink of failure. 

Thus, the demand for accurate predictions of fracture by numerical sim- 

ulations is increasing. Reliable design of structural components against 

ductile fracture requires a robust numerical framework able to accu- 

rately describe the damage and fracture properties of the material. In 

many lightweight metals, which have received special attention by the 

automotive industry in recent years, strength and ductility are inversely 

proportional properties. As strength is often favoured in this case, the 

ductility imposes a great challenge in design of safety components of 

such materials. 

Nucleation, growth and coalescence of microscopic voids at various 

length scales is known to be the physical mechanism governing ductile 

failure. Studies have agreed that the stress state affects the ductility of a 

metallic material [1–3] . The influence of the hydrostatic stress state was 

discovered early and has since been included in several fracture models. 
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More recently, the influence of the deviatoric stress state on ductility has 

been proven through experiments, see [4] , for example. This led to pro- 

posals of both new and modified versions of existing fracture models to 

incorporate this dependence. A variety of approaches to model ductile 

fracture are currently available. Notable mentions are porous plasticity, 

continuum damage models, forming limit curves and uncoupled dam- 

age models. The latter approach is popular due to its simplicity, where 

the damage evolution is uncoupled from the constitutive equation in 

contrast to porous plasticity and continuum damage models. Material 

degradation is thus not accounted for and the damage is merely rep- 

resented by a scalar variable. This comes with the advantage that the 

fracture model may be calibrated independently of the plasticity model, 

simplifying the identification of model parameters significantly. The un- 

coupled fracture models are usually presented on locus form where the 

failure strain is defined by the stress state. By this approach, the valid- 

ity of the failure strain is confined to proportional loading paths. Dam- 

age is often accumulated by an integral-based approach where damage 

evolves with increments of the equivalent plastic strain over the plastic 

strain path. By employing such a damage accumulation approach, the 

model is justified in the literature to be valid in simulations involving 
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non-proportional loading paths [5] . However, the extension of this type 

of model to non-proportional loading is found by Benzerga et al. [6] to 

be in contradiction with micromechanical observations, and therefore 

questionable. 

Fracture models that incorporate stress triaxiality and Lode parame- 

ter dependence usually have the disadvantage of a comprehensive cal- 

ibration scheme, requiring multiple model parameters to be calibrated 

from different types of mechanical tests. Often a hybrid experimental- 

numerical approach is employed, where the stress and strain histories 

are extracted from the critical element in a finite element simulation of 

the test. The optimal set of parameters is then found by comparing the 

curves from the simulations to those of the experiments. The accuracy 

of this approach relies on experiments that cover a range of stress states 

and exhibit close to proportional loading paths all the way to fracture. 

The latter requirement is difficult to fulfil for most stress states. As an al- 

ternative to this approach, localization analyses may be used to predict 

ductile failure. An underlying assumption here is that strain localiza- 

tion is a precursor to failure, and thus may be regarded as the onset of 

fracture. Mechanical tests are then only needed to calibrate the constitu- 

tive equations used in the localization analyses and there is no require- 

ment for proportional loading paths. Morin et al. [7] combined unit cell 

simulations and localization analyses to predict failure of a steel under 

non-proportional loading. The numerical results were validated against 

experimental results reported by Basu and Benzerga [8] and found to be 

in good agreement. The versatility and effectiveness of the localization 

analyses were demonstrated by Morin et al. [9] where failure loci of 

metals were generated from localization analyses and applied to an ad- 

vanced high-strength steel subjected to proportional loading paths. The 

results were evaluated against 3D unit cell analyses by Dunand and Mohr 

[10] and proven to give comparable results in a fraction of the compu- 

tational time. Gruben et al. [11] applied an experimental-numerical ap- 

proach to determine the strain localization and ductile fracture of two 

dual-phase steels. Four tests that covered stress states from simple shear 

to equi-biaxial tension were conducted. Numerical simulations of the 

tests were performed, and the failure strains were estimated by com- 

parison to the experimental data. Localization analyses by use of the 

imperfection band approach were conducted to predict the onset of lo- 

calization. The results indicated that the localization analyses provided 

conservative values of the failure strains and that the stress state in- 

side the band tends to move towards a generalized shear state prior to 

localization. Bergo et al. [12] used unit cell simulations and localiza- 

tion analyses to calibrate failure loci for three different steels. The study 

was confined to generalized tension stress states and thus only the de- 

pendence on stress triaxiality was included. The uncoupled plasticity 

and fracture models were calibrated based on a single uniaxial tension 

test and micromechanical simulations using unit cells, metal and porous 

plasticity and localization theory. The predicted ductility was somewhat 

conservative for Weldox 460E and non-conservative for Weldox 900E, 

but accurate for Weldox 700E. It was emphasized that the accuracy of 

the localization analyses relies heavily on an accurate calibration of the 

porous plasticity model. However, it was noted that this approach is 

well suited to reduce the experimental programme required to calibrate 

fracture models. 

Wierzbicki et al. [13] , Li et al. [14] , Gruben et al. [15] and Bai et al. 

[16] have all presented studies comparing the predictive capabilities of 

different uncoupled fracture criteria for various steels and aluminium 

alloys. Several of the criteria evaluated are heuristic extensions of well- 

known criteria like the Mohr-Coulomb (MC), Cockcroft-Latham (CL), 

Rice-Tracey (RT) and Wilkins criteria to name a few. As Wierzbicki et al. 

[13] pointed out, the quality of a fracture criterion intended for indus- 

trial application may be roughly measured by the performance and the 

cost. Here, performance is defined by the accuracy of simulations com- 

pared to experimental tests, while the cost is related to the number of 

mechanical tests needed to calibrate the model and the complexity re- 

lated to this. Among the criteria with only one mechanical test required 

for calibration is the CL criterion. It has been used with success in many 

studies and is favoured by many for its simplicity and versatility [17,18] . 

However, it is evident that the criterion has its limitations as it postu- 

lates lower ductility in generalized tension than in generalized shear for 

low and moderate stress triaxiality. The modified Mohr-Coulomb (MMC) 

fracture model was proposed by Bai and Wierzbicki [19] , where param- 

eters used to control both the dependence of the stress triaxiality and the 

Lode parameter were introduced. The model provides a monotonic de- 

crease in ductility for increasing stress triaxiality, which is coupled with 

an asymmetric function of the Lode parameter. The model has been pro- 

posed in various versions and is extensively used in the literature. Bai 

and Wierzbicki [19] calibrated the MMC fracture model for an AA2024 

T351 aluminium alloy and a TRIP690 steel, and validated it against var- 

ious mechanical tests. Accurate predictions of fracture initiation were 

obtained, but it was noted that the predictions were less accurate in gen- 

eralized tension. Dunand and Mohr [20] investigated the predictive ca- 

pability of the MMC fracture model by comparing predictions to fracture 

experiments on TRIP780 steel. Nine different experiments were used in 

the comparison covering wide ranges of stress triaxiality and Lode pa- 

rameter. Fracture initiation was correctly predicted in all simulations of 

the tests. It was suggested that the underlying physics of the fracture 

model is of less importance than its mathematical flexibility, implying 

that even though phenomenological fracture models are motivated by 

micromechanical observations, their ability to fit experimental data is 

a superior characteristic. However, a fracture model with high flexibil- 

ity allows erroneous calibration and requires detailed knowledge by the 

user. 

A modification of the MMC fracture model denoted the Hosford- 

Coulomb (HC) fracture model was proposed by Mohr and Marcadet 

[5] , where the von Mises equivalent stress was replaced by the Hos- 

ford equivalent stress in combination with the normal stress acting on 

the plane of maximum shear. The HC fracture model is based on the 

extensive study on 3D unit cells by Dunand and Mohr [10] , thus it has 

a micromechanical foundation in contrast to the MMC fracture model. 

The HC fracture model was presented on locus form, and damage ac- 

cumulation was taken care of by an integral-based approach. Fracture 

experiments on three different steels were conducted and three exper- 

iments were used to calibrate the fracture criterion. When compared 

against the experiments, the simulations showed good agreement for 

the three materials and fracture was accurately predicted in all cases. 

Gorji and Mohr [21] and Zhang et al. [22] investigated ductile fracture 

in the aluminium alloy AA6016. In Gorji and Mohr [21] , the HC frac- 

ture model was employed in combination with an anisotropic plasticity 

model to predict shear fracture in deep drawing tests. Eight cup draw- 

ing experiments were used in the calibration process to increase the ro- 

bustness of the fracture model. The results show that the plasticity and 

fracture models can predict the location and the onset of fracture with 

good accuracy. In Zhang et al. [22] , an anisotropic Drucker yield func- 

tion and a fracture criterion proposed by Lou et al. [23] were employed, 

where a simple shear test and two notch tension tests with different radii 

were used in the calibration of the fracture criterion. By comparing the 

experiments to the simulations it was found that the onset of fracture 

was accurately predicted in tests ranging from simple shear to uniaxial 

tension. 

In the present study, we apply an isotropic plasticity and fracture 

model to predict ductile fracture in various experiments, where speci- 

mens are taken from AA6016 aluminium alloy sheets in three different 

tempers. The MMC fracture model was selected and calibrated by use of 

localization analyses based on two mechanical tests. The study is a nat- 

ural extension to the work by Bergo et al. [12] where a stress triaxiality 

dependant fracture model was investigated together with an isotropic 

plasticity model. The aim of the study is to assess the accuracy of the 

calibrated MMC fracture model by comparison against mechanical tests, 

where the model’s ability to predict fracture initiation and crack propa- 

gation is evaluated for a range of stress states. The results demonstrate 

that the use of localization analyses to calibrate a fracture model has 
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Table 1 

The chemical composition of AA6016 in wt%. 

Si Mg Fe Cu Mn Cr Zn Ti Al 

1.3160 0.3490 0.1617 0.0081 0.0702 0.0025 0.0084 0.0175 Balance 

the potential to be a cost-effective and accurate way of predicting duc- 

tile fracture and crack propagation. 

2. Materials and mechanical tests 

2.1. Materials 

Experiments were conducted on three different tempers of the alu- 

minium alloy AA6016. The materials were delivered as 1.5 mm thick 

plates with in-plane dimensions 625 mm × 625 mm in tempers T4, 

T6 and T7 by Hydro Aluminium Rolled Products in Bonn. This alloy 

is mainly used in the automotive industry as outer body panels due to 

its excellent surface quality, good formability, and high strength. To ob- 

tain the various tempers, all plates were first solution heat-treated at 

530 °C before being air quenched to reach temper T4. Tempers T6 and 

T7 were then obtained for some of the plates by artificial ageing for 5 h 

at 185 °C and for 24 h at 205 °C, respectively. The chemical composi- 

tion of the alloy is given in Table 1 . The yield strength of the tempers 

ranges from about 135 MPa for T4 to 245 MPa for T6, and the ulti- 

mate tensile strength ranges from roughly 200 MPa for T7 to just below 

300 MPa for T6. All mechanical tests were carried out with the longi- 

tudinal axis along the rolling direction, unless specified otherwise. The 

initial thickness of all specimens was measured and found to be similar 

to the nominal plate thickness of 1.5 mm. An Instron 5985 series univer- 

sal testing machine was used in all tests, where the force was measured 

by a 30 kN load cell attached to the actuator. A Prosilica GC2450 camera 

orientated perpendicular to the in-plane axes of the specimen captured 

images from all tests. All specimens were spray-painted with a speckle 

pattern to enable 2D digital image correlation (2D-DIC) by use of the 

in-house software eCorr [24] . 

2.2. Uniaxial tension tests 

In Granum et al. [25] , uniaxial tension tests in three different direc- 

tions with respect to the rolling direction (0°, 45° and 90°) of the plates 

were conducted. Additional uniaxial tension tests in the rolling direc- 

tion of the plate were conducted only for temper T4 in conjunction with 

the material test programme presented in this study. This was done to 

monitor the natural ageing that occurs in temper T4 under prolonged 

room temperature storage, resulting in solute clustering. This effect is 

known to slightly strengthen the alloy. The specimen had a gauge length 

of 70 mm and a width of 12.5 mm, and is depicted in Fig. 1 a). The tests 

were conducted with a crosshead velocity of 2.1 mm/min, resulting in 

an initial strain rate of 5 × 10 − 4 s − 1 in the gauge region. A virtual ex- 

tensometer with an initial length of 60 mm was used to extract displace- 

ments by use of 2D-DIC. 

2.3. Notch tension tests 

Notch tension tests in the rolling direction with two different notch 

radii were conducted, with geometry inspired by the specimens used in 

Erice et al. [26] . The two specimens are denoted NT10 and NT3, and 

the geometries are depicted in Fig. 1 b) and Fig. 1 c), respectively. The 

NT10 specimen had a notch radius of 10 mm, while the NT3 specimen 

had a notch radius of 3.35 mm. The minimum width of the notch was 

5 mm for both geometries. The specimens were tested with a crosshead 

velocity of 0.6 mm/min. Force measurement from the load cell and im- 

ages from the camera were recorded at 2 Hz. Two sets of virtual ex- 

tensometers available in eCorr were used in the post-processing of the 

experiments, one global and one local. The initial length of the global 

and local virtual extensometers was 15 mm and 2 mm, respectively, for 

both test geometries and the virtual extensometers were placed centric 

to the notch radius. 

2.4. Plane-strain tension tests 

The geometry of the plane-strain tension (PST) specimen is depicted 

in Fig. 1 d). It had a length of 100 mm and a width of 40 mm. The opening 

of the notch was 10 mm and the width at the narrowest point inside the 

notch was measured to 17.33 mm. The force was measured by the load 

cell and images were taken by the camera at 2 Hz. The tests were con- 

ducted with mechanical clamps, where the clamped region on each side 

of the gauge was approximately 40 mm × 35 mm. Prior to testing, the 

clamped regions of the specimen were sanded down to ensure good grip 

between the clamps and the specimen. The tests were conducted with 

a crosshead velocity of 0.4 mm/min. Two global virtual extensometers 

with an initial length of 10 mm positioned approximately 16 mm from 

the centre of the notch were used to extract the displacements in the DIC 

calculations. The displacements from two virtual extensometers in eCorr 

were used to ensure that no rotations were enforced during loading. A 

local virtual extensometer with a gauge length of 2 mm placed centric 

across the notch was used to obtain local measurements from the tests. 

2.5. In-plane simple shear tests 

The in-plane simple shear (ISS) specimen had a gauge length of 5 mm 

and the geometry is depicted in Fig. 1 e). The tests were conducted with 

a crosshead velocity of 0.15 mm/min in an attempt to obtain an initial 

strain rate in the gauge region of 5 × 10 − 4 s -1 . A virtual extensome- 

ter in eCorr spanning across the gauge region with an initial length of 

10.05 mm was used to extract displacements. A camera aimed perpen- 

dicular to the in-plane surface captured images and force measurements 

were recorded by the load cell, both at 1 Hz. 

2.6. Modified Arcan tests 

Six modified Arcan specimens were cut from a plate of each tem- 

per. The geometry of the specimen is given in Fig. 1 f). The specimen 

was clamped by four loading brackets using 12 M6-bolts as shown in 

Fig. 2 . Two different load cases were applied by altering the loading 

direction 𝛽; three with 𝛽 = 90° and three with 𝛽 = 45° as shown in 

Fig. 2 a) and Fig. 2 b), respectively. All tests were conducted with a 

crosshead velocity of 1 mm/min, similar to those carried out in [27] . 

The tests are abbreviated “Arcan 𝛽” to distinguish between the two load 

cases. In the Arcan90 tests, the specimen is loaded in a tension mode 

where the load axis coincides with the specimen’s longitudinal axis. The 

pin connecting the mounting brackets to the test machine allows the 

mounting brackets and specimen to rotate when loaded, enabling the 

specimen to tear open. In the Arcan45 tests, the specimen is subjected 

to a mixed-mode loading. The width at the narrowest point in the gauge 

section was measured to 32 mm with negligible variations between the 

specimens. A virtual extensometer of initial length 10.5 mm spanning 

across the notch along the longitudinal axis of the specimen in eCorr 

was used to extract displacements by use of 2D-DIC. 
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Fig. 1. Geometry of test specimens with measures in mm: a) uniaxial tension, b) and c) notch tension, d) plane-strain tension, e) in-plane simple shear and f) modified 

Arcan. 

Fig. 2. Test setup of a modified Arcan specimen with a) 𝛽 = 90° and b) 𝛽 = 45°

3. Experimental results 

3.1. Uniaxial tension tests 

Engineering stress-strain curves of representative tests from Granum 

et al. [25] are plotted in Fig. 3 a). A slight variation in elongation at 

fracture between the different tensile directions is seen for each of the 

tempers, while the flow stress showed a maximum deviation of 3%. The 

Lankford coefficients R 𝛼 were calculated for all tension tests and are 

listed in Table 2 , where 𝛼 denotes the angle with respect to the rolling 

direction. All coefficients are below unity and somewhat higher in the 

rolling direction. The similarity in flow stress between the three direc- 

tions suggests that the alloy exhibits isotropic properties with respect 

to strength and strain hardening. However, the Lankford coefficients 

suggest that the material is prone to thinning and exhibits moderate 

Table 2 

Lankford coefficients R 𝜶 for repre- 

sentative tension tests. 

Temper R 0 R 45 R 90 

T4 0.58 0.45 0.44 

T6 0.69 0.48 0.55 

T7 0.77 0.57 0.62 

anisotropy in plastic flow. The equivalent strain at the onset of fracture 

was found by use of DIC where a characteristic element size of 0.57 mm 

was used. Multiple DIC simulations with a slightly shifted position of 

the mesh were conducted to avoid results biased by the DIC mesh. For 

the tests in the rolling direction, the average logarithmic fracture strain 

came out as 0.70, 0.33 and 0.73 for tempers T4, T6 and T7, respectively. 
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Fig. 3. Engineering stress-strain curves from: a) representative tests presented in Granum et al. [25] and b) representative tests in temper T4 conducted in conjunction 

with the mechanical tests to monitor the effect of natural ageing. 

These values represent the strain where fracture initiates at the surface 

of the specimen. 

The engineering stress-strain curves for three sets of temper T4 tests 

are presented in Fig. 3 b). The T4–1 curve is a representative test in the 

rolling direction from Fig. 3 a). T4–2 is a test conducted in conjunction 

with the modified Arcan tests and T4–3 is a test conducted in conjunc- 

tion with the plane-strain tension and in-plane simple shear tests. The 

numbering of the tests indicates the order they were performed in, i.e., 

the T4–1 test was conducted at an earlier point in time than the T4–2 

test, which was performed prior to the T4–3 test. It is seen that natural 

ageing increases the strength as the T4–2 and T4–3 curves are shifted up- 

wards compared to the T4–1 curve. However, the natural ageing seems 

to have reached saturation when the Arcan tests were done, as the dif- 

ference between the T4–2 and T4–3 curves is negligible. This effect was 

also investigated by Engler et al. [28] for the same material and the 

reader is referred to this work for a thorough discussion of this phe- 

nomenon. Due to the negligible differences between the T4–2 and T4–3 

curves, the need for multiple calibrations of the plasticity model for this 

temper was deemed unnecessary. 

3.2. Notch tension tests 

The experimental results from the NT10 and NT3 tests are shown in 

Fig. 4 . The repeatability of the notch tension tests was excellent, and 

thus only one test per configuration is plotted. The displacement was 

extracted from the global virtual extensometer while the logarithmic 

strain is calculated from the displacement measured by the local vir- 

tual extensometer. The force levels between the two test geometries are 

similar while the displacements are slightly larger for the largest notch 

radius. The local strain is also seen to be higher in the tests with the 

largest notch radius. This is expected as the sharper notch radius con- 

fines the gauge section more than the larger notch radius, resulting in 

higher stress triaxialities within this region. 

Fig. 4. Experimental results from the a) NT10 and b) NT3 tests in terms of force-displacement and logarithmic strain-displacement curves. 



H. Granum, D. Morin, T. Børvik et al. International Journal of Mechanical Sciences 192 (2021) 106122 

Fig. 5. Fracture surfaces of a) NT10 and b) NT3 tests for the three tempers. 

Fig. 6. Force-displacement and logarithmic strain-displacement curves from 

plane-strain tension (PST) tests. 

Fractured specimens from the six different notch tension tests were 

examined by visual inspection and are shown in Fig. 5 . Only one test 

per configuration is shown as negligible differences were seen between 

fracture surfaces of repeated tests. A slant fracture surface was found 

for all tests, even though some NT3 tests displayed rough shear lips. 

In general, the fracture surfaces were rougher for temper T7 than for 

tempers T4 and T6, and shear lips were more prominent in the NT3 

tests than in the NT10 tests. 

3.3. Plane-strain tension tests 

The force-displacement and logarithmic strain-displacement curves 

from representative plane-strain tension tests are shown in Fig. 6 . Du- 

plicate tests are not shown due to the excellent repeatability. The results 

are in accordance with the trends seen for the notch tension tests, where 

the most prominent difference being the similarity in elongation at frac- 

ture between tempers T6 and T7. The fracture initiated in the centre 

of the specimen for all tests and propagated in a straight line towards 

the free edges, perpendicular to the loading direction as seen in Fig. 7 . 

For the tests in temper T6, the crack propagated instantly resulting in 

a sudden loss of load-carrying capacity, while the tests in temper T4 

exhibited slightly slower crack propagation. Only the T6–3 test experi- 

enced complete fracture, where the specimen was pulled apart. In the 

rest of the tests, the force level dropped below a threshold limit at which 

the test was stopped automatically. For the tests in temper T7, the crack 

propagated slowly and it took approximately 40 s from initiation to com- 

pletion. By inspection of the fractured T6–3 specimen shown in Fig. 7 , 

a slant fracture surface was observed, where the crack was seen to flip 

to the other admissible shear band. 

3.4. In-plane simple shear tests 

The force-displacement curves from the shear tests are shown to the 

left in Fig. 8 where the numbered markers coincide with the numbered 

images on the right-hand side. Owing to slight scatter, results from all 

repeat tests are presented. The strain fields obtained by 2D-DIC reveal 

that strains localized in a thin band across the gauge section in all tests 

(not shown for brevity). By inspection of the images, fracture seemingly 

occurred simultaneously within this band, as the origin of fracture initi- 

ation was difficult to pinpoint exactly. In-plane rotations were observed 

in all tests, resulting in an angle of the localized deformation band com- 

pared to the loading direction, as evident from the images in Fig. 8 . 

The angle of the band with respect to the loading direction was similar 

between repetitions and tempers. The drop in the force-displacement 

curves, particularly for temper T7, is presumed to occur due to the com- 

bined effect of material softening and area reduction in the localized 

deformation band. The shear tests indicated that temper T7 has supe- 

rior ductility compared to tempers T4 and T6, and the high ductility 

makes it difficult to pinpoint the onset of fracture in the temper T7 

tests. By inspection of the images, the onset of fracture is anticipated 

to occur somewhere between point 2 and 3 in the representative force- 

displacement curve for temper T7 in Fig. 8 . All specimens displayed a 

smooth and flat fracture surface through the thickness, and there were 

negligible differences among repetitions and tempers. 

3.5. Modified Arcan tests 

The force-displacement curves from the modified Arcan45 and Ar- 

can90 tests are shown in Fig. 9 a) and Fig. 9 b), respectively. Overall, 

the trends are in accordance with the other mechanical tests presented 

showing that temper T6 gives the highest peak force followed in turn 

by tempers T4 and T7. The peak forces are consistently higher in the 

Arcan90 tests than in the Arcan45 tests, and the ratio between the peak 

forces in the two load cases is almost identical amongst the tempers. The 

displacement at peak force is smaller in the Arcan45 tests than in the 

Arcan90 tests, but the final displacement is larger in the former. This 

is linked to the crack paths being longer in the Arcan45 tests than in 

the Arcan90 tests, especially for tempers T4 and T6. As Fig. 9 b) indi- 

cates, the Arcan90-T6 test experienced a sudden loss of load-carrying 

capacity as the crack propagated instantly across the specimen between 

two images of the test. Even though temper T7 is the most ductile al- 

loy condition, the tests in temper T4 exhibits the largest displacements. 

This is linked to the combination of adequate strength, work-hardening 

and ductility in temper T4, which seems to be more favourable than 

the high ductility and low work-hardening seen for temper T7 in these 

tests. 
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Fig. 7. Fractured plane-strain tension specimens and fracture surface of test specimen T6–3. The red lines on the pictures indicate the crack path. (For interpretation 

of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. Force-displacement curves from the in-plane simple shear (ISS) tests where the numbered markers coincide with the images on the right-hand side. 

Fig. 9. Force-displacement curves from a) the Arcan45 tests and b) the Arcan90 tests. 
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Fig. 10. Fractured specimens showing the different fracture modes of the modified Arcan tests with corresponding fracture surfaces. 

Fractured specimens from the modified Arcan tests are shown in 

Fig. 10 . In the upper part of the figure, the three different fracture modes 

observed in the tests are displayed. A curved crack path was observed in 

both the Arcan45-T4 and the Arcan45-T6 tests. In the Arcan45-T6 tests, 

the crack was arrested approximately 10 mm from the edge and the tests 

were stopped as the force level dropped below a lower threshold. In the 

Arcan45-T4 tests, the crack was arrested approximately 5 mm from the 

edge when stopped, but during the dismantling of the specimens from 

the loading brackets, the specimens were pulled apart. By inspection of 

the fracture surfaces from the Arcan45-T4 tests, all three tests exhib- 

ited the alternating slant fracture phenomenon. The crack initiated and 

propagated in a slant fracture mode until arrested. By inspection of the 

Arcan45-T6 specimen, the fracture initiated in a V-mode and propagated 

in this mode for approximately 3 mm before it transitioned to a slant 

fracture mode. The alternating slant fracture phenomenon was not ob- 

served in any of these tests. The V-mode was also seen in Gruben et al. 

[29] for Arcan45 specimens made of Docol 600DL steel. In the Arcan45- 

T7 tests, fracture initiated in a V-mode within the same area as for the 

Arcan45-T4 and Arcan45-T6 tests, and the crack initially followed a sim- 

ilar curved path. However, the crack path deflected abruptly after a few 

millimetres and propagated perpendicularly to the longitudinal axis of 

the specimen as shown in Fig. 10 . The fracture surfaces were rough with 

evident shear lips. All the Arcan90 tests exhibited a similar crack path 

for all three tempers, but differences in the fracture surfaces were seen. 

In the Arcan90-T4 tests, the fracture initiated and propagated in a slant 

fracture mode where the crack was seen to flip abruptly throughout the 

deformation in all tests. One of the Arcan90-T6 tests initiated in a V- 

mode before a transition to slant fracture was seen, while the two others 

initiated in a slant fracture mode. Both the Arcan90-T4 and Arcan90-T6 

tests showed a smooth fracture surface, while the Arcan90-T7 tests had 

a rougher fracture surface, similar to what was seen in the Arcan45-T7 

tests. 

4. Modelling and simulation 

4.1. Stress state parameters 

Any admissible stress state can be expressed by the three ordered 

principal stresses 𝜎1 ≥ 𝜎2 ≥ 𝜎3 given by 

𝜎1 = 

2 
3 
𝜎vM 

cos ( 𝜃) + 𝜎h (1a) 

𝜎2 = 

2 
3 
𝜎vM 

cos 
(
𝜃 − 

2 𝜋
3 

)
+ 𝜎h (1b) 

𝜎3 = 

2 
3 
𝜎vM 

cos 
(
𝜃 + 

2 𝜋
3 

)
+ 𝜎h (1c) 

where 0 ≤ 𝜃 ≤ 

π
6 is the deviatoric angle, 𝜎vM 

= 

√
3 𝐽 2 is the von Mises 

equivalent stress, and 𝜎h = I 1 /3 is the hydrostatic stress. Here, J 2 and I 1 
are the second principal deviatoric stress invariant and the first princi- 

pal stress invariant, respectively. The stress state may be conveniently 

described by the stress triaxiality T and the Lode parameter L . The stress 

triaxiality is defined as the ratio between the hydrostatic stress 𝜎h and 

the von Mises equivalent stress 𝜎vM 

, viz. 

𝑇 = 

𝜎h 
𝜎vM 

(2) 

The Lode parameter describes the deviatoric stress state, and is de- 

fined either in terms of the deviatoric angle 𝜃 or the ordered principal 

stresses ( 𝜎1 , 𝜎2 , 𝜎3 ) as 

𝐿 = 

√
3 tan 

(
𝜃 − 

𝜋
6 

)
= 

2 𝜎2 − 𝜎1 − 𝜎3 
𝜎1 − 𝜎3 

(3) 

The range of the Lode parameter is L ∈ [ − 1, + 1], where L = − 1, 0 

and + 1 represent states of generalized tension, generalized shear and 

generalized compression, respectively. 
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4.2. Plasticity model 

The constitutive relation is given by the high-exponent yield surface 

proposed by Hershey [30] and Hosford [31] , the associated flow rule 

and an extended Voce hardening rule. Even though the material exhibits 

moderate plastic anisotropy according to the Lankford coefficient, an 

isotropic plasticity model is applied. The equivalent stress is given by 

the principal stresses as 

𝜎eq = 

(1 
2 
(||𝜎1 − 𝜎2 ||𝑎 + 

||𝜎2 − 𝜎3 ||𝑎 + 

||𝜎3 − 𝜎1 ||𝑎 
)) 1 

𝑎 
(4) 

where a is a parameter controlling the curvature of the yield surface. 

This parameter is set to a = 8 in this study as suggested by Hosford 

[32] based on polycrystal plasticity calculations. The yield function is 

expressed as 

𝜙 = 𝜎eq − 𝜎M 

= 𝜎eq − 

(
𝜎0 + 𝑅 ( 𝑝 ) 

) ≤ 0 (5) 

where 𝜎M 

is the matrix material flow stress, 𝜎0 is the yield stress, R is the 

hardening variable and p is the equivalent plastic strain. The hardening 

variable is defined by an extended Voce hardening rule on the form 

𝑅 ( 𝑝 ) = 

3 ∑
𝑖 =1 

𝑅 𝑖 ( 𝑝 ) = 

3 ∑
𝑖 =1 

𝑄 𝑖 
(
1 − exp 

(
− 𝐶 𝑖 𝑝 

))
(6) 

where R i are hardening terms that saturate at different levels of plastic 

strain. The hardening parameters Q i and C i work in pair controlling the 

strain hardening of the material. 

4.3. MMC fracture model 

Fracture in the simulations is governed by a modified Mohr-Coulomb 

fracture model. The version of the Mohr-Coulomb model used in this 

study was inspired by the one proposed by Bai and Wierzbicki [19] . 

They transformed the original model into locus form where the failure 

strain ̄𝜀 f , i.e., the equivalent plastic strain at failure, was defined in terms 

of the stress triaxiality T and the Lode angle parameter �̄� . The latter 

is a normalized parameter of the Lode angle and is within the range 

�̄� ∈ [ −1 , +1 ] . In this study, the Lode parameter L is used instead of the 

Lode angle parameter �̄�, and the expression for the failure strain �̄� f is 

then given as [19] 

𝜀 f ( 𝐿, 𝑇 ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 
𝐾 

�̂� 2 

[ 

�̂� 3 + 

√
3 

2 − 

√
3 

(
�̂� 

∗ 
4 − �̂� 3 

)(
sec 

(−Lπ
6 

)
− 1 

)] 

×
⎡ ⎢ ⎢ ⎣ 

√ 

1 + �̂� 

2 
1 

3 
cos 

(− 𝐿𝜋
6 

)
+ �̂� 1 

(
𝑇 + 

1 
3 

sin 
(− 𝐿𝜋

6 

))⎤ ⎥ ⎥ ⎦ 

⎫ ⎪ ⎬ ⎪ ⎭ 

− 1 𝑛 

(7) 

where 

�̂� 

∗ 
4 = 

{ 

1 for −1 ≤ 𝐿 ≤ 0 
�̂� 4 for 0 < 𝐿 ≤ 1 (8) 

The model has six parameters that must be calibrated: �̂� 1 governs 

the pressure dependence; �̂� 2 and K control the overall ductility; �̂� 3 de- 

termines the Lode parameter dependence; �̂� 4 governs the asymmetry of 

the failure locus between states of generalized tension and compression; 

and increasing values of n shift the ductility upwards and decrease the 

stress triaxiality and Lode parameter dependence [19] . 

Damage is introduced by the damage variable D which is set to 

evolve with increments of the equivalent plastic strain p , given as 

𝐷 ( 𝑝 ) = ∫
𝑝 

0 

d 𝑝 
𝜀 f ( 𝐿, 𝑇 ) 

(9) 

The material is undamaged in its initial configuration, i.e., D = 0, 

and fracture initiates when D = 1. Whereas the failure locus is valid for 

proportional loading only, the damage accumulation rule is assumed to 

account for non-proportional load paths in an approximate way. 

4.4. Finite element modelling 

The finite element (FE) simulations of the mechanical tests used 

in the calibration process were conducted with the implicit solver 

of Abaqus [33] with displacement-controlled loading. All simulations 

with the MMC fracture model were conducted using the explicit solver 

of Abaqus with velocity-controlled loading. The specimens were dis- 

cretized by use of 8-node linear brick elements with selective reduced 

integration, denoted C3D8 in Abaqus. Fracture is modelled by element 

erosion, where elements are removed when D in Eq. (9) reaches unity. In 

the simulations of the NT3, NT10 and PST tests, three symmetry planes 

were utilized, and the reduced models were optimized with respect to 

the number of elements. The validity of the reduced models with op- 

timized mesh design was verified against selected simulations of the 

full specimen with a dense, uniform mesh. The differences in the pre- 

dicted crack initiation and propagation between simulations with the 

optimized and uniform mesh designs were negligible. The maximum 

time step in the implicit simulations was selected so that each simula- 

tion had around 200 increments. All simulations were conducted with 

5 elements over the half-thickness and an in-plane discretization in the 

gauge region with a characteristic element size of 0.15 mm. This resulted 

in initially cubic-shaped elements in the gauge region. 

An in-plane view of the FE models with the mesh depicted on the 

initial geometry of the specimens is shown in Fig. 11 . In all simulations, 

except for the simulations of the PST tests, the load was assigned to a 

reference node positioned in the centre of the pinhole. An MPC beam 

constraint was used to connect the reference node to the element set 

on the boundary of the specimen, to mimic the effect of a pin pulling 

the specimen. This is visualized by the red lines and the blue reference 

nodes in Fig. 11 . This approach limits the number of elements in the 

FE models significantly and presumes that the omitted part moves as a 

rigid body. Also, the rotations induced by the pinned link is recognized 

in this modelling approach by allowing the reference node to rotate in- 

plane. In the simulation of the PST test, the clamped area was assumed 

to behave as a rigid body and thus omitted in the model. The boundary 

conditions were thus assigned to the edges bordering to the clamped 

regions of the model. The ISS and modified Arcan test specimens were 

modelled according to Fig. 11 d)-e), where only through-thickness sym- 

metry was utilized. In the ISS model, two reference nodes connected to 

the edges of the specimen were applied to allow for in-plane rotations. 

In the modified Arcan model, the part of the specimen gripped by the 

clamping frame was presumed to move as a rigid body and was thus 

omitted from the model. In-plane rotations were accounted for by in- 

serting reference nodes coinciding with the centre of the two loading 

pins shown in Fig. 2 . The reference nodes were connected to the edges 

of the specimen by an MPC beam constraint. This approach simplifies 

the model substantially and enables feasible computational times with 

the desired discretization. In all explicit simulations, the velocity was 

ramped up over the first 10% of the simulation time, and the energy 

balance was carefully checked to ensure quasi-static loading conditions. 

4.5. Localization analyses 

The localization analyses were conducted using the imperfection 

band approach, following the work by Rice [34] . A detailed description 

of the approach used in this study can be found in Morin et al. [9] , and 

only a brief overview is given herein. A solid, homogenous body that is 

homogeneously deformed is considered. Within this body, a thin planar 

band is assumed to exist where stress and strain rates are allowed to be 

different from their values outside the band. However, continuing equi- 

librium and compatibility across the imperfection band are enforced. 

The normal to the band is denoted n and a sketch of a solid body with 

a planar band is depicted in Fig. 13 . Localization is set to occur when 

the strain rate inside the band becomes infinite. The critical orientation 

of the band is not known on beforehand and localization analyses cov- 

ering a range of band orientations must be conducted to find the one 
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Fig. 11. Finite element meshes of test specimen: a) NT3, b) NT10, c) PST, d) ISS and e) modified Arcan. 

Fig. 12. Experimental (crosses) and numerical force-displacement and logarithmic strain-displacement curves of the three tempers for a): NT10 and b): NT3. 

exhibiting the lowest ductility. The failure strain is taken as the equiva- 

lent plastic strain outside of the imperfection band at localization inside 

the band. 

The solid body is governed by the plasticity model described in 

Section 4.2 . Inside the band, a porous plasticity model is used to repre- 

sent the material behaviour, which enables a simple approach to intro- 

duce an imperfection by nucleation and growth of voids. The heuristic 

extension of the Gurson-Tvergaard model [35,36] proposed by Dæhli 

et al. [37] is adopted, where the yield condition is given by 

Φ = 

( 𝜎eq 

𝜎M 

) 2 
+ 2 𝑞 1 𝑓 cosh 

( 

3 𝑞 2 
2 

𝜎h 
𝜎M 

) 

− 

(
1 + 𝑞 3 𝑓 

2 ) = 0 (10) 

where 𝜎eq is the Hershey-Hosford equivalent stress defined in Eq. (4) , 

𝜎M 

is the flow stress of the matrix material according to Eq. (5) , q 1 , q 2 , q 3 
are the Tvergaard parameters, 𝜎h is the hydrostatic stress, and f is the 

void volume fraction. The evolution of void volume fraction is defined 

as 

̇𝑓 = 

̇𝑓 g + 

̇𝑓 n + 

̇𝑓 s = ( 1 − 𝑓 ) tr 𝐃 

p + 𝐴 n ̇𝑝 + 𝑘 s 𝑓𝜅
(
𝝈′)𝝈′ ∶ 𝐃 

p 

𝜎eq 
(11) 

where ̇𝑓 g is the void growth rate, ̇𝑓 n is the void nucleation rate and ̇𝑓 s 
represents the contribution from void softening in shear to the porosity 

evolution [38] . The parameters A n and k s govern void nucleation and 

voids softening in shear, respectively. Furthermore, 𝝈′ is the deviatoric 

stress tensor, D 

p is the plastic rate-of-deformation tensor defined by the 

associated flow rule and 𝜅( 𝝈′ ) is a function of the second and third in- 

variant of the deviatoric stress tensor, J 2 and J 3 , respectively, viz. 

𝜅
(
𝝈′) = 1 − 

27 
4 

𝐽 2 3 
𝐽 3 2 

(12) 

By including the term for void softening in shear in the evolution 

equation, the physical meaning of the void volume fraction f is lost and it 

should be interpreted as a damage parameter, as suggested by Nahshon 

and Hutchinson [38] . The reader is referred to Dæhli et al. [37] for a 

detailed account of the porous plasticity model used in the localization 

analyses. 

5. Calibration 

5.1. Calibration of hardening parameters 

The calibration procedure follows a similar approach as employed 

in e.g. Mohr and Marcadet [5] . The uniaxial tension tests were used to 

obtain an initial estimate of the hardening parameters. A spreadsheet 

was used to fit two of the three hardening terms to the true stress-strain 

curve up to necking. Inverse modelling of the NT10 tests by use of the 
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Fig. 13. Calibration approach for the porous plasticity model parameters A n and k s . The plot shows data for the temper T6 calibration. 

Fig. 14. Comparison between results from the localization analyses (SLM) and the calibrated MMC fracture model. 

Table 3 

Material parameters of the extended Voce hardening rule. 

Temper 𝜎0 (MPa) Q 1 (MPa) C 1 Q 2 (MPa) C 2 Q 3 (MPa) C 3 

T4 135.0 19.04 87.05 142.22 10.06 75.00 3.08 

T6 245.1 6.45 438.98 109.39 11.13 2.58 9.05 

T7 152.8 3.76 2316.10 57.11 38.34 25.81 4.59 

optimization tool LS-OPT [39] was then employed to calibrate the hard- 

ening parameters. The initial estimate was used as a starting point in 

the optimization, where the first hardening term was kept fixed and the 

second and third hardening terms could change. Sequential FE simula- 

tions were then conducted with different hardening parameters where 

LS-OPT employed a genetic optimization algorithm to find the optimal 

set of parameters. The force-displacement curves from the NT10 tests 

were used as targets in the optimizations. The finite element model em- 

ployed is presented in Section 4.4 and the calibrated hardening param- 

eters are displayed in Table 3 . The force-displacement and logarithmic 

strain-displacement curves from the simulations are plotted as solid lines 

together with the experiments as crosses for the two notch tension tests 

in Fig. 12 . The good agreement between the simulations and experi- 

ments for both tests illustrates the validity of the calibrated plasticity 

model. 

5.2. Calibration of the MMC fracture model 

The predictive capability of the localization analyses relies on an 

accurate description of the material behaviour inside and outside the 

imperfection band. The plasticity model used outside the band was cal- 

ibrated as described in the previous section. For the porous plasticity 

model used inside the band, the parameters introduced by Tvergaard 

[36] were given standard values, i.e., q 1 = 1.5, q 2 = 1.0, 𝑞 3 = 𝑞 2 1 = 2 . 25 . 
The nucleation rate A n and the void shearing parameter k s were cal- 

ibrated based on localization analyses following the process depicted in 

Fig. 13 , whereas the initial void volume fraction f 0 was set to zero. The 

deformation gradient F ( t ) was extracted from the critical element in the 

through-thickness centre of an NT10 and a PST simulation and assigned 

as boundary conditions in localization analyses. A series of localization 

analyses with varying nucleation rate A n and void shearing parame- 

ter k s was conducted. According to Nahshon and Hutchinson [38] , the 

void shearing parameter is suggested to be in the range 1 ≤ k s ≤ 3 for 

structural alloys, thus three values within this range were investigated: 

k s = {1.0, 2.0, 3.0}. The optimal value of A n was found when localiza- 

tion occurred for a strain outside the band similar to the experimental 

failure strain for a given k s , as depicted in the plot in Fig. 13 . The optimal 

value of k s was not searched for and the calibrated value of k s was cho- 

sen from the three values investigated. The experimental failure strain 

was taken from the critical element in a simulation based on both global 

and local measurements from DIC results. In general, failure was found 

to initiate just before the final dip in the force levels, as it was assumed 

that strain localization initiated at this point. The plot in Fig. 13 shows 

the results from the localization analyses for temper T6 where the opti- 
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Fig. 15. Failure loci of the MMC fracture model for the three different tempers of AA6016. 

Table 4 

Calibrated values of the pa- 

rameters in the porous plas- 

ticity model. 

Temper A n k s 

T4 0.006 2.0 

T6 0.0125 2.0 

T7 0.005 2.0 

mal value of the nucleation rate A n is depicted. The calibrated values of 

the parameters in the porous plasticity model are given in Table 4 . 

With the metal and porous plasticity models calibrated, localization 

analyses with proportional loading conditions were conducted, i.e., as- 

signing a deformation where the stress triaxiality T and the Lode pa- 

rameter L are constant during the entire simulation. From these anal- 

yses, failure strains covering a considerable region of the stress space 

were obtained, even if localization was not achieved for all the applied 

stress states. The parameters of the MMC fracture model were finally 

optimized against this cloud of points in a Python script. Approximately 

100 points were used in each optimization to ensure a solid basis for 

the identification. The basin-hopping algorithm [40] available in the 

SciPy package [41] was employed to determine the optimal set of model 

parameters. The algorithm aims to find the global minimum of a cost 

function, here defined as the difference between the failure strains cal- 

culated with MMC fracture model and localization analyses for a wide 

range of stress states. Within the global stepping algorithm, a local min- 

imization is carried out using a sequential least squares programming 

(SLSQP) method [42] . Approximately 60 basin-hopping iterations were 

performed to find the optimal set of parameters using the default pa- 

rameters of the algorithm (the reader is referred to [41] for more details 

upon these numerical aspects). The calibrated parameters are given in 

Table 5 . 

The calibrated MMC fracture model and the target points calculated 

by the localization analyses (given the abbreviation SLM) are shown in 

Fig. 14 for selected values of the stress triaxiality. From the figure it is ev- 

ident that the main trends are captured in the calibration of the fracture 
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Fig. 16. Comparison between experimental (crosses) and numerical (solid lines) force-displacement and local strain-displacement curves of temper T4: a) NT10, b) 

NT3, c) PST and d) ISS. All curves are plotted to fracture. 

Table 5 

Calibrated parameters of the modified Mohr-Coulomb fracture model based 

on localization analyses. 

Temper K �̂� 1 �̂� 2 �̂� 3 �̂� 4 n 

T4 0.9969 0.01000 0.5075 0.8820 1.0056 0.01122 

T6 0.9988 0.01135 0.5081 0.8847 1.0066 0.01000 

T7 0.9611 0.00100 0.4815 0.8672 1.0005 0.00138 

model, even though the fit around generalized shear ( L = 0) is not always 

good. The dependence on the stress triaxiality around L = 0 is small ac- 

cording to the localization analyses, resulting in the points for L = ± 0.2 

in some cases overlapping each other. This behaviour is not accurately 

captured by the calibrated fracture model, where an evident dependence 

on the stress triaxiality is seen around L = 0. The fit is accurate for gen- 

eralized tension and compression for all three tempers. The somewhat 

flat failure locus predicted by the localization analyses is amongst other 

linked to the use of a Hershey yield surface with exponent a = 8. The in- 

fluence of the yield surface curvature on ductile failure was investigated 

by Dæhli et al. [37] , where Hershey yield surfaces with exponent a = 2 

(i.e., equal to the von Mises yield surface) and a = 8 were investigated 

by use of localization analyses. The results suggest that a yield surface 

with a = 8 displays a flatter failure locus compared to the yield surface 

with a = 2. The reader is referred to Dæhli et al. [37] for further details 

on the influence of the yield surface curvature on ductile failure. 

The results from the calibration of the MMC fracture models are 

shown in Fig. 15 . The overall shape of the three fracture surfaces in the 

left column of the figure is similar, where both an evident stress triaxial- 

ity and Lode parameter dependence is seen. The monotonic decrease in 

ductility for increasing stress triaxiality is shown in the middle column 

of the figure for generalized compression ( L = 1), generalized tension 

( L = − 1) and generalized shear ( L = 0). The rate of decrease in ductil- 

ity for increasing stress triaxiality is similar for generalized compression 

and generalized tension for all tempers. However, the rate of decrease 

in ductility for increasing stress triaxiality is much lower for generalized 

shear, especially for tempers T4 and T6. Generalized shear exhibits the 

lowest ductility followed by generalized tension and generalized com- 

pression, where the difference between the two latter is small. Temper 

T7 exhibits a much stronger dependence on the stress triaxiality for gen- 

eralized shear compared to tempers T4 and T6. This is clearly visualized 

in the right column where the failure loci are plotted as a function of 

the Lode parameter for selected values of the stress triaxiality. It should 

be noted that this strong stress triaxiality dependence was not predicted 

by the localization analyses and is a result of the calibration of the MMC 
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Fig. 17. Comparison between experimental (crosses) and numerical (solid lines) force-displacement and local strain-displacement curves of temper T6: a) NT10, b) 

NT3, c) PST and d) ISS. All curves are plotted to fracture. 

fracture model. The ductility in simple shear is considerably higher for 

temper T7 than for temper T6, while temper T4 is somewhere in be- 

tween. The asymmetry of the failure loci is evident for all tempers where 

the lowest ductility for selected values of the stress triaxiality is found 

for slightly negative values of the Lode parameter. The high ductility for 

T = 0 and L = ± 1 for temper T6, higher than for both tempers T4 and T7, 

is somewhat peculiar. The localization analyses did not provide results 

for these stress states and this part of the failure locus is obtained by 

extrapolation. However, for the stress states achievable by experiments, 

the failure locus for temper T6 exhibits lower ductility than the failure 

loci for tempers T4 and T7. 

The highest and lowest ductility on the plane stress failure locus 

is found for the stress states representing uniaxial tension ( L = − 1, 

T = 0.33) and plane-strain tension ( 𝐿 = 0 , 𝑇 = 1∕ 
√
3 ), respectively. It is 

worth noting that the ductility is higher in uniaxial tension than in equi- 

biaxial tension ( L = 1, T = 0.67) for all tempers. This difference would 

not be possible to express with the Hosford-Coulomb fracture model, 

where the ductility is forced to be equal in uniaxial and equi-biaxial 

tension. The cusp on the plane-stress failure locus for uniaxial tension 

and the valley towards simple shear ( L = 0, T = 0) for all tempers catego- 

rizes these material’s fracture behaviour as Lode parameter dominated. 

A stress triaxiality dominated fracture behaviour would exhibit higher 

ductility in simple shear compared to uniaxial tension, and thus no cusp 

would appear in the plane-strain failure locus for uniaxial tension. 

6. Numerical results and discussion 

6.1. Material tests 

The results from the simulations of the material tests on the notch 

tension (NT), plane-strain tension (PST) and in-plane shear (ISS) speci- 

mens with the MMC fracture model are shown in Figs. 16–19 . The ex- 

perimental results are presented as discrete crosses, while the solid lines 

represent the simulations. By comparison of the response curves for tem- 

per T4 shown in Fig. 16 , the predictions by the MMC fracture model are 

in general found to be good. When comparing the force-displacement 

curves for the four tests, the agreement for the notch tension tests is ex- 

cellent, while there are some deviations for the PST and ISS tests. These 

deviations are expected when modelling a moderately anisotropic ma- 

terial with an isotropic yield surface. The onset of fracture is accurately 

predicted for the NT10 test, while it is slightly conservative for the NT3 

and PST tests. For the ISS test, the response curves deviate already at 

yielding and the onset of fracture is predicted for a larger displacement 

than in the experiment. The reason for this deviation is linked to the 
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Fig. 18. Comparison between experimental (crosses) and numerical (solid lines) force-displacement and local strain-displacement curves of temper T7: a) NT10, b) 

NT3, c) PST and d) ISS. All curves are plotted to fracture. 

texture of the alloy, requiring an anisotropic yield criterion to capture 

the behaviour as discussed in Achani et al. [43] . Engler et al. [28] in- 

vestigated the microstructure and texture of an AA6016 sheet in temper 

T4 where a characteristic cube recrystallization texture was found. This 

texture leads to a relatively high yield stress in shear compared to uni- 

axial tension [43] . Thus, the yield stress in a shear test is not expected 

to be accurately predicted with an isotropic yield surface. Considering 

that the texture is not altered by the heat-treatment, this behaviour is ex- 

pected for all tempers. The conflicting fracture prediction from the PST 

and ISS tests illustrates the difficulties of finding a set of parameters that 

accurately describes the onset of fracture in both tests. 

The results from simulations with the MMC fracture model for tem- 

per T6 are shown in Fig. 17 . The prediction of fracture in the PST test is 

slightly conservative, while the fracture predictions for the NT10, NT3 

and ISS tests are slightly non-conservative. The impressive accuracy in 

the predictions of the temper T6 tests is evident as the least accurate pre- 

diction is obtained for the NT10 test, which was used in the calibration. 

As expected, the deviations between the force-displacement curves for 

the ISS test initiated already at yield. Despite this, accurate prediction 

on the onset of fracture is also obtained for this test. 

The results from the simulations with the MMC fracture model for 

temper T7 are shown in Fig. 18 . The agreement between the experimen- 

tal and numerical response curves and the predicted onset of fracture is 

excellent for the NT10, NT3 and PST tests. The only notable deviation 

amongst these tests is the shift in the local strain for the PST tests, re- 

sulting in a slightly higher strain at the onset of fracture in the simula- 

tion compared to the experiment. As mentioned earlier, the exact onset 

of fracture in the ISS test is difficult to determine based on the force- 

displacement curves. The displacement at which the onset of fracture is 

predicted in the simulation appears to be a reasonable estimate when 

inspecting images from the test at a similar displacement. 

The predictive capability of the MMC fracture model has been 

demonstrated in terms of global and local response parameters for four 

different material tests. In Fig. 19 , the stress state histories extracted 

from simulations of the same experiments are presented. The solid lines 

are taken from simulations where the critical damage parameter is set 

artificially high and the end of the lines indicate the onset of fracture in 

the experiments. Fracture in the experiments was determined based on 

both local and global measurements for NT10, NT3 and PST tests, while 

global measurements were used for ISS. The dots indicate the onset of 

fracture predicted by the MMC fracture model. The stress states covered 

by the experiments include mainly negative values of the Lode parame- 

ter and positive values of the stress triaxiality. The stress state histories 

are taken from the through-thickness centre element for the NT10, NT3 

and PST tests, which corresponds to the element subjected to the largest 

equivalent plastic strain. In the simulations of the ISS tests, the element 
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Fig. 19. Evolution of the stress state (i.e., Lode parameter and stress triaxiality) as function of the equivalent plastic strain extracted from the critical element. The 

predicted fracture by the MMC fracture model is indicated by the dots while the end of the solid lines gives the onset of fracture in the tests. 
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Fig. 20. Experimental and numerical force-displacement curves for the Arcan45 tests in a), c) and e) and corresponding crack paths on the undeformed configuration 

in b), d) and f). 



H. Granum, D. Morin, T. Børvik et al. International Journal of Mechanical Sciences 192 (2021) 106122 

Fig. 21. Experimental and numerical force-displacement curves for the a) Arcan90-T4, b) Arcan90-T6 and c) Arcan90-T7 tests. 

subjected to the largest value of the damage parameter D at the displace- 

ment of fracture in the experiment is taken as the critical element. The 

damage parameter was used to determine the critical element since the 

largest value of the equivalent plastic strain was found on the through- 

thickness surface within the notch. This region is heavily affected by 

the in-plane rotations that occur in the tests, which makes the element 

subjected to the largest value of equivalent plastic strain an unsuitable 

choice for the ISS tests. The chosen critical element in all ISS tests is 

located on the in-plane surface within the gauge region where strains 

localize. Among the eight integration points within the critical element, 

the one subjected to the largest value of equivalent plastic strain is cho- 

sen in all tests. When comparing the predictions by the MMC fracture 

model with the experimental values in Fig. 19 , i.e., comparing the dots 

to the end point of the solid lines, the trends are similar to the ones in 

Figs. 16–18 . By inspection of Fig. 19 , it is evident that the stress state 

histories are quite similar among the different tempers apart from in the 

ISS test. The reason for this is the varying position of the critical element 

among the simulations of the ISS test. The difference in strength, work- 

hardening and ductility between the three tempers results in different 

deformation processes which affect the position of the critical element, 

emphasizing the difficulties faced with an in-plane simple shear test. 

Roth and Mohr [44] investigated the challenges related to determining 

the strain to failure for simple shear for a wide range of sheet metals. 

Amongst the study’s conclusions, it was stated that the shape of the spec- 

imen plays a significant role and that different material properties such 

as strength, work-hardening and ductility require different shapes of 

the specimen. By inspection of the stress state histories for the ISS tests, 

temper T6 is closest to exhibit a proportional loading path, suggesting 

that the geometry of the ISS test specimen is suitable for the material 

properties of this temper. Ideally, both the stress triaxiality and the Lode 

parameter should be equal to zero all the way to fracture in a shear test. 

Especially the ISS test for temper T7 exhibits a loading path where T and 

L vary markedly throughout the deformation, making it less suitable to 

use as target in a calibration process. This is one of the reasons why the 

PST test was chosen in order to calibrate the void shearing parameter 

k s in the porous plasticity model and not the ISS test. Considering the 
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Fig. 22. The strain fields of Arcan45-T6 and Arcan90-T7 from DIC and FE simulations taken when the crack had propagated approximately halfway through the 

specimen. 

rather simple plasticity model chosen and that only two material tests 

were used in the calibration, the predictions by the MMC fracture model 

are deemed satisfactory. 

6.2. Modified Arcan tests 

To further assess the predictive capabilities of the MMC fracture 

model, the modified Arcan tests with 𝛽 = 45° and 𝛽 = 90° were simulated. 

Here, the model’s ability to predict both crack initiation and propagation 

is tested. In Fig. 20 the force-displacement curves from experiments and 

simulations of the Arcan45 tests are shown to the left, with correspond- 

ing crack paths on the undeformed configuration to the right. Despite 

the small inaccuracies seen in the predictions for the material tests, ex- 

cellent agreement between the experimental and numerical results is 

seen for the Arcan45 tests, both in terms of force-displacement curves 

and crack paths. The onset of fracture is initiated at the correct displace- 

ment and position on the specimen for all three tempers. Additionally, 

the simulated crack propagation occurs mostly along the correct paths 

at similar velocities as the experimental ones. Even the somewhat sur- 

prising straight crack path seen in the Arcan45-T7 test was predicted 

accurately. The slanted fracture surface observed in the experiments 

was not predicted in any of the simulations. To predict slanted fracture, 

the through-thickness symmetry must be abandoned and a much denser 

mesh accompanied by a coupled damage model is most likely required 

[45] . However, the crack in the temper T7 simulation propagated in 

a tunnelling mode from initiation to complete fracture. The stress tri- 

axiality inside the notch where fracture initiated was between 0.3 and 

0.4, while the Lode parameter was approximately equal to − 1 for all 

tempers. Just in front of the propagating crack, a region with stress tri- 

axiality between 0.6 and 0.7 and a Lode parameter close to zero was 

present for all tempers. 

Fig. 21 shows the experimental and numerical force-displacement 

curves for the Arcan90 tests. The onset of fracture was accurately pre- 

dicted for tempers T4 and T7, while for temper T6 fracture occurred 

slightly later in the simulation than in the experiment. Additionally, 

there was a slight deviation in the force level in parts of the response 

curve before the onset of fracture for temper T6 of unknown reasons. 

The crack propagation was accurately predicted for tempers T4 and T7, 

where the agreement between the experimental and numerical response 

curves was good throughout the whole deformation process. The veloc- 

ity of the propagating crack for temper T6 was not accurately captured 

in the simulations, where a lower velocity than in the tests was pre- 

dicted. 

The onset of fracture in the simulation was found to occur a few 

millimetres within the notch and not at the free surface. This occurred 

even though the largest value of the equivalent plastic strain was found 

on the free surface. However, by inspection of the stress state at the 

onset of fracture, the region inside the notch was found to be subjected 

to a higher stress triaxiality and a Lode parameter closer to zero than 

on the free surface. Fracture initiated in this region before propagating 

perpendicularly to the loading direction. The agreement between the 

crack pattern in the experiment and simulation was excellent for all 

tempers and is not shown for brevity. 

The strain fields of an Arcan45-T6 and Arcan90-T7 test are shown 

in Fig. 22 from both DIC and FE simulations. The strain fields were 

taken when the crack had propagated approximately halfway through 

the specimen in both tests. The magnitude of the strains is consistently 

higher in the FE simulations than in the DIC simulations owing to the 

denser mesh used in the former. However, the qualitative trends are 

similar between the two sets of simulations for both tests. A narrow 

zone with localized strains in front of the propagating crack is correctly 

predicted in both cases. In the Arcan45-T6 test, there is a band with 

slightly higher strains across the specimen which is not fully developed 

in the FE simulations and thus only partially predicted. 

7. Conclusions 

This paper has presented a novel calibration procedure of the mod- 

ified Mohr-Coulomb (MMC) fracture model by use of localization anal- 

yses of the imperfection band type and applied it for three tempers of 
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the aluminium alloy AA6016. By this approach, the onset of ductile frac- 

ture is set to coincide with strain localization. Notch tension (NT10) and 

plane-strain tension (PST) tests were used in the calibration of the metal 

and porous plasticity models assigned to the material outside and inside 

the imperfection band, respectively. The fracture model was validated 

against notch tension (NT3) and in-plane simple shear (ISS) tests in ad- 

dition to two loading cases of the modified Arcan test. The goal was to 

assess the predictive capabilities of the proposed modelling approach, 

where localization analyses were used as basis to calibrate the MMC 

fracture model. Finite element simulations with the Hershey-Hosford 

plasticity model combined with the MMC fracture model were in most 

cases able to accurately predict the onset of fracture. For both loading 

cases of the modified Arcan tests, initiation and crack propagation were 

predicted with good accuracy in all but one simulation. Considering that 

only two experiments have been used in the calibration of the plastic- 

ity and fracture models, the potential of this approach is emphasized. 

The use of localization analyses to predict ductile fracture is an effective 

and well-suited tool for design of components and structures of metal- 

lic materials, where the need for an extensive test programme could be 

reduced. 
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