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Communication networks are subject to many challenges
leading to single or multiple failures of its elements. Exam-
ple failure scenarios include unintentional failures due to
scheduledmaintenance activities ormassive failures caused
by disaster-induced events. Therefore, it is crucial to en-
hance the networks with redundancy and resilience mech-
anisms able to maintain the availability of network services
after a failure. As these problems are often inherently hard
to solve to optimality, the role of time-efficient approxima-
tion schemes is essential.

In this paper, we highlight the selected problems of com-
munication networks resilience addressed in this issue of
Networks.
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1 | INTRODUCTION

Communication networks are an essential part of our life, providing access to information, services, as well as offering
communication possibilities. A multitude of personal and business applications are characterized by stringent needs
related to the quality of service (QoS) attributes including capacity, latency, transfer delay variation (jitter), and packet
losses [9]. It is a societal necessity that the communication networks providing these services are almost always
available (see e.g., [8]), also after disastrous events when traffic demand volume frequently grows substantially as
a result of remarkably increased activity of end-users in the network.
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In particular, as mentioned in [3], 20% of all failures of network nodes/links are due to maintenance activities
following from the scheduled tasks as well as implied by design faults and configuration mistakes. Concerning the
other 80% of failure events:

• around 70%of themdenote unintentional failures of single links occurring at random locations (e.g., due to dig-ups
by third parties) [4],

• the remaining 30% of cases affect more than one link [6], and thus also refer to disaster-induced massive failures,
i.e., simultaneous failures of multiple elements at a time due to disaster events. As presented in [10], disaster-
induced massive failures can be triggered by:
– natural disasters, e.g., earthquakes, floods, fires, hurricanes, tornadoes or volcanic eruptions,
– weather disruptions caused by heavy rain/snow or fog affecting, e.g., high-frequency wireless (radio/optical)

communications,
– technology-related disasters following from, e.g., software/hardware failures or faults of power supply systems,
– malicious human activities (attacks) affecting the performance of the network either directly (via, e.g., dis-

tributed denial of service – DDoS, electromagnetic pulse attack – EMP) or indirectly (see for instance failures
of network nodes/links due to their location in the area of use of weapons).

It is worth noting that the impact of failures is dependent on their causes. In particular, concerning failures due
to scheduled maintenance activities, unintentional failures of nodes/links, or technology-related massive disruptions,
locations of the failed network elements are often distributed across the network, as shown in Fig. 1a. They thus do
not depend either on characteristics of network elements or on vulnerabilities characteristic of a given geographical
area. However, in the case of massive failures, e.g., due to natural disasters, or adverse weather conditions, affected
network elements are commonly located in specific areas called failure regions [5] (see Fig. 1b). For malicious attacks,
in turn, we can see a dependency of the attack on the importance of a given network element rather than on its
geographical location (Fig. 1c). Therefore, when trying to assure the required QoS level in a post-failure period, the
applied strategies should properly match specific characteristics of failures.

(a) (b) (c)

working nodes failed nodes

F IGURE 1 Examples of a representative set of failure scenarios.

2 | THE NEED FOR RESILIENCE

Resilience is defined in [11] as the ability of a network to provide and maintain an acceptable level of service in the face
of various faults and challenges to normal operation. It can be achieved using either proactive or reactive set up of
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the alternate communication paths, such as, e.g., backup paths being disjoint with the affected working paths [9]. As
resilience commonly involves redundancy, other ways to improve the performance of communication networks after
failures require careful planning of the network architecture itself with a particular focus on the increased connectivity
(for instance by the addition of network links) [7] or replication of servers/data centres [1]. Also, the respective
measures of network resilience [2] can help evaluate the resilience of given network architecture. They can also be
used in computations of communication paths with improved resistance to failures (e.g., measures for link vulnerability
serving as metrics of link costs).

However, the related optimization problems are oftenNP-hard, as they involve the respective subproblems known
to be NP-hard (see, e.g., schemes of resilient path computation such as Suurballe’s algorithm [12]). Therefore, the use
of suboptimal methods is often necessary to obtain the solutions in an acceptable time.

The objective of this issue of Networks is to present relevant optimization schemes and verification of their prop-
erties for selected network resilience problems. A particular focus of this issue is on the current problem of disaster-
resilience of communication networks addressed by four papers in the context of detection of regions in commu-
nication networks vulnerable to disasters, design of attack-resilient network architectures, geo-diverse routing, and
protection of the content delivery network (CDN) against link-cut attacks. The other three papers focus on the re-
silience of networks to dual failures, protection of traffic in networks with variable link capacity, and robust virtual
network function provisioning under random failures.

In particular, the paper by Vass et al. entitled “The Earth is Nearly Flat: Precise and Approximate Algorithms for
Detecting Vulnerable Regions of Networks in the Plane and on the Sphere” focuses on the identification of vulnerable
regions and the related shared risk link groups (SRLGs) in the context of disaster-induced failures. The majority of
the state-of-the-art works refer to a simplified scenario of networks embedded on a Euclidean plane, which causes
distortion. To solve this problem, the authors provide useful generalizations of SRLG algorithms on the plane to the
sphere.

In “Design/Upgrade of a Transparent Optical Network Topology Resilient to the Simultaneous Failure of its Critical
Nodes”, Barbosa et al. focus on techniques for the design of transparent optical networks with enhanced resilience to
simultaneous failures of multiple critical nodes. In particular, two problems are considered, namely the design problem
and the upgrade problem. The first one is to identify the set of links connecting a given set of nodes. The latter one
is, in turn, to determine the set of additional links to be added to maximize for a given budget the resilience of the
network to simultaneous failures of its critical nodes.

Girão-Silva et al. investigate the problem of 1+1 protection considering maximally SRLG-disjoint geo-diverse
paths to provide the resilience of optical networks to disaster-based region failures in “Shared Risk Link Group Dis-
jointness and Geodiverse Routing: A Trade-Off Between Benefit and Practical Effort”. A particular focus is on the
estimation of the increase in path lengths and the cost of needed transponders when providing the disaster-resilience.

Natalino et al. address protection of the content delivery network (CDN) against link cut attacks in “Content
Placement in 5G-enabled Edge/Core Data Center Networks Resilient to Link Cut Attacks”. In particular, the paper
introduces a methodology based on integer linear programming for finding Pareto-optimal solutions characterized by
the minimal distance between the user and the content as well as by the maximized robustness to targeted link cuts.

Protection of transmission in communication networks against dual failures, i.e., simultaneous failures of two
network elements, is considered by Castillo et al. in “Dual-Failure Restorability Analysis of Span-Restorable Meta-
Mesh Networks”. Two integer linear programming models are proposed with the objectives to minimize the total cost
of the network able to survive all dual failures, and to maximize the dual-failure restorability by minimizing the total
number of non-restored flows, respectively.

The paper “A Robust Optimization Model for Affine/Quadratic Flow Thinning: A Traffic Protection Mechanism
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for Networks with Variable Link Capacity” by Kalesnikau et al. focuses on the protection of traffic in networks with
variable link capacities (e.g., wireless networks) by applying the flow thinningmechanism. Under flow thinning, unicast
traffic demands are served by dedicated logical tunnels which are subject to thinning according to fluctuations of the
available capacities of links. The authors present the appropriate cutting-plane and path-generation algorithms to
solve the real-life network dimensioning problems and assess the efficiency of the proposed schemes with other
protection methods.

The last paper by Lin and Zhou on “Robust Network Function Virtualization” considers the robust virtual network
function (VNF) provisioning problemwith the minimal number of VNF instances deployed to maximize the introduced
minimum network function reliability. The respective ILP-based schemes are introduced and followed by approxima-
tion algorithms.

We do hope that this issue of Networks will be found by the readers inspiring and answering essential questions
related to optimization problems in the design of resilient communication networks. Wewould like to express our grat-
itude to Prof. Bruce Golden and Prof. Douglas Shier, Editors-in-Chief of Networks, for their support in the preparation
of this issue.
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