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Double skin façades (DSFs) are considered façade technologies that can reduce energy use and improve
occupant comfort due to their advanced features. Their design requires reliable simulations due to their
complex thermophysical behaviour, which are often carried out by practitioners using building energy
software (BES) tools. Using an exhaust-air façade (also called climate façade) case study, the paper anal-
yses the sensitivity of in-built DSF models in two popular BES tools (EnergyPlus and IDA ICE) for different
orientations and climates. Small variations in input variables were considered to identify the parameters
that the designer should pay most attention to during the design of the DSF according to different per-
formance indicators. The results show that, regardless of the climate or orientation, the optical properties
of the system (glazing and shading) were the most important in determining its performance, followed
by the thermal properties of the glazing, while the geometrical, airflow and frame characteristics were
less relevant. The model validation process also showed how differences in the in-built models (i.e. the
use of a capacitance node for the glazed layers) lead to a difference in the reliability of the two BES tools.
� 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Double skin façades (DSFs) are building envelope systems that
can reduce energy use and improve occupant comfort due to their
advanced characteristics. A recent meta-analysis showed that the
advantages given by these solutions can be up to 90% energy
reduction potential, but when not properly designed or managed,
an increase in energy use of up to more than 30% can be seen
[1]. The large variation in performance is linked to the high com-
plexity of these systems, which can often introduce non-optimal
designs. This highlights the need to support the development,
detailed design, and management of DSFs through advanced
numerical tools.

Whole-Building Energy Software (BES) tools are meant for mod-
elling and predicting the performance of an entire building includ-
ing the interactions between its sub-systems. They are therefore
particularly suitable to investigate how a DSF is integrated into
the larger building energy concept, and how it can be dynamically
controlled [2]. BES tools can be used at different stages of the
design process to support the integrated performance design of
both the building and single subcomponents and can provide
informed support in detailing the characteristics of DSFs.

The research activity presented in this paper investigates the
sensitivity of selected energy and comfort performance indicators
to the DSF design parameters in two BES tools. The goal of the
research is two-fold: i) to understand which are the most relevant
construction parameters of this class of DSF that affect the energy
and comfort performance of the façade using as case-study a cli-
mate façade; ii) to verify the extent to which the two selected
BES tools produce coherent results concerning the importance of
these parameters.

The target audience for the first part of this study is designers
and researchers interested in the characteristics of climate façades
and the factors that most affect their performance. This fills a cur-
rent knowledge gap in the literature and can help practitioners to
focus on the most relevant aspects of a DSF during the design phase
when the exact design parameters of the system need to be set
according to specific requirements like climate and orientation.

The second part of the study is aimed at helping consultants and
developers working with BES tools to define reasonable expecta-
tions of the performance in two simulations tools, and assess the
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Nomenclature

Ainlet Area of the inlet [m2]
ash Solar absorptance of shading [–]
BES Building Energy Simulation
DSF Double Skin Facades
dcav Depth of the cavity [m]
drecess Recess depth of window (distance of interior window

and building external plane) [m]
dsh Position of the shading measured from the external skin

[m]
dsh,gap Ventilation gap around the shading [m]
eþ24h Area-specific daily heat gain [Wh/m2]
e�24h Area-specific daily heat loss [Wh/m2]
f%ext External frame fraction [%]
f%int Internal frame fraction [%]
Itr Transmitted solar irradiance (on the vertical plan) [W/

m2]
hinlet Position of inlet measured from the floor level [m]
_qLW;conv Surface heat flux (includes long-wave radiative and con-

vective heat flux) [W/m2]
_qþtot Total heat gain rate (includes short and long-wave

radiative and convective heat flux) [W/m2]
_q�tot Total heat loss rate (includes short and long-wave radia-

tive and convective heat flux) [W/m2]

RMSE Root Mean Squared Equivalent
qsh Solar reflectance of shading [–]
Si tð Þ Sensitivity index
Si;d Distance of sensitivity index
Tglass Indoor surface temperature of the glass pane (inner

skin, indoor-facing glass pane) [�C]
se,g_ext Solar transmittance of external glazing [–]
se,g_int Solar transmittance of interior glazing [–]
se,sh Solar transmittance of shading [–]
Uf_ext Heat transfer coefficient of the frame of the exterior skin

including linear heat transfer coefficients of the glazing
edge (Wg) [W/(m2K)]

Uf_int Heat transfer coefficient of the frame of the interior skin
including linear heat transfer coefficients of glazing
edge (Wg) [W/(m2K)]

Ug_int Center of glass heat transfer coefficient of interior glaz-
ing calculated at reference conditions (ISO 15099) [W/
(m2K)]

Ug_ext Center of glass heat transfer coefficient of exterior glaz-
ing calculated at reference conditions (ISO 15099) [W/
(m2K)]

Vcav Volumetric airflow rate in the cavity [L/s]
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relevance of using these tools for the prediction of advanced façade
systems. Readers interested in these aspects will find details about
the validation work carried out through comparison with experi-
mental data of two in-built modules for DSF simulations available
in EnergyPlus and IDA ICE [3] in the Appendix. A critical analysis of
the discrepancies between the results obtained in different tools is
also provided, aiming to contribute to further developments of
simulation models for advanced façade systems.

The paper is organised around four sections described hereafter.
In the Background section, we provide an overview of the cur-

rent knowledge available in the literature, including previous
activities where DSF systems have been modelled with BES tools
and a sensitivity analysis to determine their key design parame-
ters. We introduce the case study selected for the analysis, a so-
called climate façade, with a description of its general features
and its detailed characteristics (i.e. the actual façade chosen for
the analysis). Finally, we provide the reader with a short introduc-
tion on the concept of sensitivity analysis and on the considera-
tions used to select an appropriate method for this specific activity.

In the Materials and Methods section, we briefly report how the
DSF has been modelled in two BES tools and the parameter settings
necessary to run the simulations. We present the implementation
of the local sensitivity analysis with details on the variables inves-
tigated and the three Performance Indicators (PIs) used in this
phase namely the indoor surface glass temperature, the area-
specific daily positive energy, and the area-specific daily negative
energy crossing the façade.

In the Results and discussion section, we present the detailed
outcomes of the sensitivity analysis in the BES tools. We reflect
on how the resulting variability seen in the sensitivity analyses is
linked to the differences in the two software tools.

The main findings of the study are summarised in the Conclu-
sions section, which also highlights some limitations of the current
study and the potential for future developments.

The paper also has two Appendix sections. In Appendix A, the
main equations and explanation of the physico-mathematical
models implemented in the two BES tools are described. In Appen-
dix B, we present the validation of the modelling approaches and
2

modules in the two software tools, including information on the
experimental data collection and validation methodology. The rea-
son for addressing these two topics in the Appendix is to keep the
focus of the main body of the article on the key aspects of the study
which are the role and the impact of the constructional and mate-
rial properties of the climate façade on its performance.
2. Background

2.1. Simulations of DSF with BES tools

Many models exist for studying numerically the thermal perfor-
mance of the DSF systems: analytical and lumped models, non-
dimensional analysis, network models, control volume models,
zonal approach, and computational fluid dynamics (CFD) [4]. DSF
models in BES tools incorporate airflow network models integrated
with a thermal network and a building energy model. These tools
are particularly suitable as performance simulation tools to inves-
tigate the behaviour of DSFs in the framework of the overall build-
ing energy concept [2]. Different approaches can be adopted to
study DSFs [5–7] and detailed analysis of the thermal and optical
behaviour of DSFs can be carried out with more detailed simulation
approaches (such as, for example, FEM and CFD [8–11]). BES tools
have been widely used to simulate different types of DSFs primar-
ily for the following two reasons: first to obtain a good balance
between computational load associated with simulating a long
period (usually one year) and the required accuracy to predict
the overall performance of the façade; and second, the possibilities
given by BES tools to test, in a quick way, different configurations
and control possibilities for DSFs [12]. Examples of previous activ-
ities using BES tools to replicate the thermal behaviour of these
façade systems includes simulations of almost the large spectrum
of construction possibilities (e.g. [13,14]), as well as analysis of
the advantages of DSF against single-skin façades [15,16]. In some
cases [13,14,17,18], BES tools have been used to investigate the
impact of the DSF’s configuration on the thermal performance of
the building. More parametric studies can be found in the litera-



Fig. 1. Sections of exhaust-air façades a) air exhaust façade b) climate facade.
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ture if the search is not limited to simulations carried out with BES
tools. In these studies, the parametric analysis is most typically
focused on just one or a small number of parameters (e.g. cavity
depth [13,19,20]; glazing U-values [13,20–24], glazing solar prop-
erties [13,21,23–26], the position of the shading [19,27] etc.), and
in the majority of the cases, they only investigate a short period,
e.g. single-day analysis with representative environmental condi-
tions (either only winter or summer). The parametric analyses typ-
ically cover input parameters that illustrate different design
choices and make also use of different methodologies (2D analysis
[21,28], energy modelling [12,13,24,27,29], CFD [19,26], experi-
ments [19], etc.) and boundary conditions. This variation of fea-
tures, methods, and techniques makes it difficult to come to a
general conclusion on the importance of one parameter over
another. Some sensitivity analysis investigating the effect of small
changes of a baseline [13,30] have also been performed but these
studies are also characterised by a limited number of parameters.
Studies that analyse different orientations are also rare, even
though to reach a uniform architectural expression, fully glazed –
especially high rise – buildings are in many cases constructed with
the same type of façade on all orientations while allowing some
flexibility in the actual specifications. While it is typical to limit
the scope of the analyses to the South orientation, it has been seen
previously that the summer overheating risk in the cavity is the
highest on the West orientation [27].

The modelling of DSF systems in BES has some intrinsic limita-
tions due to simplifications in the geometry and heat flow charac-
teristics of components (inlet and outlet regions, enclosures
around the cavity, shading) and the use of empirical correlations
to solve some of the transport equations (especially the mass
transport and convective heat transfer). This allows quickly obtain-
ing useful information about bulk energy and mass flows without
requiring high computational resources [2,7], although this might
come at the cost of accuracy in prediction.

The reliability and precision of BES tools in replicating the ther-
mal behaviour of DSFs have been addressed in a handful of previ-
ous activities, with sometimes contradictory results. EnergyPlus is
among the most used BES tools for the simulation of DSFs, and con-
sequently, it has been tested against experimental data in several
studies. While some found a good agreement between the quanti-
ties calculated by the tool and the measured ones [31,32], for both
single-storey and multiple-storey height DSFs, there are also stud-
ies showing a rather large discrepancy between simulations and
experiments [17,33]. Such differences might be linked to the use
of a calibration procedure. The adoption of this procedure, which
can be legitimately used to reduce the uncertainty in the inputs
of the models, may, however, lead to an overestimation of the per-
formance of the BES tool in terms of validation. In most cases, the
validation with experimental data only concerned the comparison
of the simulated indoor glazing surface temperature and/or the
temperature of the air gap and left out the tool’s capability to repli-
cate other relevant quantities that affect the total performance of
the system. The literature available on the modelling possibilities
given by EnergyPlus also reflects the two possible approaches of
modelling a DSF, i.e. as a series of stacked thermal zones
[17,31,32] or a dedicated ‘‘airflow-window” module embedded in
the tool [33].

Both possibilities of modelling DSFs are also given in IDA ICE
[34]. Examples for the use of the in-built module can be found in
the literature [12,35], but only a couple of experimental validations
are available. This software tool has been assessed approximately
ten years ago, in an extensive inter-software comparison [36],
and more recently by the same author of this paper [3]. The latter
validation activity forms the basis of the extended validation pre-
sented in this paper, where the reliability of the software tools
has been assessed not on the single thermo-physical quantities
3

(temperature, heat fluxes, solar irradiance values), but on the
aggregated, daily values of total transmitted energy through the
façade, as more comprehensively described in Appendix B.

2.2. Climate façade (mechanically ventilated exhaust-air façade)

Several types of DSFs [29] present different characteristics in
geometry, materials, ventilation mode, and air-flow modes. The
case study façade selected for this investigation is an exhaust-air
façade, which consists of one storey-high, mechanically ventilated
elements that are juxtaposed on the façade. In these façades, the
air typically enters from the indoor environment in the lower
region of the façade through an opening in the frame and leaves
the cavity at the upper part of the façade, either expelled to the
outdoor environment (Fig. 1 a) or extracted through a duct as part
of the HVAC system (Fig. 1 b) – and in the latter case, it takes the
name of ‘‘climate façade”.

Because the façade can be considered a part of the ventilation
plant of the building, the operation in terms of airflow rate is rather
constant, both in winter and summer conditions. This means that
the possibilities to play with the airflow rate to remove a greater
or smaller amount of heat from the cavity is usually not adopted
as the airflow rate is linked to the volume of air supplied to the
room for ventilation purpose.

A screen or venetian blinds in the climate façade is an important
element to promote the exploitation of the solar heat gain through
the ventilation airflow, to prevent indoor discomfort due to the
excess of luminous gain, and to avoid excessive cooling loads due
to direct solar gains to the room. In practice, the use of the shading
element is necessary most of the time to ensure that the direct
solar gain and the luminous flux on the user is not creating uncom-
fortable conditions.

2.3. Local sensitivity analysis

Sensitivity analysis is the study of how uncertainty in the model
outputs can be allocated to the uncertainty in the model inputs
[37]. It is a technique widely used across different fields such as
ecology, chemistry, material science, economics, and energy mod-
elling [38–41].



Fig. 2. Schematic of parameters defined in Table 2, view, axonometric view and section: a) IDA ICE b) EnergyPlus.
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Many types of sensitivity analysis techniques exist but all
return a list or a ‘‘sensitivity ranking” of the input parameters
according to their influence on the outputs of the model. As each
sensitivity analysis technique results in a slightly different sensi-
tivity ranking, the actual ranking is not as important as much as
4

is the determination of the key parameters to which the model
is most sensitive [42]. From a practical point of view, the param-
eters consistently appearing near the top of the list will be the
ones which are the most sensitive and require the most
attention.
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In this paper, a local sensitivity analysis is implemented using
the so-called ‘‘One-At-A-Time” (OAT) technique, which consists
in changing each parameter individually. This approach is useful
to assess the impact of parameters in a model that contains n fac-
tors with a relatively small number of simulations, equal to n + 1.
However, the non-linear effect in the output variation due to a
combination of two or more variations in the inputs, cannot be
studied with this method. One must then use a global sensitivity
analysis that can assess the effect of multiple combinations of
input variations [43].

Global sensitivity analysis techniques return a more compre-
hensive understanding of the general picture compared to local
sensitivity analyses but require a much higher computational cost.
The choice of the method to be adopted in a sensitivity analysis
study heavily relies on considerations of computational time ver-
sus aims [44]. Local sensitivity analysis is a computationally effi-
cient screening method proven to be a reliable strategy if the
purpose of the analysis is to identify a cluster of input parameters
most sensitive to the model output variability [43]. Because part of
the scope of the research presented in this paper is to adopt a
method that can be replicated by practitioners during the design
phase when computational cost must be minimal, a method based
on local sensitivity analysis was deemed more appropriate and
selected for the analysis. This choice is also supported by indica-
tions in the literature showing that different sensitivity analysis
methods can, to a large extent, identify the same cluster of most
sensitive input parameters [37] as a global sensitivity analysis,
and is still a very useful technique because of its simple implemen-
tation, low computational costs, and easy interpretation [40].

While, technically, the local sensitivity analysis must satisfy the
condition of linearity to be applicable, the relationship between the
outputs and the inputs in the case of the thermal simulation of DSF
may be strongly non-linear. However, by making use of relatively
small variations around the baseline input values, the linearity
requirement around the point of investigation is, based on our
experience on modelling approaches implemented in BPS tools,
satisfied and the technique can be used with a high degree of con-
fidence. The correctness of the approach is also justified by its pop-
ularity in the scientific literature and wide adoption for local
sensitivity analysis using BES tools [37,44]. The remaining chal-
lenge associated with adopting this technique is the identification
of the largest magnitude of the perturbation that can be used and
satisfies the condition of linearity. This topic alone would require a
comprehensive discussion that goes beyond the scope of this
paper. However, as explained more in the following section, differ-
ent perturbations have been tested in this analysis to ensure the
robustness of the outcome of the analysis.

A final remark concerns the conceptual comparison between a
parametric analysis and a sensitivity analysis. While a local sensi-
tivity analysis is suitable to give information on the relative order
of importance of different parameters, a parametric analysis, e.g.
[14,18], is more suitable to investigate the optimal design choices
within a given domain of possibilities. In an ideal design or
research process, the sensitivity analysis is developed prior to the
parametric analysis to initially reduce the numbers of parameters
that later need to be investigated by identifying those that have
a larger impact on the selected simulation output.
3. Materials and methods

3.1. Building energy simulation tools

BES tools either include dedicated models for DSF elements or
allow the modeller to define DSFs as thermal-airflow networks.
Two widely popular BES tools, EnergyPlus (version 9.1) and IDA
5

Indoor Climate and Energy (IDA ICE) (version 4.8) incorporate in-
built models for DSFs and have been selected for this investigation
as the models most likely to be selected by practitioners during the
design phase. In-built models are specific models that allow the
user to directly enter specific input information that is then used
to modify the heat balance of the window following the consider-
ation that a ventilation flow is provided between the glass panes
without requiring any additional modelling effort from the user.

The in-built models also allow sometimes users to pick between
different levels of complexity for the description of the thermal and
optical properties of the glass panes and frame constructions, and
in this study, the more complex approach was selected as far as
allowed by the BES tool.

A more detailed description of the dedicated sub-routines and
the physical–mathematical models implemented in the two BPS
tools is reported in Appendix A.
3.2. Experimental validation of the modelling approach in the two
software tools

Experimental data collected during a long-term measurement
campaign on a test cell facility was used to validate the two in-
built models of DSFs available in the two BES tools considered
for this study. More information about this procedure is given in
Appendix B. The results shown in this paper are an extension of
the ones previously reported in [3] and aggregate simple measured
physical quantities into Performance Indicators (PIs). The mea-
sured values of solar radiation, indoor and ambient temperatures
and indoor surface temperatures were used to recreate the real
boundary conditions in the simulations by modifying the weather
data file used by the simulation tools. The solar radiation was cal-
culated from the values of outdoor solar irradiance measured on
the horizontal and vertical plane. The outdoor air temperature
was used in the custom weather files, while indoor temperatures
were given as setpoints within the models. Indoor surface temper-
ature measurements were also imposed in the models using sched-
ules and applied to the corresponding surfaces within the models.
In EnergyPlus, this was given directly as a set value for the surface
temperature node. This approach was not possible in IDA ICE and
instead, the same result was achieved by creating an additional
conditioned zone around the volume of the cell delimited by ficti-
tious surfaces. The air temperature inside this new zone surround-
ing zone was controlled using setpoints that matched the
measured temperatures and recreated the experimental boundary
conditions, as described in [3].

Summarising the results presented in Appendix B, the valida-
tion of the modules in IDA ICE and EnergyPlus revealed a series
of mismatches in the prediction of internal glass surface tempera-
tures and daily heat gains and losses. Despite these disparities, the
tools could predict the main features of the time profiles in terms
of peaks, valleys, and intensities, as well as the trends in surface
temperatures, and energy loss and gain for double skin façades.
The software tools also provided a more convincing performance
in terms of matching the experimental data when the shading
device in the DSF was lowered compared to when the DSF was sim-
ulated without the shading device, where much greater deviations
between simulation and experiments can be seen. This suggests
that the results of the sensitivity analysis were robust for configu-
rations with the shading devices activated; but for configurations
without the shading device, the reliability of the analysis cannot
be fully ensured because of the discrepancies seen between simu-
lations and experimental data. The validity of the analysis is, how-
ever, maintained by the fact that for optimal DSF operation, the
shading device should be activated frequently both to ensure ther-
mal comfort and to ensure a suitable visual performance for the
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highly glazed façade which is subject to a risk of glare in most
orientations.

Finally, the model in IDA ICE generally captured the time pro-
files more accurately, while EnergyPlus showed a shift in the pro-
files due to the lack of a heat capacity node for the glazing. This
difference in the features of the two in-built models also has impli-
cations for the general reliability of EnergyPlus versus IDA ICE.
3.3. Settings of the sensitivity analysis

After checking the reliability of the simulation tools with the
experimental data, a general model for the room and the façade
was defined for the sensitivity analysis. Except for the walls incor-
porating the DSFs, all other surfaces were modelled as adiabatic
and not interacting with the surroundings. The indoor air temper-
ature setpoint value was changed for the different seasons and
equal to 20 �C in Winter (January-February; November-
December), 23 �C in Spring and Autumn (March-April;
September-October), and 26 �C in Summer (May-August). This
choice was done to minimise the impact of the differences that
can occur within the two simulations at the whole building/room
level on the sensitivity analysis at façade scale. By keeping constant
the indoor air temperature, the discrepancies seen in the sensitiv-
ity analysis between the two software tools were then only due to
the differences in the modelling of the façade.

The orientation of the office room was set so that the DSFs were
exactly aligned with one of the four cardinal directions each time.
The simulations were run in three different climates to assess
whether the different outdoor boundary condition influenced the
results of the analysis. The three climates were selected to be rep-
resentative of different boundary conditions: Torino, located in a
humid subtropical climate (Cfa according to the Köppen-Geiger cli-
mate classification), which is where the validation case study was
located; Oslo located in the warm summer continental climate typ-
ical of Northern Europe (Dfb); and Hong Kong, located in a dry-
winter humid subtropical climate (Cwa).

In total, 18 parameters likely to be considered by the designers
or consultants planning the DSF’s configuration during the design
phase were selected for the sensitivity analysis (Table 1). Although
the cavity height is considered to affect the results, this was not
assessed, as this parameter is dependent on the floor height, which
is usually a basic input given to the façade consultant by the design
team.

The perturbation (variation) was set to ±10% for each parameter
around the baseline case (Table 2) after testing different perturba-
tion intervals (±5% and ±25%) on a few selected orientations and
one climate to verify the robustness of the selected approach. This
analysis yielded similar values to those obtained with the selected
±10% variation, thus confirming the relevance of the selected
approach.

The effect of the perturbation was assessed using three PIs:

� the indoor surface glass temperature (Tglass [�C]);
� the area-specific daily positive energy (eþ24h [Wh/m2], daily heat
gain) crossing the façade;

� the area-specific daily negative energy (e�24h [Wh/m2], daily heat
loss) crossing the façade.

These PIs aim at understanding the impact of the design choice
on the thermal domain. The equations for calculation of eþ24h [Wh/
m2] and e�24h [Wh/m2] can be found in Appendix B of the paper.

The choice to focus the sensitivity analysis on PIs that address
the thermal and comfort performance of the façade was done to
limit the scope of the research, and to ensure that the results
obtained could be as general and as interesting as possible. A sen-
6

sitivity analysis focused on the impact on the visual environment
of the different DSF’s configuration would have lacked both in gen-
erality and real scientific interest. Indeed, the visual environment
depends not only on the DSF’s characteristics but also on the con-
figuration of the indoor space (geometry, optical properties) and
the exact position of the user. Furthermore, it is understood that
the characteristics of the DSF impacting on the visual environment
are those related to the optical properties of the system, such as the
visual transmittance of the glass panes and roller screen. While it is
trivial to demonstrate that several other quantities potentially
affecting the thermal behaviour have no role in the determination
of the visual environment.

3.4. Index for the sensitivity analysis

The method adopted in this study follows the technique out-
lined in [45,46] and explores a limited input space around a base-
line case following a method where all parameters are modified by
the same order of magnitude, i.e. by the same perturbation. Local
sensitivity indices are defined as follows: consider a model with
n independent inputs Xi = 1, . . ., n. For a given value of X , the local
sensitivity indices are proportional to the partial derivatives of the
output y with respect to the chosen ith input parameter xi (first-
order sensitivity index):

Si tð Þ ¼ Xi
@yk tð Þ
@Xi

ð1Þ
The sensitivity index is calculated for each hour of the annual

simulation. To get a single value of each parameter, the impact of
each parameter is then determined by using the distance of the
sensitivity index, Si;d, following Spitz et al. [45], and is calculated
using the mean (Si;mÞ and the standard deviation (Si;stdÞ of Si over
the considered (annual) period according to the following
equation:

Si;d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Si;m

2 þ Si;std
2

q
ð2Þ
3.5. Challenges in modelling and simulation for sensitivity analysis in
different BES tools

While comparing the possibilities for sensitivity analysis with
the two selected BES tools, it was revealed that EnergyPlus has lim-
ited flexibility in defining input parameters. The shading device is
EnergyPlus by a hardcoded default placed in the middle of the cav-
ity when the airflow window module is used. The frame properties
(ratio, Uf values) cannot be defined for each one of the two skins,
but as one parameter for the whole element. Moreover, the inlet
area, the inlet height, and the ventilation gap around the shading
are not used in the model (Table 1).

When it comes to the sensitivity analysis, most parameters can
be directly defined in the software tools except for the changes in
the U-values and spectral properties which are calculated inputs.
The U-value cannot directly be adjusted by ±10% in either software
when using an advanced window modelling approach, as this per-
formance value is calculated from the given spectral properties and
conductivity values of the glazing panes. In IDA ICE, a layer-by-
layer calculation is used, while in EnergyPlus an equivalent glazing
is used for the internal pane. The variations for the U-value were
implemented by adjusting either the emissivity values of the
glazed layers and/or the gas in the cavity without changing the
thickness or other features so that the reference value reaches
the targeted value and the optical properties of the glazed system
were not modified.

For the solar transmission (s), reflectance (q) and absorption (a)
values of the shading or glazing, no single value can be modified
without adjusting the two others since s + q + a = 1 in all cases.



Table 1
Parameters considered in the sensitivity analysis.

Parameter Parameter Values Unit of
measurement

Parameter availability ID in
Fig. 2

Baseline
Xi

+10%
Xi + DXi

�10%
Xi -
DXi

IDA
ICE

EnergyPlus

Geometrical parameters
Depth of the cavity measured from glass to glass dcav 0.22 0.242 0.198 (m) + + (a)
Position of the shading measured from the internal

surface of the external skin glazing system
dsh 0.073 0.0803 0.0657 (m) + dcav*0.5 by default (b)

Ventilation gap around the shading, all directions
(Distance of shading edge from the edge of the
window element)

dsh,gap 0.03 0.033 0.027 (m) + N/A (c)

Frame fraction of external window element f%ext 10% 0.11 0.09 (%) + F%_combined: Single frame is defined for
the whole element

(d)
Frame fraction of internal window element f%int 10% 0.11 0.09 (%) + (e)
Recess depth of window (distance of window

external surface to building face)
drecess 0.22 0.242 0.198 (m) + + (f)

Area of the inlet Ainlet 0.015 0.0165 0.0135 (m2) + N/A (g)
Position of inlet measured from the floor level hinlet 0.05 0.055 0.045 (m) + N/A (h)
Thermal and optical parameters
Centre of glass heat transfer coefficient of exterior

glazing calculated at reference conditions (ISO
15099)

Ug_ext 1.357 1.4927 1.2213 (W/m2K) + + (i)

Total energy (shortwave) transmittance of external
glazing system

se,
g_ext

0.324 0.3564 0.2916 (–) + + (j)

Centre of glass heat transfer coefficient of interior
glazing system calculated at reference
conditions (ISO 15099)

Ug_int 1.507 1.6577 1.3563 (W/m2K) + + (l)

Total energy (shortwave) transmittance of interior
glazing system

se,
g_int

0.492 0.5412 0.4428 (–) + + (m)

Total energy (shortwave) transmittance of shading se,sh 0.2 0.22 0.18 (–) + + (o)
Total energy (shortwave) reflection of shading qsh 0.7 0.77 0.63 (–) + + (p)
Total energy (shortwave) absorption of shading ash 0.1 0.11 0.09 (–) + + (q)
Heat transfer coefficient of the frame of the exterior

skin including linear heat transfer coefficients of
the glazing edge (Wg)

Uf_ext 2 2.2 1.8 (W/m2K) + Uf_combined: Single frame is defined for
the whole element. Equivalent value of
1 W/m2K is used.

(k)

Heat transfer coefficient of the frame of the interior
skin including linear heat transfer coefficients of
glazing edge (Wg)

Uf_int 2 2.2 1.8 (W/m2K) + (n)

Airflow parameters
Volumetric airflow rate in the cavity Vcav 5.556 6.1116 5.0004 (L/s/unit) + + (r)

Table 2
Definition of variants of solar properties, example.

s q a

se,sh 0.2 0.7 0.1
se,sh - 10% 0.18 0.718 0.102
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Hence, all three values were modified for each variant with the fol-
lowing method: e.g. in case s is the assessed parameter, the differ-
ence in s is added to q and a with the same proportion as their
original value (Table 2).

IDA ICE uses a variable timestep to solve the equations, in which
the timestep is adapted to the frequency content of the solution to
optimize simulation time [47]. Using the default setting with a
maximum of a 1.5 h timestep is acceptable for annual energy sim-
ulations, as the small differences in the hourly values due to the
different timesteps of the different models will not cause bias in
the results. However, for the sensitivity analysis, where the input
values of the models have only small differences, the small inaccu-
racies of the hourly values will affect the overall results. Hence, the
maximum timestep is set to 6 min for both tools.
4. Results and discussion

The results are presented analysing one PI (see Section 3.3 and
Appendix B) at a time (Section 4.1 for Tglass, Section 4.2 for eþ24h, and
7

Section 4.3 for e�24h), with comparisons for different climates and
orientations. Section 4.4 focuses on the inter-software comparison.

4.1. Internal glass temperature

Both optical and thermal properties of the glazing and the shad-
ing (when present) were sensitive parameters, although the order
of the parameters slightly differed for the two software tools and
case assessed. In IDA ICE (Fig. 3), when the shading was not acti-
vated, the solar transmittance of the external skin was the most
sensitive parameter, followed by the U-value of the internal and
external glazing, and then by the solar properties of the internal
skin. When the shading system was activated, the shading reflec-
tance became the most sensitive parameter, resulting in the solar
transmission the external pane becoming less significant. Addi-
tionally, the U-values of the external and the internal glazing were
also ranked as sensitive parameters.

Comparison of the orientations shows that the ranking of the
parameters was the same for South, East and West orientations,
while on the North orientation, the optical properties of the glazing
and the shading (when present) had a relatively lower effect than
the thermal properties of the glazing. Ug_ext then ranked up among
the most sensitive parameter, both with (2nd place) and without
(1st place) the shading device activated. It is also worth mention-
ing that while Vcav, the ventilation airflow rate in the cavity, was
only moderately sensitive for the former three orientations and
ranked at the 7th place when the shading is activated, the relative
lower sensitivity of the optical properties of the glazing and shad-



Fig. 3. Si,d, Internal glazing temperature, Torino, all orientations, IDA ICE a) shading off b) shading on.
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ing on the North orientation resulted in Vcav becoming the 5th most
sensitive parameter, which was higher than the solar transmission
of the shading and internal glazing.

In EnergyPlus (Fig. 4), the solar transmission of the internal
glass was the most sensitive parameter when shading was not acti-
vated, followed by the solar transmission of the external glazing,
and the U-values of both glazings and the cavity ventilation rate.
With shading activated, the shading reflectance became the most
sensitive parameter just like in IDA ICE, followed by the U-values
of the internal glazing and the solar transmission of both glazings.

The comparison of the orientations shows that the ranking of
the parameters was the same for most of the orientations. Like in
IDA ICE, on the North orientation, the optical properties of the glaz-
ing and the shading had a relatively lower effect than the thermal
properties of the glazing, thus resulting in Ug_ext as the second most
sensitive parameter, both with and without the shading device
activated.

The climate analysis showed that the most sensitive parameter
was the same for all three locations for the South orientation with
the only exception of Ug_ext becoming more sensitive in Oslo, and
less sensitive in Hong Kong in the + 10% configuration (Fig. 5).
On the North orientation, the most sensitive parameters showed
a different behaviour in the various locations. The thermal proper-
ties of both glass panes and Vcav became significantly more sensi-
tive in Oslo, and less sensitive for Hong Kong, both with and
without the shading device activated. By contrast, the optical prop-
erties of the glazings and the shading device showed an opposite
trend.

It is possible to conclude that in general terms, the indoor-side
surface temperature of the DSF, which can play a role in terms of
thermal comfort, is primarily affected by the optical properties of
the glazed and shading layers, as well as by the thermal transmit-
tance of the internal and external skin. Other parameters had a
8

minimal impact on this variable, especially compared to the impact
of the above-mentioned parameters.

4.2. Daily energy gain

eþ24hwas most sensitive to solar properties. As expected, when
the shading was not activated in the cavity, the solar transmission
of the external glazing was the most sensitive parameter, while
when shading was activated, the shading solar reflection became
the most sensitive parameter, as seen for Tglass. When the shading
is off, in EnergyPlus, se,g_ext was the only parameter with an out-
standingly high Si,d, and was more than three times higher than
the Si,d of any other parameter which had a similarly low sensitivity
(Fig. 7); IDA ICE (Fig. 6) also returned that the solar transmission of
the external glazing was a parameter with high impact, closely fol-
lowed by se,g_int. With shading on, the difference between qsh, and
the former parameters are lower for both tools.

For the daily energy gain, the comparison of the orientations
showed that there were no notable differences in the ranking of
the parameters.

The results of the climate analysis showed similarities results to
those seen in the Tglass analysis (Fig. 8). The shading reflectance
(when shading was activated) and the external glazing transmis-
sion were the most sensitive parameter for all three locations
and all orientations, while the ranking of the parameters was only
slightly affected by the change of the relative significance of Ug_ext

on the South façade and both glazing Ug on the North façade.
In conclusion, the total daily heat gain, which affects the energy

performance of the DSF in terms of cooling and heating loads, was
driven by the optical properties of the external glazing such as the
transmittance, and of the shading when present. Only one of the
thermal properties, the thermal transmittance of the internal glaz-
ing, was significant but still had a somewhat limited impact. Over-



Fig. 4. Sid, Internal glazing temperature, Torino, all orientations, EnergyPlus a) shading off b) shading on.
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all, the parameters with the highest impact were the same ones as
those observed in the analysis of Tglass with the exception that
when the shading was not activated, the role of the frame had
more impact than the thermal properties of the glazing.

4.3. Daily energy loss

In the case of e�24hthe most sensitive parameters were easily dis-
tinguished. In IDA ICE, the U-values of both glazings were signifi-
cantly more sensitive than any other parameter, regardless of the
presence of shading in the cavity or not (Fig. 9). In EnergyPlus, Vcav

also appeared as one of the most sensitive parameters along with
the U-values of the glazing (Fig. 10).

As previously seen for the energy gain, the most sensitive
parameters for energy loss analysis were the same for all
orientations.

Some minor changes can be seen in the ranking of this PI in dif-
ferent climates (Fig. 11), e.g. in Hong Kong, the frame fraction
received a higher ranking than shading reflection; or in Oslo, se,
g_ext was ranked higher than in other climates for a North orienta-
tion when the shading device was deactivated. However, the list of
the most sensitive parameters was not affected in any of the cases.

In conclusion, when it comes to the daily heat losses, which
impact the DSF’s energy performance through the heating load
(i.e. primarily due to the behaviour during the night time and or
in cold, cloudy winter days), the only relevant parameters were
the thermal transmittance of the two skins and the airflow rate
in the façade cavity.

4.4. Intersoftware comparison

As previously mentioned, the in-built model for the airflow
window available in EnergyPlus requires a smaller amount of input
than IDA ICE’s but includes all of the parameters that were deter-
9

mined as the most sensitive in IDA ICE. These parameters are vis-
ible in Fig. 12 which also shows the results for a south-oriented
façade in Turin.

For most parameters, the two tools have sensitivity indices in
the same order of magnitude for Tglass and eþ24h, with the only
exception being the internal glass solar transmission. EnergyPlus
shows a much higher sensitivity index for the Tglass while in IDA
ICE, it is comparable in magnitude to the thermal properties of
the glazing. In the case of eþ24h, the behaviour of the tools was the
opposite, with IDA ICE showing an almost four times bigger value
then EnergyPlus.

For e�24h IDA ICE had higher Si,d values for most parameters,
except for Vcav, where instead EnergyPlus returned higher varia-
tions compared to IDA ICE.

There is a significant difference in the weight of the solar trans-
mission of the internal glazing, shading solar properties and air-
flow rate on the selected PIs. The solar transmission of the
internal glazing had a significantly greater role in EnergyPlus than
in IDA ICE for the glass temperature. This is anticipated to be due to
the missing heat capacity node of the glass, as changing glazing
solar properties will have an instantaneous effect on the glass pane
temperature.

In EnergyPlus, Vcav is among the most sensitive parameters (3rd

position) for e�24h and moderately sensitive for the other two PIs.
However, in IDA ICE, it is only moderately sensitive for Tglass and
e�24h, and even insensitive for eþ24h. This indicates that the two tools
calculate convective heat transfer coefficients differently, which
also explains why there is a notable difference in the impact of
the absorption of the shading.

It is particularly interesting that the cavity depth, dcav, was
found insensitive in both software tools and with all three PIs.
Yet it is a reasonable outcome, as the analysed case is mechanically
ventilated with fixed airflow rates, where the airflow rate is not
dependent on this characteristic. The analysis reveals therefore



Fig. 5. Sid, Internal glazing temperature, all locations, EnergyPlus, a) South, shading on b) North, shading on, c) North, shading off.
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that the cavity aspect ratio (cavity height over cavity depth) plays a
marginal role when single-storey climate façade is assessed using
the selected PI. The cavity depth affects the average velocity of
the fluid given a fix airflow rate, and the average velocity of the
fluid is a quantity used in the calculation of the convective heat
exchange coefficient. This result shows that the models are not
sensitive, at least in the explored range, to a small change in the
convective heat exchange coefficient. In order to see a more rele-
vant change in the fluid-dynamic characteristic of the cavity (at
least as much as this domain is replicated by the models embedded
in the BES tools), the airflow rate needs to change by at least of one
order of magnitude. The insensitivity of the models is also seen
when it comes to the inlet position and height (which is possible
to implement in IDA ICE), which are instead parameters expected
to be important in case of natural ventilation.

Regardless of the used software tools, some parameters had
notable differences in the Si,d values resulting from the + 10% and
10
�10% variations. This might indicate that the relationship between
the parameter and the PI is non-linear in the evaluated input data
region. These can be a subject for further analysis exploring the
whole range of input space (e.g. the Morris method).

On a final note, even if not reported in this analysis, the height
of the DSF can play a relevant role in the façade performance, both
in terms of Tglass and in terms of eþ24h and e�24h. However, this param-
eter is often not free to be decided by the designer or consultant, as
it is often set due to other considerations than energy or environ-
mental optimisation.
5. Conclusion

The comparison of the sensitivity of the results in IDA ICE and
EnergyPlus showed that the ranking and magnitude of sensitivity
indices were similar for most of the assessed parameters in the



Fig. 6. Sid, Daily heat gain, Torino, all orientations, IDA ICE a) shading off b) shading on.

Fig. 7. Sid, Daily energy gain, Torino, all orientations, EnergyPlus a) shading off b) shading on.
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Fig. 8. Sid, Energy gain, all locations, EnergyPlus, a) South, shading on b) North, shading off.

Fig. 9. Sid, Daily heat loss, Torino, all orientations, IDA ICE a) shading off b) shading on.
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Fig. 10. Sid, Daily heat loss, Torino, all orientations, EnergyPlus a) shading off b) shading on.

Fig. 11. Sid, Energy loss, all locations, EnergyPlus a) South, shading on b) North, shading off.
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Fig. 12. Intersoftware comparison of Si,ds for IDA ICE and EnergyPlus: a) Internal glazing temperature b) Daily energy gain e+24h c) Daily energy loss e-24h.
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two tools, with few exceptions. The general trend was that models
were more sensitive to the parameters describing the glazing ther-
mal and optical properties, and shading optical properties, when
activated, than to the geometrical and frame properties. The effect
of the airflow rate was, however, different in the two tools, as this
parameter had a higher effect on the PIs in EnergyPlus. Addition-
ally, the internal glazing temperature in EnergyPlus showed a
higher sensitivity to the solar properties of the internal glazing
than it did in IDA ICE. This can probably be explained by the miss-
ing heat capacity node in EnergyPlus. The models also showed
moderate sensitivity to a variation in the air flow rate, which
means that the convective heat exchange coefficients only had
small variations within the investigated range. The airflow rate
through a climate façade (that acts as an exhaust in the HVAC
plant) is often determined by the necessary ventilation airflow rate
due to the presence of occupants and a baseload. This value can to
some extent be controlled (for example in combination with vari-
14
able air volume systems) by reducing the air flow rate as a function
of the actual environmental loads. However, for most of the appli-
cations, the allowed variation in the airflow to be explored in the
design phase is usually small, as based on the design value
assessed though standardised calculations, while the variation in
the operation is normally not implemented. Within the possible
small range of variation of the airflow rate, the performance of
the climate façade is rather insensitive to this parameter. A differ-
ent picture can be obtained when and if the climate façade is oper-
ated in a completely different way outside the occupancy time (e.g.
during the night or the weekends) when the façade operates with-
out forced airflow since the mechanical ventilation can be turned
off – a strategy that is more likely to be adopted in highly efficient
buildings.

The analysis showed that the ranking of the sensitivity indexes
(Si,d), is significantly different for each PI. However, the list of the
most sensitive parameters for each PI remained the same for every
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orientation and each climate, while minor differences occurred in
the order of the moderately sensitive parameters.

In conclusion, the optical (solar transmittance) and thermal
properties (thermal transmittance) of the glazing, and the optical
properties (solar reflectance) of the shading systems adopted gen-
erated a larger variation on the selected performance parameters
than those generated by other characteristics related to the geo-
metrical features of the façade. This take-home lesson is important
because it shows that the main constructional (size and airflow
rate) characteristics of the climate façade can be fixed at the pre-
liminary stage, when both the overall envelope vision and energy
concept of the building is designed, without hindering the possibil-
ity to significantly modify the behaviour of the system at a later
stage (by a careful selection of the glazed and shading layers). In
a software tool perspective, the use of one or another tool should
return the same results when it comes to selecting the optimal
solution within a sensitivity analysis. While IDA ICE allows more
inputs than EnergyPlus to be tested, the sensitivity analysis
showed that this had little value since the most sensitive parame-
ters are available in both tools.
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Appendix A

Airflow window – EnergyPlus model description

The built-in model adopted in Energy Plus is called ‘Airflow
Window’. This component allows the modelling of only mechanical
ventilated façades. The model allows five different configurations
15
for the airflow path, depending on which is the source and the des-
tination of the forced air:

� Inside Air – Outside Air
� Inside Air – Inside Air
� Inside Air – Return Air
� Outside Air – Inside Air
� Outside Air – Outside Air

The configuration implemented in this study was the ‘Inside
Air-Outside Air’ path because the return air was not used to clima-
tize the indoor air.

This model adopts the calculation method described in the ISO
Standard 15099 [48] for the ventilated gap. The following informa-
tion is derived from the Engineering Reference of EnergyPlus [49].

Heat balance calculation

The window glass face temperatures are determined by solving
the heat balance equations on each face of the glass at every time
step.

The following assumptions are made in deriving the heat bal-
ance equations:

(1) The glass layers are thin enough (a few millimetres) that
heat storage in the glass can be neglected; therefore, there
are no heat capacity terms in the equations.

(2) The heat flow is perpendicular to the glass faces and is one
dimensional.

(3) The glass layers are opaque to IR.
(4) The glass faces are isothermal. This is assumpted since the

glass conductivity is usually very high.
(5) The short wave radiation absorbed in a glass layer can be

distributed equally to the two faces of the layer.

The heat balance equations for the surfaces take into account
the conductive, radiative and convection heat transfer of all the
layers.

The heat balance equation for the external surface of ‘Glass 1’ in
Fig. A1 is:

Eoe1 � e1rh41þk1 h2 � h1ð Þ þ ho To � h1ð Þ þ S1 ¼ 0 ðA:1Þ
For the internal surface of ‘Glass 1’ is:

k1 h1 � h2ð Þ þ hcv Tgap � h2
� �

þ r e2e3
1� 1� e2ð Þ 1� e3ð Þ h43 � h42

� �þ S2

¼ 0 ðA:2Þ
While for the internal surface of ‘Glass 2’:

k2 h4 � h3ð Þ þ hcv Tgap � h3
� �

þ r e2e3
1� 1� e2ð Þ 1� e3ð Þ h42 � h43

� �þ S3

¼ 0 ðA:3Þ
And for the external surface of ‘Glass 2’:

Eie4 � e4rh44þk2 h3 � h4ð Þ þ hi Ti � h4ð Þ þ S4 ¼ 0 ðA:4Þ
where

e = Emissivity of face i [–]
E0, Ei = Exterior, interior long-wave radiation incident on win-
dow [W/m2]
ki = Conductance of glass layer i [W/ m2K]
ho, hi = Outside, inside air film convective conductance [W/m2K]



Fig. A1. Glazing system with forced airflow between two glass layers showing variables used in the heat balance equations [49].
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hcv = convective heat transfer coefficient from glass to gap air
[W/m2K]
hi = temperature of face i [K]
To, Ti = Outdoor and indoor air temperatures [K]
Tgap = effective mean temperature of the gap air [K]
r = Stefan-Boltzmann constant [W/m2K4]
Si = Radiation (short-wave, and longwave) absorbed by the ith
glazing layer [W/m2]

The convective heat transfer coefficient of both surfaces facing
the same cavity is considered to be equal and given by:

hcv ¼ 2hc þ 4v ðA:5Þ
where

hc = glass-to-glass heat transfer coefficient for non-vented
(closed) cavity [W/m2K] and calculated according to the ISO
Standard 15099
v = air velocity in the gap (m/s) and it is calculated as

v ¼ F
Agap

ðA:6Þ

where

F = airflow rate (m3/s)which is assumed to be uniform across the
width of the window.
Agap = gap cross-sectional area in direction of flow (m2)

The mean temperature of the gap air is given by the following
expression:

Tgap ¼ Tave � H
H0

Tgap;out � Tgap;in
� � ðA:7Þ

where

Tave ¼ h2 þ h3
2

ðA:8Þ

H0 ¼ qCps
2hcv

v ðA:9Þ
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H = glazing height (m)
Tgap,in = gap air inlet temperature (Ti if the airflow source is
indoor air, To if the airflow source is outside air) (K).

The outlet air temperature is given by:

Tgap;out ¼ Tave � Tave � Tgap;in
� �

e�H=H0 ðA:10Þ
In the overall balance, the fan energy used to move air through

the gap is ignored since is very.
In case of a shading device in the cavity (Fig. A2), the heat bal-

ance equations are the same as those for the between-glass shad-
ing device with natural convection. For each layer (glass or
shading) the heat balance equations take also into account the
energy reflected, absorbed and transmitted by the shading device.

For the internal surface of ‘Glass 1’ is:

k1 h1 � h2ð Þ þ hcv;1 Tgap;1 � h2
� �

þ re2
1� q2R1

ssh
1� q6q3

e3h43 þ e6h46q3

� �þ e5h45 þ e2h42R1

� �

� re2h42 þ S2

¼ 0 ðA:11Þ
For the shading layer surface facing ‘Gap 1’:

ksh h6 � h5ð Þ þ hcv;1 Tgap;1 � h5
� �

þ re5
1� q2R1

sshq2

1� q5q3
e3h43 þ e6h46q3

� �þ e2h42 þ e5h45q2

� �

� re5h45 þ S5

¼ 0 ðA:12Þ
with

R1 ¼ q5 þ
s2shq3

1� q6q3
ðA:13Þ

where

ksh = Conductance of shading layer [W/ m2K]



Fig. A2. Airflow window with between-glass shading device showing variables used in the heat balance equations [49].

Fig. A3. Schematic of transmission, reflection and absorption of solar radiation
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ssh = IR diffuse transmittance of shading device
eshð5;6Þ = diffuse emissivity of shading device
qshð5;6Þ = IR diffuse reflectance of shading device (=1 - (ssh + esh))
hshð5;6Þ = temperature of the surface of the shading layer that
faces the gap (K).

The term 1 - qshqglass accounts for the inter-reflection of IR radi-
ation between glass and shading layer.

To determine the gap air velocity, gap air mean-equivalent tem-
perature and gap outlet air temperature a pressure-balance set of
equations is used. The pressure balance equals the buoyancy pres-
sure acting on the gap air to the pressure losses associated with
gap airflow between gap inlet and outlet. The balance equations
account for the two air gaps generated by the presence of the shad-
ing device in the cavity [48].

The heat convective coefficient of each gap is:

hcv ;1 ¼ 2hc ;1 þ 4v

hcv ;2 ¼ 2hc ;2 þ 4v ðA:14Þ
where

hc,1, hc,2 = surface-to-surface heat transfer coefficients for gap
#1 and #2, respectively, when these gaps are non-vented
(closed).
v = air velocity in the gap (m/s) and it is calculated as

v ¼ F=2
Agap

ðA:15Þ

where

Agap = sW is the cross-sectional area of the gap on either side of
the shading device. It is assumed that the shading device is cen-
tred between the two panes of glass so that the airflow, F, is
divided equally between the two gaps.

The average temperature of the two outlet air streams is:
17
Tgap;ave;out ¼ Tgap;1;out þ Tgap;2;out
� �

=2 ðA:16Þ
Glazing system optical properties

In EnergyPlus, the optical properties of individual glass layers
are given by the following quantities at normal incidence as a func-
tion of wavelength:

� Transmittance, T
� Front reflectance, Rf

� Back reflectance, Rb

The optical properties of a glazing system consisting of N glass
layers separated by nonabsorbing gas layers are determined by
solving the following recursion relations for Ti;j , the transmittance
through layers i to j; Rf

i;j and Rb
i;j, the front and back reflectance,

respectively, from layers i to j; and Aj , the absorption in layer j.
For the case of double glazing (Fig. A3) this mean:
within a multilayerglazing system [49].



Fig. A4. Model of the DbFacade.
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These relations account for multiple internal reflections within
the glazing system. If the above transmittance and reflectance
properties are input as a function of wavelength, EnergyPlus calcu-
lates ‘‘spectral average” values of the above glazing system proper-
ties by integrating over wavelength.es is a function of wavelength.
The angular properties are calculated as a function of the angle of
incidence. Two different methods apply if the glass is coated or
uncoated.

Shading device optical properties

Shading devices affect the system transmittance and glass layer
absorptance for short-wave radiation and long-wave (thermal)
radiation. The effect depends on the shade position (interior, exte-
rior or between-glass), its transmittance, and the amount of inter-
reflection between the shading device and the glazing. Also of
interest, it is the amount of radiation absorbed by the shading
device. The shading device implemented in the model used for this
study is the type ‘‘shades”. ‘‘Shades” are assumed to be perfect dif-
fusers. This means that direct radiation incident on the shade is
reflected and transmitted as hemispherically uniform diffuse radi-
ation: there is no direct component of transmitted radiation. It is
also assumed that the transmittance, ssh, reflectance, qsh, and
absorptance, ash, are the same for the front and back of the shade
and are independent of angle of incidence.

The optical properties, both shortwave and longwave, of the
glazing system (with the shading device) are calculated as a func-
tion of the isolated shade properties (i.e., shade properties in the
absence of the glazing) and the isolated glazing properties (i.e.,
glazing properties in the absence of the shade).

Double glass façade (DgFacade) – IDA ICE model description

The double skin façade was modelled as a Detailed Window
model and a custom component called Double Glass Facade (DgFa-
cade) attached to it (Fig. A4). These modules can model the connec-
tion of the air inlet and outlet both towards the indoor
environment and to the outside. A forced flow rate can be assigned
to it if the façade is connected to the HVAC system.

The façade cavity is partitioned vertically and horizontally, sur-
rounded in all directions by air spaces with identical conditions.
Both horizontal and vertical partitions are transparent to the
incoming solar radiation, and heat flux through them is neglected
[50]. The shading device, if present, can be assigned to both glaz-
ings. In the presented work, the shading has been assigned to the
external glazing, as interior shade. The inner façade can also
include opaque parts as well, which are considered in the heat bal-
ance equations.
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The Detailed Window Model follows the ISO 15099 [48] calcu-
lation method described above.

Energy balance at the window surfaces

The heat flux to the windows from the double façade is the sum
of the convective heat flux and the longwave heat flux at the win-
dow surfaces.

For inner window:

QInWin ¼ Qconv;InWin þ QLW;InWin ðA:22Þ
For outer window:

QOutWin ¼ Qconv;OutWin � RQLW;wall � QLW;InWin ðA:23Þ
where

QInWin = heat flux into the inner window from double façade [W]
Qconv ;InWin = convective heat flux from the inner window [W]
QLW;InWin = Longwave heat flux from the inner window [W]
QOutWin = heat flux to the outer window from the double façade
[W]
Qconv ;OutWin = convective heat flux from the outer window [W]
RQLW;Wall = Longwave heat flux from the wall (currently 0) [W]

Energy balance of the cavity air

The air enthalpy gain is calculated as a combination of the con-
vective heat gain from the windows and the wall, the back convec-
tion from the shaded window(s) and the heat flow from the
terminals. Moisture balance and CO2 balance is calculated in each
timestep as well, and the mass of the air is calculated with
‘‘RhoMois” – function from the air temperature and humidity.

m
@Hair

@t
¼ QConvOutWin þ QConvInWin þ QConvWallTot þ QOutBackCv

þ QInBackCv þ Q0 þ
XnTerminals

i¼1

Q ½i� ðA:24Þ

m ¼ qV ðA:25Þ
where

m = mass of air [kg]



Table A1
Equations used for calculating convective heat transfer coefficients within the
ventilated window model.

Natural flow (DNCA) Forced flow

If DT < 0 K
and
surface

slope < 90 �Or
DT > 0 K and surface
slope > 90�

hnat;conv ¼ 9:482� DTj j1=3
7:823� cos p� b

180ð Þj j
hconv;forced ¼ Nu � k

l
Re ¼ lv q

g

Else hnat;conv ¼ 1:81� DTj j1=3
1:382þ cos p� b

180ð Þj j
if, Re < 104

(laminar
flow)

Nu ¼ 0:664 �
ffiffiffiffiffiffi
Re

p
� Pr13
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q = density [kg/m3]
V = volume of cavity air [m3]
Hair = air enthalpy [J/kg]
QOutBackCv = heat flow from outside curtain back convection [W]
QInBackCv = heat flow from inside curtain back convection [W]
QConvWallTot = convective heat flux from wall [W]
Q0 = heat flux from term_0 [W]
Qi = heat flux from term_i [W]

The vertical temperature gradient of the air space is neglected
as the air is considered well mixed.
if Re > 104:
(turbulent
flow)

Nu ¼ 0:037�Re0:8 �Pr
1þ2:443�Re�0:1 �ðPr23�1Þ
Convection

Convective heat gain is calculated as follows:

Qconv;InWin ¼ hcv;InWinAInWin hInWin � Tairð Þ ðA:26Þ

Where

hInWin = temperature of the inner window surface [K]
Tair = air temperature in the gap [K]
hcv = surface convective heat transfer coefficient [W/m2K]
AInWin = surface of the inner window [m2]

Convection from surfaces is treated as non-linearly using stan-
dard ICE natural convection function called u_film. The convective
heat transfer coefficients in the DBfacade model follow equation
(A.27). The value is chosen for each window surface (external glaz-
ing and the cavity, when no shading is present/between the shad-
ing and cavity when present, and the internal glazing and the
cavity) from the greater of the convective heat transfer coefficient
from natural and forced airflow:

hcv ¼ max hcv;forced; hcv;nat
� � ðA:27Þ

where

hcv ;forced = surface convective heat transfer coefficient calculated
for forced convection [W/m2K]
hcv ;nat = surface convective heat transfer coefficient for natural
convection [W/m2K]

The forced convection heat transfer function is taken from the
VDI Heat Atlas [51]. First, the Reynold’s number is calculated, that
is used then to calculate the Nusselt number. Both laminar flow
and turbulent flow can be considered, depending on the cavity
geometry and airspeed. The calculation method for the natural
convection follows the Detailed Natural Convection Algorithm
(DNCA), depending on the temperature difference of the surface
and the air, and also the inclination of the surface (surface slope = 0
for floor and 180 for ceiling) (Table A1).

where

v = airspeed [m/s]
l = height of the cavity [m]
� = dynamic viscosity of the air [N s/m2]
Re = Reynolds number
k = thermal conductivity of the air [W/m2]
Pr = Prandtl-number

The convection in the enclosed gaps of the glazing and between
the shading and the external glazing is defined in the Detailed
Window Model, that follows ISO 15099 [48]. The convection heat
gain between the back surface of the shading and the shaded win-
dow(s) is considered in the ventilated cavity air heat balance.
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Long-wave radiation

Long-wave radiation is treated with the full non-linear Stefan-
Boltzmann relations and view factors between the surfaces.

QLW ;InWin ¼
1

1
eWinIn

þ 1
eWinOut

� 1
Ar � j ðhInWin � 273K

� �2

þ ðhOutWin�273KÞ2Þ � ðhInWin � 273K
� �þ ðhOutWin

� 273KÞÞ � ðhInWin � hOutWinÞj ðA:28Þ
where

e = Emissivity of face i [–]
hi = temperature of face i [K]
r = Stefan-Boltzmann constant [W/m2K4]

Solar radiation

Entering direct and diffuse short-wave radiation is absorbed
first by the outer window, then by the eventual shading and then
by the inner window (Calculations based on ISO 15099 [48]). The
inner window is shaded first by any surrounding buildings (stan-
dard ICE function), then by the shading device.

At the beginning of the calculation, the actual shading factors
are precomputed for all (plausible) solar locations and stored as
parameters in the shading model connected to each window/open-
ing [47]. The fraction of radiation (k) reaching each window and
surface is calculated, both for diffuse and direct radiation, with
the help of the Shading, Winlight, Lightfract models. The first reflec-
tion is captured by the model.

Once the radiation hits a window, the whole surface of the win-
dow is considered as the diffuse or direct radiation source, not just
the lit portion of this surface, that is not shaded by external objects.
The exact target location of the transmitted direct light beam is
computed, the reflected portion spread diffusely. Reflected short
wave radiation is assumed to be diffusely distributed according
to surface view factors, the window is radiating with equal inten-
sity, not considering the position of the direct radiation falling on
the surface. [47]

Radiation heat balance of cavity surfaces:

Qra;dir;out ¼ Qrb;dir;in ðA:29Þ

Qra;diff ;out ¼ Qrb;diff ;in þ QSW;ref ;tot ðA:30Þ
Calculation of the radiation from the external window:

Qrb;dir;out ¼ kdir � Qra;dir;in ðA:31Þ

Qrb;diff ;out ¼ kdiff � Qra;diff ;in ðA:32Þ
where
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kdiff = Fraction of diffuse radiation to the inner window
kdir = Fraction of direct radiation to the inner window
Qra;dir;out = leaving direct solar radiation through surface A (outer
window)
Qrb;dir;in = entering solar radiation from surface B (inner window)
Qra;diff ;out = leaving diffuse solar radiation through surface A
(outer window)
Qrb;diff ;in = entering diffuse solar radiation from surface B (outer
window)
QSW ;ref ;tot = radion reflected backwards from the outer window

Airflow

The airflow through the air space is driven by the density differ-
ence between space and ambient air. Intake and exhaust air grilles
are assumed to be at the floor and ceiling level respectively. A leak-
age path between the room and the air space is also provided (in a
separate model). All airflows can have arbitrary directions, bidirec-
tional transport of energy, humidity and mass fraction is possible
through the openings. Pressure drop in the intake and exhaust
grilles is modelled in separate leak models (which may be con-
trolled by specific signals)

_m0 þ
XnTerminals

i¼1

m i½ � ¼ 0 ðA:33Þ

where

_m0 = mass flow from terminal 0

Since the shading device is assigned to the external window, the
airflow between the external glass and the shading is calculated
within the Detailed Window Model.
Appendix B

Experimental analysis for software tools validation

A full-scale office room with two exhaust-air façade modules
located in a temperate sub-continental climate location in north-
ern Italy (45� N latitude) was continuously monitored for around
two years, as more extensively described in [3,52]. The test cell
consisted of one zone representing an office space (H � W � D =
3.4 m � 3.2 m � 6.5 m) and two DSF modules (1.60 m wide,
3.40 m high) on the (almost exactly) south-exposed façade. Each
DSF had a mechanically ventilated cavity, where the indoor air flo-
wed into the cavity from a bottom opening and was extracted
through a duct, placed at the top of the ventilated gap. The Climate
façade configuration under investigation in this paper had a double
glazed unit in both the internal and external skin, and a control-
lable, highly reflective roller blind placed at approximately one-
third of the cavity, measured from the exterior glazing unit
(Fig. B1).

During the long-term measurements, the indoor temperature
was maintained at the desired setpoint of 20 �C in winter and
26 �C in summer by means of a combined air system and ceiling
radiant panel. The test cell and the modules were equipped with
a wide range of sensors: thermocouples for surface and air temper-
ature measurements, heat flux meter sensors, pyranometers both
inside and outside. Sensors were placed in several heights (+1,00,
+2,00, +3,00 m) both inside and outside of the façade. The proce-
dures adopted for data acquisition, sensors positions and consider-
ations on the influence of sensors on the acquired values are not
here detailed for the sake of brevity but follows the same methods
and analyses presented in [53]. The measurement accuracies of the
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sensors and the measurement chain were: ±0.3 �C, ±5% and ±5%, for
thermocouples, heat flux meters (hourly values) and pyranometers
(hourly values), respectively (Table B1).

This accuracy led to the estimation of the uncertainty on the
daily energy flows through the façade to be around 30% due to
error propagation in data postprocessing (data aggregation to
obtain daily energy flows through the façade, as described more
in details in Section 3.3. More details on the experimental analysis
can be found in [52] and are not herewith given for the sake of
brevity.

Software tools validation procedures and key performance indicators

The validation through comparison with experimental data was
carried out over four different weeks. The selected periods
included two weeks (one in summer and one in winter) with shad-
ing up (OFF) and two weeks (one in summer and one in winter)
with shading down (ON). These weeks had temperature peaks
(low/high) and solar irradiation peaks representative for the corre-
sponding season. Moreover, each period included both sunny and
warm days, and sunny and cold days, as well as overcast sky
conditions.

The validation of the two BES tools was performed at the façade
level, and not at room level. Interest was placed on the reliability of
the DSF model and not on the entire BES tool. Thus, the measured
and simulated quantities that are compared are related to the DSF
alone and not to the system ‘‘façade-plus-room”. Since the BES
tools were already validated in all the other parts against several
standards –e.g. EN 15255-2007, Envelope BESTEST, etc–, only the
performances of the sub-models representing the DSF were
assessed.

The validation was carried out by comparing the measured data
with the results of the simulations. Using the recorded experimen-
tal data, a weather data file (based on the original EnergyPlus
Weather Data for the location of the experiment) was created to
replicate the boundary conditions occurred during the experi-
ments. Outdoor air temperature, global and beam solar irradiation
were changed in the weather data file to allow the simulations to
be done with input data derived from the measurement.

The validation procedure was based on the comparison of two
types of PIs, which were later used in the sensitivity analysis.
The PIs were selected to be representative of the thermal and com-
fort performance of the façade. The daily energy across the façade,
specified as daily heat gain eþ24h [Wh/m2] and daily heat loss e�24h
[Wh/m2] were used to assess the sensitivity of the parameters
when considering the energy performance of the DSF. The surface
temperature of the indoor-facing surface of the inner skin, Tglass
[�C], was instead used to assess the sensitivity of the parameters
that affect the indoor thermal comfort.

While the surface temperature is a rather straightforward quan-
tity, the daily heat gain and loss were obtained as described in Eqs.
(B.1)–(B.3), where Itr tð Þ was the transmitted solar radiation, and
_qLW;conv tð Þ was the sum of the longwave radiation and convective
heat flux at the surface of the innermost glass pane, facing the
indoors.

Hourly heat transfer:

_qtot tð Þ ¼ Itr tð Þ þ _qLW;conv tð Þ ðB:1Þ
Daily heat gain:

eþ24h ¼ R 00:00þ1day
00:00

_qþ
tot tð Þdt ðB:2Þ

Daily heat loss:

e�24h ¼ R 00:00þ1day
00:00

_q�
tot tð Þdt ðB:3Þ



Fig. B1. Schematic section and glazing configuration of the DSFs.

Table B1
Experimental periods.

WINTER SUMMER

Week 1 2 3 4

Outdoor temperature [�C] max 7 7 34 26
min �1 �1 17 12
average 3 2 25 18

Shading device ON OFF ON OFF
Max vertical outdoor irradiance [W/m2] 866 880 641 797
Daily horizontal irradiation [kWh/m2] max 2.34 1.75 6.92 5.33

average 1.67 1.3 5.5 3.79
Daily vertical irradiation [kWh/m2] max 4.98 4.47 6.7 5.44

average 2.72 2.6 3.75 3.58

Table B2
RMSE values for interior glazing surface temperature [�C]

Winter Summer

Shading down Shading up Shading down Shading up

IDA ICE [�C] 0.7 �C 1.1 �C 0.6 �C 0.9 �C
EnergyPlus 2.0 �C 3.0 �C 1.6 �C 2.0 �C
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From the measured experimental data, the PIs were calculated
as described here below:

� The surface temperature of the indoor glass was calculated by
area-weighted averaging the values measured at three heights.

� The daily energies were calculated using:
� The surface heat flux (combining the convective heat exchange
and the long-wave radiative heat exchange) measured at the
indoor surface of the interior glazing pane, calculated by area-
weighted averaging the values measured at three heights.

� The vertical transmitted solar irradiance, measured at the mid-
dle of the DSF’s height.

As for the outputs of the simulations, Tglass values were directly
logged in both simulation tools, while the daily heat loss and gain
were calculated as the following:

� In IDA ICE daily energy gain/loss were calculated from hourly
values of the transmitted solar radiation through the glazing
and heat flux (radiative long-wave and convective) exchanged
at the internal surface of the glazing, as described above (Eqs.
(B.1)– (B.3)):

� In EnergyPlus the following output variables were logged for
daily energy values:
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� Daily heat gain is directly obtained from Surface Window Heat
Gain Energy [J]

� Daily heat loss is directly obtained from Surface Window Heat
Loss Energy [J]

The validation was carried out qualitatively by comparing time
evolution of the quantities, and also quantitatively, by means of the
Root Mean Square Error (RMSE) as an indicator of fitness of the
models with the experiments, as described in Eq. (B.4),

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1ðXsim � XexpÞ2

q
ðB:4Þ

where n is the number of measurements,X is the hourly value,
the subscript sim is for the simulated value, exp is for the experi-
mental value.
Results of the software tools validation

Indoor surface temperature
The time evolution of the quantities simulated by IDA ICE

matched well the experimental values, while simulations in Ener-
gyPlus returned a time shift in the peaks up to 3 h, compared to the
experiments. IDA ICE underestimated peaks in summer and over-
estimated them in winter with an error in the range �2 �C to + 3



Fig. B2. Interior glazing surface temperature.
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Fig. B3. Time profiles of transmitted solar radiation and heat flux for the first two days of two selected periods.

Fig. B4. Daily transmitted energy.
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.5 �C. Minimum values were close to the experiments, with small
overestimation, showing a maximum difference of nearly 0.9 �C.
RMSE values were lower for IDA ICE in all periods compared to
EnergyPlus. The latter often overestimated the values of the peaks,
exceeding 10 �C when shading was disabled. Conversely, as for IDA
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ICE, the minimum values were close to the experiments, with a
maximum difference of approximately 1 �C. In general, the errors
in EnergyPlus were circa 1.5 �C greater than in IDA ICE (Table B2).

The main reason for the higher errors in EnergyPlus is due to the
model of the glass panes. While IDA ICE includes a heat capacity



Table B3
RMSE values for Daily transmitted energy.

Winter Summer

Shading down Shading up Shading down Shading up

IDA ICE EnergyPlus IDA ICE EnergyPlus IDA ICE EnergyPlus IDA ICE EnergyPlus

eþ24h [Wh/m2] 43 83 205 371 17 37 237 299
e�24h [Wh/m2] 15 42 11 53 3 18 8 38
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node for the glazing, the thermal inertia of the glazing is not imple-
mented in the EnergyPlus model. Hence, any heat absorbed by the
glass surface shows an instantaneous effect on the glass tempera-
ture, causing a higher temperature rise than in reality. While one
can be surprised to imagine such a large effect of the heat capacity
of the glass panes, it is important to remember that the simulated
system has a rather thick glass structure (50 mm of glass when
both the exterior and the interior skin are considered). A conven-
tional, single skin, glazing system is usually composed of a total
thickness of glass in the range around 1 cm. Therefore, its inertial
characteristics are relatively low, and the impact of this feature
on the dynamics of the heat transfer rather limited – if not negligi-
ble. Conversely, in a double skin façade (with safety glass panes),
the accounting of the heat absorbed and released because of the
specific heat capacity of the material is no longer imperceptible.
To highlight this effect, a simulation comparison was carried out
by repeating a simulation in IDA ICE using the real value of the
specific heat capacity of the glass and by setting a zero value. This
investigation showed that when the specific heat capacity is
neglected in IDA ICE, the simulation results in IDA ICE were extre-
mely close to those obtained by EnergyPlus. On the contrary, when
the specific heat capacity of the glass was used (and hence the sys-
tem simulates correctly the effect of the heat capacity of the glazed
system), the time evolution simulated by IDA ICE was much closer
to the experimental data (as already shown Fig. B2 and B3c-3d),
and different from the one calculated by EnergyPlus.

Daily transmitted energy

The transmitted energy was calculated from the transmitted
solar radiation component and the long-wave and convective heat
flux at the internal glass surface. The time profiles of these two
components are shown to understand the causes of the deviations
if present (Fig. B3).

While the time profiles and values of the solar radiation fol-
lowed the experimental values generally well, with some differ-
ences in case of the shading being absent, the heat flux showed
higher differences for the same periods (Fig. B4).

Despite the differences in the values and time profiles of solar
transmission and heat flux, the general trend of the area-specific
energy gain eþ24h and heat loss e�24h was captured in a rather simi-
larly by both software tools. However, the accuracy of the simula-
tion tools seems to be strongly related to the simulated
configuration: when the shading was in use (and hence all the heat
gain and loss reduced), both tools returned results that are within
the experimental uncertainty range; conversely, when the DSF was
simulated without the roller screen, the inaccuracy increased con-
siderably. In wintertime, the two tools had rather similar perfor-
mances. Their results were mostly within the experimental error
range. In the summer, there was a clearer difference between the
two tools, with IDA ICE performing better then EnergyPlus which
constantly overestimated the heat gain, surpassing the maximum
values of the experimental errors. In general, e�24h had much lower
RMSE values (Table B3), but this is also due to the much less
intense values for this variable when compared to eþ24h. In periods
with shading up, eþ24h was often highly overestimated in both tools,
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and up to almost twice the measured values when the simulation
was carried out with EnergyPlus in the summer season. This latter
discrepancy can be inferred to be primarily due to the lack of the
capacitive node in EnergyPlus’s model. While such a simplification
is usually of little relevance in traditional windows characterised
by few and thin glass layers, the effects of multiple and rather thick
glass layers usually seen in DSF systems are not properly replicated
by the available model.

Errors were higher for heat gains, and especially during days
with high solar radiation. Apart from the model simplifications
(as described in the article main body), the high deviation of heat
flux values was, to some extent, caused by procedures and prac-
tices adopted in the measurements. When solar radiation is pre-
sent, the measurement devices for temperature and heat flux
could heat up, affecting the measured values. For this reason, ded-
icated shielding solutions [54] were implemented in the experi-
mental campaign [52]. However, these solutions determine a
local change of the thermophysical behaviour near the measure-
ment points. While for temperature sensors such an approach usu-
ally leads to rather accurate results, when applied to heat flux
sensors, it can result in an excessive influence on the thermophys-
ical phenomena under assessment.
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