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Abstract

This paper investigates the stability of traveling wave solutions to the free bound-
ary Euler equations with a submerged point vortex. We prove that sufficiently
small-amplitude waves with small enough vortex strength are conditionally or-
bitally stable. In the process of obtaining this result, we develop a quite general
stability/instability theory for bound state solutions of a large class of infinite-
dimensional Hamiltonian systems in the presence of symmetry. This is in the
spirit of the seminal work of Grillakis, Shatah, and Strauss (GSS) [20], but with
hypotheses that are relaxed in a number of ways necessary for the point vortex
system, and for other hydrodynamical applications more broadly. In particular,
we are able to allow the Poisson map to have merely dense range, as opposed to
being surjective, and to be state-dependent.

As a second application of the general theory, we consider a family of nonlinear
dispersive PDEs that includes the generalized Korteweg–de Vries (KdV) and
Benjamin-Ono equations. The stability or instability of solitary waves for these
systems has been studied extensively, notably by Bona, Souganidis, and Strauss
[6], who used a modification of the GSS method. We provide a new, more direct
proof of these results, as a straightforward consequence of our abstract theory. At
the same time, we allow fractional dispersion and obtain a new instability result
for fractional KdV. © 2019 the Authors. Communications on Pure and Applied
Mathematics is published by the Courant Institute of Mathematical Sciences and
Wiley Periodicals, Inc.
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1 Introduction
The persistence of localized regions of vorticity is a remarkable feature of two-

dimensional incompressible inviscid fluid motion. For instance, high Reynolds
number flow over an immersed body may produce a wake of shed vortices outside
of which the velocity field is largely irrotational. While the small-scale structure of
these regions can be quite intricate, their large-scale movement is well predicted
by the so-called Helmholtz-Kirchhoff point vortex model, so long as they remain
sufficiently isolated. The stability of various configurations of point vortices in a
fixed domain has therefore been the subject of extensive study since the early work
of Poincaré [41]. In this paper, we are interested in point vortices carried by water
waves. Unlike the fixed domain case, this will involve understanding the subtle
dynamical implications of wave–vortex interactions. Our main results concern the
orbital stability of small-amplitude solitary waves with a single point vortex.

To state things more precisely, by “water” we mean an incompressible, homo-
geneous, and inviscid fluid occupying a time-dependent domain �t � R

2. For
simplicity, assume that at time t � 0, �t consists of the (unbounded) region lying
below the graph of a function � D �.t; x1/, and above �t is vacuum. This is a free
boundary problem, in the sense that � is not prescribed but evolves dynamically.

Let v D v.t; �/W�t ! R
2 denote the fluid velocity at time t � 0. The vorticity

is defined to be the quantity

(1.1) ! WD r? � v; r? WD .�@x2 ; @x1/;
measuring the circulation density of the fluid. Mathematically, a point vortex
describes the situation where ! D ��xx.t/, a weighted Dirac measure supported at
xx D xx.t/ 2 �t . We call � the vortex strength and xx the vortex center. It is fairly
easy to see that this is not a valid measure-valued solution of the vorticity equation,
as the advection term v � r! has no distributional meaning. Instead, we ask only
that the velocity field be a weak solution to the incompressible irrotational Euler
equations away from the vortex center. That is,

(1.2a)

8�<
�:
@tv Cr � .v 
 v/ D �rp � ge2 in �t n fxx.t/g;
! D ��xx.t/ in �t ;

r � v D 0 in �t ;
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with each of these holding in the sense of distributions. Here p D p.t; �/W�t ! R

is the pressure and g > 0 is the acceleration due to gravity. We consider the finite
excess energy case where v.t/ 2 L1

loc.�t / \ L2.�t n Ut / for every neighborhood
Ut 3 xx.t/. The motion of the point vortex is taken to be governed by the Helmholtz-
Kirchhoff model

(1.2b) @t xx D
�
v � �

2�
r?logj � � xxj

�����
xx

;

where the subtracted term is the velocity field generated by the point vortex. Thus
(1.2b) states that the vortex center does not self-advect, but rather is transported
only by the irrotational part of the fluid velocity field.

Finally, the evolution of the free boundary is coupled to that of the fluid by the
requirements that

(1.2c) @t� D .�@x1�; 1/ � v; p D �b@x1
�
@x1�

h@x1�i
�
;

on the interface St WD @�t , and where b > 0 is the coefficient of surface tension
and h � i WD

p
1C j� j2 is the usual Japanese bracket. The first of the requirements in

(1.2c) is the kinematic condition, linking the surface to the velocity field. The second
is the dynamic condition, which states that the pressure deviates from atmospheric
pressure (normalized here to 0) in proportion to the signed curvature of the surface.

Point vortices have been studied in fluid mechanics for centuries. The specific
model (1.2a)–(1.2b) was first proposed by Helmholtz [24] and Kirchhoff [27] for
incompressible fluids in a fixed domain. Later, Marchioro and Pulvirenti (see [31]
and [32, chap. 4]) offered a rigorous justification by proving that (1.2a)–(1.2b) is
the limiting equation governing the motion of vortex patch solutions of the Euler
equations as the diameter of the patch approaches 0. Another derivation was given
by Gallay [16], who showed that the system can be obtained as the vanishing
viscosity limit for smooth solutions of the Navier-Stokes equation with increasingly
concentrated vorticity. The recent work of Glass, Munnier, and Sueur [18] provides
a second physical interpretation: they prove that the Helmholtz-Kirchhoff system
governs irrotational incompressible inviscid flow around an immersed rigid body,
with a fixed circulation around the body, in the limit where the body shrinks to a
point in a specific way.

The primary objective in this paper is to study the stability of steady solutions
of the water wave with a point vortex problem (1.2). An existence theory for
waves of this type was given by Shatah, Walsh, and Zeng [43]. The analogous
problem for capillary–gravity waves in finite-depth water was recently considered
by Varholm [47] and for gravity waves by Ter-Krikorov [46] and Filippov [13, 14].
These are among the very few examples of exact steady water waves with localized
vorticity currently available. Numerical studies of water waves with a point vortex
have been carried out in [10–12], for example.
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Stated informally, our main result is as follows. First, observe that in a neighbor-
hood of St , the velocity field v can be decomposed as

v D r�C �r�;
where �.t; �/ is harmonic in �t , and � is an explicit function depending on xx that
captures the contribution of the point vortex; see Section 5.1. The system (1.2) can
then be reformulated as an equation for u D .�; '; xx/, where

' D '.t; x1/ WD �.t; x1; �.t; x1//:

A solitary wave in this setting corresponds to a solution of the form

u.t; x1/ D .�c.x1 � ct/; 'c.x1 � ct/; xxc C cte1/

for some spatially localized .�c ; 'c ; xxc/ and wave speed c 2 R.

THEOREM 1.1 (Main result). Every symmetric solitary capillary–gravity water
wave with a point vortex .�c ; 'c ; xxc/ having .�c ; 'c/, c, and � sufficiently small is
conditionally orbitally stable in the following sense: For all R > 0 and � > 0, there
exists �0 > 0 such that, if .�; '; xx/ is any solution defined on a time interval �0; t0/,
obeying a bound

(1.3) sup
t2�0;t0/

�
k�.t/kH3C C k'.t/k

PH
5
2
C
\ PH

1
2
C jxx2.t/j

�
< R;

and having initial data satisfying

(1.4) k�.0/ � �ckH1 C k'.0/ � 'ck
PH
1
2
C jxx.0/ � xxcj < �0;

then
sup

t2�0;t0/

inf
s2R

�k�.t; � � s/ � �ckH1

C k'.t; � � s/ � 'ck
PH
1
2
C jxx.t/C se1 � xxcj� < �:(1.5)

A more precise version is given in Theorem 6.1. Several remarks are in order.
Orbital here refers to the fact that we are controlling the distance to the family of
translates of the steady wave; this is natural given the translation-invariant nature
of the problem. It is also important to note that �0 above is independent of t0,
and hence the conclusion of Theorem 1.1 is much stronger than just continuity of
the solution map at .�c ; 'c ; xxc/. Indeed, for a global-in-time solution, this gives
orbital stability in the classical sense. The norm occurring in (1.3) represents the
lowest regularity in which a local well-posedness theory has been established for
irrotational capillary–gravity waves [1]. On the other hand, the norm in (1.4) is
associated to the physical energy for the system, which we will discuss shortly.

Our approach is to rewrite (1.2) as an infinite-dimensional Hamiltonian system
of the general form

du

dt
D J.u/DE.u/;

with u in an appropriate Banach space. Here, E is a functional (the energy), and J
is a state-dependent skew-adjoint operator (the Poisson map). A similar system was
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established formally by Rouhi and Wright [42]; we use a slightly different version
and give a rigorous proof in Section 5.2.

As the entire problem is invariant under translation, there is a conserved momen-
tum functional P D P.u/. A natural strategy for analyzing the (orbital) stability
of bound states in abstract Hamiltonian systems with symmetries is to use the
energy–momentum method first introduced by Benjamin [5]. In brief, this method
involves constructing a Lyapunov functional using a carefully chosen combination
of E and P . Actually carrying out this argument, however, can be quite challenging.
Over three decades ago, Grillakis, Shatah, and Strauss [20] introduced a powerful
machinery—now commonly referred to as the GSS method—which essentially
reduced these many difficulties down to discerning the convexity or concavity of a
single scalar-valued quantity called the moment of instability.

Not surprisingly, this paper had an enormous impact on the field and generated a
great deal of research activity. However, the hypotheses of GSS limit somewhat its
applicability to infinite-dimensional Hamiltonians with more complicated structure.
For instance, they require that the operator J is surjective, and independent of the
state u. But recall that the Poisson map for the Korteweg–de Vries (KdV) equation
is @x , which is not surjective in the natural class of spaces. In fact, for water waves
with a point vortex (1.2), we will see that J is neither independent of state nor
surjective.

There is also a somewhat practical issue with the functional analytic setting.
Consider for a moment the irrotational case. GSS supposes that the Cauchy problem
is globally well-posed in the energy space. But, as remarked above, the local well-
posedness of the gravity water wave problem with surface tension proved by Burq,
Alazard, and Zuily in [1] takes �.t/ 2 H 3C and '.t/ 2 PH 5=2C \ PH 1=2. On the
other hand, the kinetic energy is given by the much rougher kvk2

L2 , and the potential
energy is equivalent to k�k2

H1 . Moreover, writing the kinetic energy in terms of
.�; '/ yields

kvk2
L2.�t /

D
Z
R

'G.�/' dx1;

where G.�/ is the Dirichlet-Neumann operator; see the discussion in Section 5.1.
For this energy to be smooth as a functional of .�; '/ in the Sobolev setting, one
must have that � 2 H 3=2C ,! W 1;1. In effect, then, there are three levels of
regularity: a rough space in which the physical energy is defined, an intermediate
space where the energy functional is smooth, and a yet higher regularity space where
we can hope to have well-posedness. This situation is exceedingly common in the
analysis of quasilinear equations. Indeed, it is the natural by-product of so-called
higher-order energy estimates, which are among the most basic and widespread
tools in nonlinear PDE theory.

With that in mind, as one of the primary contributions of this paper, we introduce
a new abstract stability/instability result in the spirit of GSS, but with relaxed as-
sumptions, making it directly applicable to problems such as (1.2). Specifically, we
allow for a large class of state-dependent Poisson maps J D J.u/, and essentially
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only require that J be injective with dense range. Moreover, the entire theory is
formulated in a scale of Banach spaces, offering a simple way to accommodate gaps
between the necessary regularity levels for the energy. Finally, in view of the point
vortex problem, we allow the symmetry group to be merely affine.

There are a number of new assumptions and technical conditions, but the main
conclusion is the same as that of GSS: stability or instability of the bound state
hinges on the sign of a scalar quantity. Because of the mismatch in spaces, our
results are conditional in the sense that they only hold on a time interval in which
the solutions of the problem exist and their growth is controlled. Using this general
theory, we are then able to address the question of stability of traveling water waves
with a point vortex and prove Theorem 1.1. Finally, we also consider a further
application of this same framework to KdV, and related dispersive model equations.

One of the main inspirations for this paper is Mielke’s work on conditional
energetic stability of irrotational solitary waves on water of finite depth with strong
surface tension [34], in which he also had to modify the GSS method to deal with
the mismatch between well-posedness and energy spaces. While our basic strategy
is the same, we make the additional effort of formulating a general theory that also
deals with instability. On a technical level, the presence of the point vortex requires
a number of nontrivial modifications. Mielke’s work was followed by a series of
papers proving the existence and conditional stability of different families of solitary
water waves by a variational approach in which the waves are constructed using
the direct method of the calculus of variations as minimizers of the energy subject
to the constraint of fixed momentum. The stability of the set of minimizers then
follows directly from classical arguments by Cazenave and Lions. In particular,
Buffoni [7] considered solitary waves on finite depth with strong surface tension.
He also obtained partial results in the case of finite depth and weak surface tension,
as well as in the case of infinite depth [8, 9], which were later completed by Groves
and Wahlén [21, 22]. More recently, these authors also extended the method to
solitary water waves with constant vorticity [23]. Similar to the present study,
the Hamiltonian formulation is noncanonical in that case. It is likely that direct
variational methods could be used also in the presence of point vortices.

Plan of the Article
In Section 2, we give a detailed description of our results regarding conditional

orbital stability and instability of bound states in abstract Hamiltonian systems with
symmetry. Our main result on orbital stability is Theorem 2.4, which is proved in
Section 3. The unstable case is addressed in Theorem 2.6, whose proof is carried
out in Section 4.

We return to the water wave with a point vortex problem in Section 5, where it is
shown that (1.2) can be reformulated as an infinite-dimensional Hamiltonian system
of the type covered by the general theory. In Sections 6, we characterize the spectrum
of the so-called linearized augmented Hamiltonian at a solitary wave, which is used
to prove our main result: small-amplitude and small vorticity symmetric solitary
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capillary–gravity water waves with a point vortex are conditionally orbitally stable;
see Theorem 6.1.

To demonstrate the broader implications of the general theory, we consider a
large family of nonlinear dispersive PDEs in Section 7. These serve as approximate
models for water waves, and include both the KdV and Benjamin-Ono (BO) equa-
tions. Because the corresponding J is not surjective between the relevant spaces,
these equations lie outside the GSS framework. In [6], Bona, Souganidis, and
Strauss overcame this difficulty by supplementing the basic approach of GSS with a
consideration of the mass. On the other hand, the general theory we develop in the
present paper can be directly applied to this family of equations, meaning we are
able to give a new proof of the Bona-Souganidis-Strauss theorem as a straightfor-
ward application. In fact, this also furnishes new instability results for fractional
KdV; see Theorem 7.4

2 General Setting and Main Results
2.1 Formulation and Hypotheses

We will work with a scale of spaces

W ,! V ,! X;

where X is a real Hilbert space, while V andW are reflexive Banach spaces. The
inner product on X will be denoted by . � ; �/X, and the corresponding norm by
k �kX. Likewise, let k �kV and k �kW be the norms for V andW , respectively. We
write X� for the (continuous) dual of X, which is naturally isomorphic to X via
the mapping I WX ! X

� taking u 2 X to .u; �/X 2 X�. We will not make this
identification here, but rather use I explicitly. On the other hand, we will simply
identify X�� with X, and likewise for V and W . The pairing of X and X� we
denote by h � ; � iX��X, while h � ; � iW ��W is the pairing betweenW � andW ; when
there is no risk of confusion, we will omit the subscript.

Intuitively, X is the energy space for the system under consideration. This is
where the Hamiltonian structure will be formulated, and is the natural setting for
analyzing the spectrum. On the other hand, V is a space where the conserved
quantities are smooth. Finally, we think of W as a “well-posedness space”, with
the norm coming from higher-order energy estimates used to prove that the Cauchy
problem is at least locally well-posed in time. The norm on W also plays the
secondary role of allowing us to get control over V via interpolation. More precisely,
we require the following:

Assumption 1 (Spaces). Let X, V , and W be given as above. Assume that there
exist constants � 2 .0; 1� and C > 0 such that

(2.1) kuk3
V
� Ckuk2C�

X
kuk1��

W
for all u 2W .
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Remark 2.1. A useful consequence of (2.1) is that, if F 2 C 3.V IR/ and B �W
is a bounded set, then

F.x C h/ � F.x/ D hDF.x/; hi C 1

2
hD2F.x/h; hi CO

�khk2C�
X

�
for x 2 V and h 2 B .

It is often necessary to restrict attention to some smaller subset of these spaces
in order to ensure that the problem is well-defined. For example, in the case of the
traveling waves with a point vortex, there must be a positive separation between the
vortex center and the air–sea interface. Abstractly, we will handle these types of
situations by introducing an open set O � X, where solutions must live.

Suppose that yJ WD.J / � X� ! X is a closed linear operator, and that we for
each u 2 O \V have a bounded linear operator B.u/ 2 Lin.X/. We endow X with
symplectic structure in the form of the state-dependent Poisson map

(2.2) J.u/ WD B.u/ yJ ;
which is required to satisfy a number of hypotheses.

Assumption 2 (Poisson map).

(i) The domain D. yJ / is dense in X�.
(ii) yJ is injective.

(iii) For each u 2 O \ V , the operator B.u/ is bijective.
(iv) The mapu 7! B.u/ is of classC 1.O\V ILin.X//\C 1.O\W ILin.W //.
(v) For each u 2 O \ V , J.u/ is skew-adjoint in the sense that

hJ.u/v;wi D �hv; J.u/wi
for all v;w 2 D. yJ /.

Remark 2.2. Note that this does not assume that J.u/ is surjective, which is a
significant departure from GSS. Below, we will require something slightly stronger
than that the range of J.u/ be dense in X.

The main object of interest for this work is the abstract Hamiltonian system

(2.3)
du

dt
D J.u/DE.u/; ujtD0 D u0;

where E 2 C 3.O \ V IR/ is the energy functional. In addition to the energy, we
suppose that there is a second conserved quantity P 2 C 3.O \ V IR/, which we
call the momentum. In order to state what it means to be a solution of (2.3), and to
work with it in a meaningful way, we need to be able to view DE.u/ and DP.u/ as
elements of X�.

Assumption 3 (Derivative extension). Mappings rE;rP 2 C 0.O \ V IX�/ exist
such that rE.u/ and rP.u/ are extensions ofDE.u/ andDP.u/, respectively, for
every u 2 O \ V .
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We say that u 2 C 0.�0; t0/IO \W / is a solution of (2.3) on the interval �0; t0/ if

(2.4)
d

dt
hu.t/; wi D �hrE.u.t//; J.u.t//wi for all w 2 D. yJ /

is satisfied in the distributional sense on .0; t0/, the initial condition u.0/ D u0 is
satisfied, and both E and P are conserved.

Of particular importance is the situation where the system (2.3) is invariant
with respect to a symmetry group. Specifically, we assume that there exists a
one-parameter family of affine maps T .s/WX ! X, with linear part dT .s/u WD
T .s/u � T .s/0, having the properties described below. We refer to [19] for a
background on affine groups on Banach spaces.

Assumption 4 (Symmetry group). The symmetry group T . �/ satisfies the following:
(i) (Invariance) The neighborhood O , and the subspaces V and W , are all

invariant under the symmetry group. Moreover, I�1 D. yJ / is invariant
under the linear part.

(ii) (Flow property) We have T .0/ D dT .0/ D IdX, and for all s; r 2 R,

T .s C r/ D T .s/T .r/ and hence dT .s C r/ D dT .s/dT .r/:

(iii) (Unitarity) The linear part dT .s/ is a unitary operator onX, and an isometry
on V andW , for each s 2 R.

(iv) (Strong continuity) The symmetry group is strongly continuous on X, V ,
andW .

(v) (Affine part) The function T . �/0 belongs to C 3.RIW /, and there exists an
increasing function !W �0;1/! �0;1/ such that

kT .s/0kW � !.kT .s/0kX/ for all s 2 R:
(vi) (Commutativity with J ) For all s 2 R,

(2.5)
yJ IdT .s/ D dT .s/ yJ I;

dT .s/B.u/ D B.T .s/u/dT .s/ for all u 2 O \ V :
(vii) (Infinitesimal generator) The infinitesimal generator of T is the affine

mapping

T 0.0/u D lim
s!0

�
s�1.T .s/u � u/� D dT 0.0/uC T 0.0/0;

with dense domain D.T 0.0// � X consisting of all u 2 X such that the limit
exists inX (note that D.T 0.0// D D.dT 0.0// by the first part of assumption
(v)). Similarly, we may speak of the dense subspaces D.T 0.0/jV / � V and
D.T 0.0/jW / �W on which the limit exists in V andW , respectively.

We assume that rP.u/ 2 D. yJ / for every u 2 D.T 0.0/jV / \ O , and
that

(2.6) T 0.0/u D J.u/rP.u/
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for all such u. Moreover, we assume that

(2.7) yJ IdT 0.0/ D dT 0.0/ yJ I:
(viii) (Density) The subspace

D.T 0.0/jW / \ Rng yJ
is dense in X.

(ix) (Conservation) For all u 2 O \ V , the energy is conserved by flow of the
symmetry group:

(2.8) E.u/ D E.T .s/u/ for all s 2 R:
Remark 2.3. There are some immediate consequences of the above assumptions.
We can combine parts (ii) and (vi) to deduce that

dT .s/J.u/I D J.T .s/u/IdT .s/ for all s 2 R; u 2 O \ V ;
and as a consequence of the unitarity of dT .s/, the operator dT 0.0/ is skew-adjoint
on X. Moreover, if u 2 D.T 0.0/jV / \ O , then s 7! P.T .s/u/ has derivative

hrP.T .s/u/; T 0.0/T .s/ui D hrP.T .s/u/; J.T .s/u/rP.T .s/u/i D 0

by (2.6) and the skew-adjointness of J.T .s/u/. Thus, by density of D.T 0.0/jV /
in V , the flow of the symmetry group also conserves the momentum for all u 2
O \ V :

(2.9) P.u/ D P.T .s/u/ for all s 2 R:
We say that u 2 C 1.RIO \W / is a bound state of the Hamiltonian system (2.3)

provided that it is a solution of the form

u.t/ D T .ct/Uc for some c 2 R and Uc 2 O \W .

We will also refer to Uc itself as a bound state. If T represents translation, then
bound states correspond to the familiar notion of traveling waves, such as the ones
we will study later. For the general setting, we take it as given that an analogous
family is available:

Assumption 5 (Bound states). There exists a one-parameter family of bound state
solutions fUc W c 2 I g, where I � R is a nonempty open interval, to the
Hamiltonian system (2.3). The family enjoys the following properties:

(i) The mapping c 2 I 7! Uc 2 O \W is C 1.
(ii) For all c 2 I ,

(2.10) Uc 2 D.T 000.0// \D. yJ IT 0.0//
and

(2.11) Uc ; yJ IT 0.0/Uc 2 D.T 0.0/jW /:
(iii) The nondegeneracy condition T 0.0/Uc ¤ 0 holds for every c 2 I . Equiva-

lently, due to (2.6), Uc is never a critical point of the momentum.
(iv) Either s 7! T .s/Uc is periodic, or lim infjsj!1kT .s/Uc � UckX > 0.
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Observe that, due to (2.8) and (2.9), the energy and momentum of T .s/Uc are in-
dependent of s. For a fixed parameter c, the corresponding augmented Hamiltonian
is the functional Ec 2 C 3.V \ OIR/ defined by

Ec.u/ WD E.u/ � cP.u/:
Assumption 5 ensures that Uc 2 D.T 0.0//, and so it follows from (2.4), (2.6), and
Assumption 2 that

(2.12) DEc.Uc/ D DE.Uc/ � cDP.Uc/ D 0;

meaning Uc is a critical point of Ec . Due to this observation, we can think of each
bound state Uc as being a critical point of the energy with the constraint of a fixed
momentum, with the wave speed c arising naturally as a Lagrange multiplier. Also,
differentiating (2.12) with respect to c reveals that

(2.13)
�
D2Ec.Uc/

dUc

dc
; �
�
D hDP.Uc/; � i:

Commonly in applications, the bound states sit at a saddle point of the energy.
That is, the second derivative of the augmented Hamiltonian at Uc has a single
simple negative (real) eigenvalue and a 0 eigenvalue generated by the symmetry
group, and the rest of the spectrum lies along the positive real axis, bounded
uniformly away from the origin. This is the basic setting of the problem considered
in Grillakis, Shatah, and Strauss [20], and it is precisely what we will encounter in
our study of water waves later. We therefore make the following hypotheses about
the configuration of the spectrum for the general theory.

Assumption 6 (Spectrum). The operatorD2Ec.Uc/ 2 Lin.V ;V �/ extends uniquely
to a bounded linear operator Hc WX! X

� such that:
(i) I�1Hc is self-adjoint on X.

(ii) The spectrum of I�1Hc satisfies

(2.14) spec .I�1Hc/ D
���2c	 [ f0g [�c ;

where ��2c < 0 is a simple eigenvalue corresponding to a unit eigenvec-
tor �c , 0 is a simple eigenvalue generated by T , and �c � .0;1/ is
bounded away from 0.

2.2 Main Results on Stability and Instability
The central question we wish to address is whether the bound states of Assump-

tion 6 are stable or unstable. As there is an underlying invariance with respect to
the group T , it is most natural to understand stability and instability in the orbital
sense. For any U 2 X, we call the set fT .s/U W s 2 Rg the U -orbit generated
by T . Formally speaking, Uc is orbitally stable provided that any solution to the
Cauchy problem that is initially close enough to the Uc-orbit generated by T (in the
X norm) remains near the orbit for all time. Conversely, orbital instability describes
the situation where there exist solutions starting arbitrarily close to the Uc-orbit that
nevertheless leave some neighborhood of the orbit in finite time.
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Making these concepts rigorous for the problem at hand is complicated both
by the lack of a global well-posedness theory for the Cauchy problem (2.3), and
especially the mismatch of the energy and well-posedness spaces. For that reason,
all of our results will necessarily be conditional in that they will hold only so long
as we know the solution exists, and that its growth inW is controllable.

The moment of instability, which we call d , is the scalar-valued function that
results from evaluating the augmented Hamiltonian along the family of bound states:

(2.15) d.c/ WD Ec.Uc/ D E.Uc/ � cP.Uc/:
Note that because each bound state Uc is a critical point of the augmented Hamil-
tonian, differentiating d gives the identity

(2.16) d 0.c/ D
�
DEc.Uc/;

dUc

dc

�
� P.Uc/ D �P.Uc/;

and differentiating once more yields

(2.17) d 00.c/ D �
�
DP.Uc/;

dUc

dc

�
D �

�
D2Ec.Uc/

dUc

dc
;
dUc

dc

�
;

where the last equality follows from (2.13).
For each � > 0, let

U X
� WD

n
u 2 O W inf

s2R
ku � T .s/UckX < �

o
be the tubular neighborhood of radius � in X for the Uc-orbit generated by T . We
also define

BW

R WD
n
u 2 O \W W inf

s2R
kT .s/ukW < R

o
for all R > 0, which collapses to a ball if the symmetry group has no affine part.

Our first result states that if d 00.c/ > 0 at a certain wave speed c 2 I , then Uc is
conditionally orbitally stable.

THEOREM 2.4 (Stability). Suppose that the above assumptions hold. If d 00.c/ > 0,
then the bound state Uc is conditionally orbitally stable in the following sense. For
any R > 0 and � > 0, there exists �0 > 0 such that, if uW �0; t0/ ! BW

R is a
solution of (2.3), with initial data u0 2 U X

�0
, then u.t/ 2 U X

� for all t 2 �0; t0/.
Remark 2.5. As will become clear in the next section, the stability theorem holds un-
der weaker hypotheses. Most notably, we can drop the intersection with D.T 0.0/jW /
in Assumption 4(viii).

In order to prove an instability result, we need to know that (2.3) can be solved
at least locally around the Uc-orbit. If we introduce

U W
� WD

n
u 2 O \W W inf

s2R
ku � T .s/UckW < �

o
for � > 0, we mean the following:



2646 K. VARHOLM, E. WAHLÉN, AND S. WALSH

Assumption 7 (Local existence). There exists �0 > 0 and t0 > 0 such that for all
initial data u0 2 U W

�0
, there exists a unique solution to (2.3) on the interval �0; t0/.

With the above hypothesis, we can conclude that if d 00.c/ < 0, then Uc is
conditionally orbitally unstable.

THEOREM 2.6 (Instability). If d 00.c/ < 0 and Assumption 7 is satisfied, then the
bound state Uc is orbitally unstable: There exists a �0 > 0 such that for every
0 < � < �0, there exists initial data in U W

� whose corresponding solution exits
U W
�0

in finite time.

If X DW , we also obtain a more conventional stability result as a corollary of
Theorem 2.4.

COROLLARY 2.7 (Stability when X DW ). If d 00.c/ > 0, Assumption 7 holds, and
X D W , then the bound state Uc is orbitally stable: For any � > 0, there exists
�0 > 0 such that the solution for any initial data u0 2 U W

�0
exists globally and

stays in U W
� .

Together, Theorem 2.6 and Corollary 2.7 essentially recover the classical GSS
theory in the special case that X D W , J is a state-independent isomorphism,
T .s/ is linear, and the Hamiltonian system (2.3) is globally well-posed. The only
exception is that, in the interest of brevity, we have not addressed the situation where
d 00.c/ D 0.

Lastly, let us comment on how the above results relate to the recent monumental
paper of Lin and Zeng [29], which studies the dynamics of linear Hamiltonian
systems under weaker assumptions on the Poisson map than ours (for instance,
they allow an infinite-dimensional kernel). While this theory concerns the linear
case, under some conditions it can be applied to construct invariant manifolds for
nonlinear systems as well; see the work of Jin, Lin, and Zeng [25,26]. When this can
be accomplished, it gives considerably more information than the conditional orbital
stability/instability we obtain from Theorem 2.4 or Theorem 2.6. However, the
methodology has difficulty attacking equations for which the solution map incurs a
loss of derivatives, such as quasilinear problems. To overcome this, one needs the
linear evolution to display sufficiently strong smoothing properties, which limits
somewhat its applicability. By contrast, the framework we present here is adapted
to the quasilinear setting by design and does not rely on linear estimates.

3 Stability in the General Setting
The purpose of this section is to prove Theorem 2.4 on the conditional orbital

stability of the bound state Uc under the hypothesis that d 00.c/ > 0. Our basic
approach follows the ideas of Grillakis, Shatah, and Strauss, but many adaptations
are required due to the more complicated functional analytic setting. Interestingly,
the state dependence of J is less of an issue for this argument than one may expect.
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We begin with a technical lemma which states that, in a sufficiently small tubular
neighborhood U X

� of Uc , one can find a parameter value s (depending on u) such
that the distance between T .s/u and Uc in the energy norm is minimized.

LEMMA 3.1. If s 7! T .s/Uc is not periodic, then then exists a � > 0 and a function
zs 2 C 2.U X

� IR/ such that, for all u 2 U X
� , the following holds:

(a) kT .zs.u//u � UckX � kT .r/u � UckX for all r 2 R.
(b) .T .zs.u//u � Uc ; T 0.0/Uc/X D 0.
(c) zs.T .r/u/ D zs.u/ � r for all r 2 R.
(d) For all u 2 U X

� and v 2 X,

hDzs.u/; vi D �h�1.u/; vi
r1.u/

;

hD2zs.u/v; vi D �r2.u/h�1.u/; vi
2

r1.u/3
� 2h�1.u/; vih�2.u/; vi

r1.u/2
;

where

�k.u/ WD IT .k/.�zs.u//Uc ; k D 1; 2;

r1.u/ WD kT 0.0/Uck2X � .T .zs.u//u � Uc ; T 00.0/Uc/X;
r2.u/ WD .T .zs.u//u � Uc ; T 000.0/Uc/:

(e) We haveDzs.u/ 2 D. yJ / for every u 2 U X
� , and the map gWU X

� \W !W

defined by g.u/ WD J.u/Dzs.u/ is of class C 1.U X
� \W IW /.

If instead s 7! T .s/Uc has minimal period `, then the same result is true except
zs 2 C 2.U X

� IR=.`Z//, and the equality in part (c) holds modulo `.

PROOF. For s 2 R and u 2 X, set

h.u; s/ WD 1

2
kT .s/u � Uck2X D 1

2
ku � T .�s/Uck2X:

Then

@sh.u; s/ D .T .s/u � Uc ; T 0.0/Uc/X;
@2sh.u; s/ D kT 0.0/Uck2X � .T .s/u � Uc ; T 00.0/Uc/X:

Clearly @sh.Uc ; 0/ D 0 and @2sh.Uc ; 0/ D kT 0.0/Uck2X > 0. The implicit function
theorem then ensures the existence of a ball B� � X centered at Uc , an interval
.�s0; s0/, and a C 2 map zsWB� ! .�s0; s0/ such that the equation @sh.u; s/ D 0

has a unique solution s D zs.u/ 2 .�s0; s0/ for all u 2 B� . Thus s D zs.u/ uniquely
minimizes h.u; �/ on .�s0; s0/ for any fixed u 2 B� .

We will only present the argument for the nonperiodic orbits as the proof for the
periodic case requires only a simple modification. Assumption 5(iv) then guarantees
that there exists an � > 0 such that

inf
s�s0

kT .s/Uc � UckX � �:
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Let � WD min.�=3; �/. Then, if u 2 B� and r 2 R are such that kT .r/u � UckX �
kT .zs.u//u � Uck, we have

kT .r/Uc � UckX D kdT .r/.Uc � u/C T .r/u � UckX
� kUc � ukX C kT .zs.u//u � UckX
� 2ku � UckX < �;

which implies that r 2 .�s0; s0/ and hence r D zs.u/ by uniqueness. This completes
the proof of parts (a) and (b) for u 2 B�.

For part (c), note that if both u and T .r/u lie in B�, then

kT .zs.u/ � r/T .r/u � UckX D kT .zs.u//u � UckX � kT .t/u � UckX
for all t 2 R. In particular, if we choose t D zs.T .r/u/C r , we obtain part (c) on
B� by uniqueness. Moreover, as a consequence, we can proceed to extend zs to all
of U X

� through
zs.u/ D zs.T .r/u/C r;

where r is such that T .r/u 2 B�. This is well-defined, since if both T .r/u and
T .s/u lie in B�, then

zs.T .s/u/ D zs.T .s � r/T .r/u/ D zs.T .r// � .s � r/
by part (c) on B�.

The identities in part (d) follow by straightforward calculations. Finally, for
any u 2 U X

� , we have �1.u/ 2 D. yJ / by Assumption 5(ii) and (2.5), and since
moreover

J.u/�1.u/ D B.u/dT .�zs.u// yJ IT 0.0/Uc
by (2.5), part (e) follows from (2.11) and Assumption 2(iv). �

By Assumption 6(ii), we know that X admits the spectral decomposition

X D X� �X0 �XC;
where X� WD span f�cg, X0 D span fT 0.0/Ucg, and XC is the positive subspace
of I�1Hc . Here we are using the fact that T 0.0/Uc is a generator for the kernel of
I�1Hc . Observe that the restriction of I�1Hc to XC is a positive operator, in the
sense that there exists an � D �.c/ > 0 such that

(3.1) hHcv; vi � �kvk2X for all v 2 XC:
The following lemma describes a version of this inequality that holds also outside

XC.

LEMMA 3.2. Suppose that y 2 X is such that hHcy; yi < 0. Then there exists a
constant z� > 0 such that

(3.2) hHcv; vi � z�kvk2
X

for every v 2 X satisfying

(3.3) hHcy; vi D 0 and .T 0.0/Uc ; v/X D 0:
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PROOF. We decompose y as

y D a0�c C b0T
0.0/Uc C p0 for some a0; b0 2 R; p0 2 XC;

from which we compute that

hHcy; yi D �a20�2c C hHcp0; p0i
or

(3.4) a20�
2
c D hHcp0; p0i C jhHcy; yij;

which in particular implies that a20 > 0.
Now, let v be as in the statement of the lemma. Using the spectral decomposition

of X, we may likewise write

v D a�c C p for some a 2 R; p 2 XC;
as v has no component in X0, by assumption. Moreover, we have

0 D hHcy; vi D �a0a�2c C hHcp0; pi;
and therefore

(3.5) a D hHcp0; pi
a0�2c

:

It follows that

hHcv; vi D �a2�2c C hHcp; pi D �hHcp0; pi2
a20�

2
c

C hHcp; pi

�
�
1 � hHcp0; p0i

a20�
2
c

�
hHcp; pi D jhHcy; yij

a20�
2
c

hHcp; pi

� � jhHcy; yij
a20�

2
c

kpk2
X

by the Cauchy-Schwarz inequality applied to HcjXC , (3.4), and (3.1). Finally, the
result now follows by combining this inequality with

kvk2
X
D a2 C kpk2

X
�
�kHcp0k2X�

a20�
4
c

C 1

�
kpk2

X
;

where we have utilized (3.5). �

We obtain the following as a corollary.

COROLLARY 3.3. Suppose that d 00.c/ > 0. Then there exists a constant z� > 0

such that (3.2) holds for every v 2 X satisfying

hrP.Uc/; vi D 0 and .T 0.0/Uc ; v/X D 0:

PROOF. If d 00.c/ > 0, we may apply Lemma 3.2 with y D dUc

dc
, by (2.17).

Furthermore, we have Hc
dUc

dc
D rP.Uc/ due to (2.13). �
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Note that in the setting of Lemma 3.1(a),

kT .zs.u// � UckX D inf
r2R

kT .r/u � UckX < � for all u 2 U X
� ;

whence it makes sense to define the map

M WU X
� 3 u 7! T .zs.u//u 2 U X

�

whenever � > 0 is small enough for the lemma to apply. Note that M is also
invariant under the action of T , as

M.T .s/u/ D T .zs.T .s/u//T .s/u D T .zs.u/ � s/T .s/u
D T .zs.u//u DM.u/;

(3.6)

where the second equality comes from Lemma 3.1(c). Moreover, we are able to
bound M.u/ in the smoother norm.

LEMMA 3.4. Let R > 0, and suppose that � > 0 is as in Lemma 3.1. Then

kM.u/kW � RC !.�C k�W ,!XkRC kUckX/ for all u 2 U X
� \BW

R :

PROOF. If u 2 U X
� \ BW

R , then in particular there exists an r 2 R such that
kT .r/ukW < R. Set v D T .r/u, and observe that

kM.u/kW D kM.v/kW D kdT .zs.v//vC T .zs.v//0kW � RC !.kT .zs.v//0kX/
by (3.6) and Assumption 4(v). The final bound is obtained by combining this
inequality with

kT .zs.v//0kX D kM.v/ � Uc C Uc � dT .zs.v//vkX
� �C kUckX C k�W ,!XkR;

where we have used that v 2 U X
� , since U X

� is invariant under T and that W
embeds continuously into X. �

We will now use Lemmas 3.2 and 3.4 to obtain the key inequality needed to
prove stability. It is convenient to introduce the notation

(3.7) Mc WD fu 2 O \ V W P.u/ D P.Uc/g
for the level set of the momentum associated with Uc .

LEMMA 3.5. Suppose that d 00.c/ > 0. Then, for any R > 0, there exist � > 0 and
� > 0 such that

(3.8) E.u/ �E.Uc/ � �kM.u/ � Uck2X for all u 2 U X
� \Mc \BW

R :

Moreover, the assumption that d 00.c/ > 0 can be removed under the additional
restriction that hHcy;M.u/ � Uci D 0 for a fixed y 2 X such that hHcy; yi < 0.
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PROOF. Let u be as in the statement of the lemma, and set v WD M.u/ � Uc .
Expanding Ec in a neighborhood of Uc in V , recalling that Uc is a critical point,
and that both the energy and momentum are conserved by the group yields

(3.9) Ec.u/ D Ec.Uc C v/ D Ec.Uc/C 1

2
hHcv; vi CO

�kvk3
V

�
:

Note that .v; T 0.0/Uc/X D 0 by Lemma 3.1(b), so if in addition hHcy; vi D 0,
then Lemma 3.2 ensures the existence of an z� > 0, independent of v, such that

hHcv; vi � z�kvk2
X
:

If, on the other hand, d 00.c/ > 0, we decompose v as

(3.10) v D �N C w; N WD I�1rP.Uc/;
with .N;w/X D 0. Taking the inner product of both sides of (3.10) with N , and
using that P.Uc C v/ D P.Uc/, we find

�kN k2
X
D .v;N /X D hDP.Uc/; vi D O

�kvk2
V

�
;

whence � D O.kvk2
V
/. It follows that

hHcv; vi D hHcw;wi CO
�kvk3

V

�
:

We wish to apply Corollary 3.3 to obtain a lower bound for hHcw;wi. In that
connection, observe that hrP.Uc/; wi D 0, asw is orthogonal toN by construction.
Moreover,

.w; T 0.0/Uc/X D .v; T 0.0/Uc/ � �hrP.Uc/; T 0.0/Uci D 0

in view of Lemma 3.1 and (2.6). Thus

hHcv; vi � z�kwk2
X
CO

�kvk3
V

�
;

where we can eliminate w in favor of v by observing that

kwk2
X
� .kvkX � j�jkN kX/2 � kvk2

X
�O�kvk3

V

�
:

In either case, the desired lower bound (3.8) follows if we can control the cubic
O.kvk3

V
/-remainder in (3.9) by using the quadratic kvk2

X
. This is precisely the

motivation behind Assumption 1. Indeed, (2.1) and Lemma 3.4 imply that

kvk3
V
� Ckvk2C�

X
kvk1��

W

� C�� �RC !.�C k�W ,!XkRC kUckX/C kUckW �1��kvk2X;
which enables us to absorb the remainder into the quadratic term by taking suf-
ficiently small �. Note that we can replace Ec by E due to the assumption that
u 2 Mc . �

We are now prepared to prove the main theorem of the section on the conditional
orbital stability of the bound state Uc .
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PROOF OF THEOREM 2.4. Seeking a contradiction, suppose there exist R > 0,
� > 0, and a sequence of solutions unW �0; tn0 / ! BW

R , with initial data un0 , such
that kM.un0/ � UckX ! 0, but for which

kM.un.�n// � UckX D �

for some �n 2 .0; tn0 /. Without loss of generality, we may take �n to be the first
time that un exits U X

� . Moreover, we can shrink U X
� such that Lemma 3.5 applies.

Together with the conservation of energy and momentum, we deduce the existence
of a � > 0 such that

E
�
un0
� �E.Uc/ � �kM.un.�n// � Uck2X D ��2

for every n. On the other hand, E.un0/ D E.M.un0// and kM.un0/ � UckX ! 0.
Combined with the fact that supn kM.un0/ � UckW .R 1 by Lemma 3.4, we can
use Assumption 1 to deduce that M.un0/! Uc in V , and therefore that E.un0/!
E.Uc/. But this contradicts the strictly positive lower bound on E.un0/ � E.Uc/
derived above, and hence we have arrived at a contradiction. �

4 Instability in the General Setting
This section is devoted to proving Theorem 2.6 on the conditional orbital insta-

bility of Uc under the hypothesis that the moment of instability satisfies d 00.c/ < 0.
In contrast to Section 3, the state dependence of the Poisson map J presents a more
serious technical challenge to the analysis here.

4.1 Identification of a Negative Direction
Because we do not assume that J.u/ is surjective, and because �c does not

necessarily lie inW , we must make further modifications to the GSS program. The
next lemma shows that it is possible to find a negative direction ´ 2W that is not
only tangent to Mc but also lies in the range of a restriction of J.Uc/. This follows
from a surprisingly simple density argument.

LEMMA 4.1. Suppose that d 00.c/ < 0. Then there exists ´ 2 D.T 0.0/jW /, of the
form ´ D J.Uc/IZ for some Z 2 D.T 0.0//, such that

(4.1)


D2Ec.Uc/´; ´

�
< 0 and hDP.Uc/; ´i D 0:

PROOF. For ease of notation, we once again set N WD I�1rP.Uc/. Defining
the quadratic form Q 2 C 0.XIR/ by

Q.u/ WD hHcu; ui;
we see that (4.1) can be rephrased as ´ satisfying

Q.´/ < 0 and .N; ´/X D 0:

The element

y WD hrP.Uc/; �ci
d 00.c/

dUc

dc
C �c 2 X
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satisfies both of these properties because

Q.y/ D hrP.Uc/; �ci2
d 00.c/

� �2c < 0; .N; y/X D 0

by (2.13) and (2.17). However, y does not necessarily lie in D.T 0.0/jW /, nor must
it be in the range of J.Uc/.

Note that B.Uc/ restricts to an isomorphism on D.T 0.0//jW by (2.5). Thus,
if J.Uc/IZ 2 D.T 0.0/jW /, then yJ IZ 2 D.T 0.0/jW /, and consequently Z 2
D.T 0.0// by (2.7). To complete the proof, it suffices to show that

U WD D.T 0.0/jW / \ RngJ.Uc/

is dense in N?, where N? WD fu 2 X W .N; u/X D 0g. Recall that U is dense in X
due to Assumption 4(viii).

First we claim that there exists v 2 U such that .N; v/X ¤ 0. Were this not the
case, we would have U � N?, which would contradict its density in X. Without
loss of generality, we may choose v such that .N; v/X D 1. Now, let u 2 N? be
given. By density, there exists an approximating sequence fung � U with un ! u

in X. Putting
wn WD un � .N; un/Xv;

we see that the sequence fwng � N? \U and that

wn ! u � .N; u/Xv D u in X;

whence U is indeed dense in N?.
By the argument above, there is a sequence f´ng � U \N? such that ´n ! y

in X. For n sufficiently large, Q.´n/ < 0 by continuity, and so the lemma is
proved. �

4.2 Lyapunov Function
In the previous subsection, we constructed a vector ´ in the negative cone of Hc ,

that moreover is tangent to the fixed momentum manifold Mc at Uc . The strategy
at this point is to use ´ to build a Lyapunov function for the abstract Hamiltonian
system (2.3) and thereby prove instability.

In the next lemma, we follow Grillakis, Shatah, and Strauss by introducing a
functional A, designed so that the corresponding Hamiltonian vector field (i) points
in the direction ´ at Uc , and (ii) is in the kernel of DP in a tubular neighborhood
of Uc .

LEMMA 4.2. There exists a � > 0 and a functional A 2 C 1.U X
� IR/ having the

following properties:
(a) A.T .s/u/ D A.u/ for all u 2 U X

� and s 2 R;
(b) DA.u/ 2 D. yJ / for all u 2 U X

� ;
(c) J.Uc/DA.Uc/ D �´ where ´ is as in Lemma 4.1;
(d) the mapping u 7! J.u/DA.u/ is of class C 1.U W

� IW /, where � > 0 is
such that u 2 U W

� � U X
� ; and
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(e) hDP.u/; J.u/DA.u/i D 0 for all u 2 U W
� .

PROOF. Let ´ andZ be given as in Lemma 4.1, and choose � > 0 so that Lemma
3.1 applies. Put

(4.2) A.u/ WD �.Z;M.u/ � Uc/X for all u 2 U X
� ;

for which part (a) follows immediately from the corresponding property of M
established in (3.6). The regularity of zs and the properties of Z also show that A is
C 1 with

DA.u/ D �
.dT 0.�zs.u//Z; u/X � .Z; T 0.zs.u//0/X

�
Dzs.u/

� IdT .�zs.u//Z(4.3)

for all u 2 U X
� . Since Dzs.u/ lies in D. yJ / by Lemma 3.1, while IdT .�zs.u//Z is

in D. yJ / by Assumption 4(i), this proves part (b).
Next, choose � > 0 such that U W

� � U X
� . When u 2 U W

� \D.T 0.0/jW /, the
formula for DA.u/ in (4.3) simplifies to

(4.4) DA.u/ D hDP.u/; h.u/iDzs.u/ � IdT .�zs.u//Z;
with

(4.5) h.u/ WD J.u/IdT .�zs.u//Z D B.u/dT .�zs.u//B.Uc/�1´:
Here we have used (2.6), Assumption 4(vi), and the skew-adjointness of J.u/.
By density of D.T 0.0/jW / in W , the formula in (4.4) is, in fact, valid for every
u 2 U W

� .
Moreover, applying J.u/ to (4.4) leads to the expression

(4.6) J.u/DA.u/ D hDP.u/; h.u/ig.u/ � h.u/;
where g is the function defined in Lemma 3.1. We have already confirmed that g
has the required properties for part (d), and in light of (4.5) and the fact that
´ 2 D.T 0.0/jW / and (2.5), so does u 7! J.u/DA.u/. From Lemma 3.1 we see
that zs.Uc/ D 0, and therefore h.Uc/ D ´. Evaluating (4.6) at u D Uc then yields

(4.7) J.Uc/DA.Uc/ D hDP.Uc/; ´ig.Uc/ � ´ D �´;
by (4.1), which is part (c).

Finally, since the map s 7! A.T .s/u/ has derivative

0 D hDA.u/; T 0.0/ui D hDA.u/; J.u/rP.u/i D �hDP.u/; J.u/DA.u/i
at s D 0 for every u 2 U W

� \D.T 0.0/jW / by part (a), part (e) follows after another
appeal to density. Here we have once again made use of the identity (2.6). �

With the functional A in hand, we next consider the ordinary differential equation

(4.8)

(
du
d�

D �J.u.�//DA.u.�//;
u.0/ D v;
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posed in U W
� , where � > 0 is taken small enough for Lemma 4.2 to apply. Part (d)

of the lemma guarantees the existence of a unique solution, � D �.�; v/ 2
C 1.N IU W

� /, to (4.8), where

(4.9) N D �
.�; v/ 2 R �U W

�0
W j�j < �0

	
;

with 0 < �0 < � and �0 D �0.�0/ > 0. By appealing to the commutation identities
in (2.5) and Lemma 4.2(a), we find

(4.10) T .s/�.�; v/ D �.�; T .s/v/

whenever both sides of this equation make sense, which in particular justifies that
�0 can be taken to be a constant in (4.9).

Observe that

(4.11) @��.0; Uc/ D ´

as a result of Lemma 4.2(c). Furthermore, since
@

@�
P.�.�; v// D �hDP.�.�; v//; J.�.�; v//DA.�.�; v//i D 0

by Lemma 4.2(d), we have

(4.12) P.�.�; v// D P.v/ for all .�; v/ 2 N :

That is, the flow of (4.8) preserves the momentum.

LEMMA 4.3 (Lyapunov function). There exists a � > 0 and a functional � 2
C 1.U W

� I R/, vanishing on the Uc-orbit, such that

E.�.�.v/; v// � E.Uc/ for all v 2 U W
� \Mc :

One can interpret this lemma as follows. Because of (4.12), the flow of (4.8)
leaves the momentum invariant but it may change the energy in either direction near
Uc . By avoiding the problematic negative direction in a suitable way, and using
Lemma 3.1(b) to deal with X0 and the orbit under T , we can make sure that the
energy does not decrease.

PROOF OF LEMMA 4.3. We wish to apply Lemma 3.5. To that end, define the
function f WN ! R by

f .�; v/ WD hHc´;M.�.�; v// � Uci
D hHc´; dT .zs.�//.� � Uc/i C hHc´; T .zs.�//Uc � Uci;

which evidently satisfies f .0; Uc/ D 0. It is not obvious that this function is
differentiable, but by differentiating the identity Ec.u/ D Ec.T .s/u/, one finds
that

hD2Ec.T .�s/u/dT .�s/v; wi D hD2Ec.u/v; dT .s/wi
for all s 2 R; u 2 O \ V , and v;w 2 V , and thus in particular that

f .�; v/ D hD2Ec.T .�zs.�//Uc/dT .�zs.�//´;� � Uci
C hHc´; T .zs.�//Uc � Uci;
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holds for all .�; v/ 2 N . This expression shows that f 2 C 1.N IR/, as Ec 2
C 3.O \ V IR/ and both Uc and ´ are in D.T 0.0/jW /. Moreover,

@�f .0; Uc/ D hHc´; ´i C hDzs.Uc/; ´ihHc´; T
0.0/Uci D hHc´; ´i < 0;

since hHc´; T
0.0/Uci D h´;HcT

0.0/Uci D 0.
An application of the implicit function theorems tells us that there exists a

neighborhood V of Uc in U W
�0

, and a C 1-mapping �WV ! .��0; �0/ satisfying

(4.13) f .�.v/; v/ D hHc´;M.�.�.v/; v// � Uci D 0 for all v 2 V :

In view of (4.10) and (3.6), we have f .�; T .s/v/ D f .�; v/ for all s 2 R and
.�; v/ 2 N , so � can be extended to a tubular neighborhood U W

� of the Uc-orbit.
We may now use Lemma 3.5 to conclude that, possibly upon shrinking U W

� ,
there exists a � > 0 such that

E.�.�.v/; v// �E.Uc/ � �kM.�.�.v/; v// � Uck2X
for every v 2 U W

� \Mc . In particular, the result follows. �

LEMMA 4.4. There exists a � > 0 such that

E.Uc/ � E.v/C�.v/S .v/ for all v 2 U W
� \Mc ;

wherein

(4.14) S .v/ WD �hDE.v/; J.v/DA.v/i:
PROOF. Define the C 1.N IR/-function

g.�; v/ WD E.�.�; v// D Ec.�.�; v//C cP.v/;

where we have exploited (4.12) in evaluating P at v. Then, suppressing the depen-
dence of � on .�; v/, we find

@�g.�; v/ D hDEc.�/; @��i D �hDEc.�/; J.�/DA.�/i;
so @�g 2 C 1.N IR/ as well by Lemma 4.2(e). It therefore makes sense to compute

@2�g.0; Uc/ D


D2Ec.Uc/@��.0; Uc/; @��.0; Uc/

� D hHc´; ´i < 0;
where we have used that Uc is a critical point of Ec , and the last inequality is
Lemma 4.1.

We also see that

@�g.0; v/ D �hDEc.v/; J.v/DA.v/i D �hDE.v/; J.v/DA.v/i D S .v/

for every v 2 U W
�0
: It follows that

g.�; v/ � g.0; v/C @�g.0; v/�

for small enough �, and a possibly smaller neighborhood of Uc . This neighborhood
can be made tubular, by the same reasoning as in the proof of Lemma 4.3. The
desired upper bound now follows by setting � D �.v/ and using Lemma 4.3. �

The final lemma we need in order to prove the instability theorem is the following:
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LEMMA 4.5. Suppose that d 00.c/ < 0. Then there exists a C 2-curve  W .�1; 1/!
W such that

(i)  .0/ D Uc and  0.0/ D ´;
(ii)  .s/ 2 Mc for all s 2 .�1; 1/;

(iii) E �  has a strict local maximum at 0.

PROOF. Define  W .��0; �0/!W by  .s/ WD �.s; Uc/. Then  .0/ D Uc by
definition of �, while  0.0/ D ´ is (4.11). We also know that the flow of (4.8)
conserves momentum, whence  .s/ 2 Mc for all s 2 .��0; �0/. Finally, the proof
of Lemma 4.4 shows that  is C 2 and that E �  has a strict local maximum at 0.
The result is now obtained by a possible reparametrization. �

Remark 4.6. The properties of the curve in Lemma 4.5 show that Uc is not a local
minimizer of the constrained minimization problem

minfE.u/ W u 2 Mcg:
4.3 Proof of the Instability Theorem

PROOF. Assume, to the contrary, that we do not have instability. Then for
every �0 > 0, small enough for local existence from Assumption 7, there exists a
0 < � < �0 such that solutions corresponding to initial data in U W

� exist globally
in time and stay inside U W

�0
. Fix such a �0, which we also require to satisfy the

hypotheses of the lemmas in this section.
By the above reasoning, there exists a unique global-in-time solution

us 2 C 0
�
�0;1/;U W

�0

�
to (2.3), with initial data us.0/ D  .s/ for all jsj � 1. Here,  is the curve from
Lemma 4.5. Since  .s/ 2 Mc by Lemma 4.5(ii), the solutions us all live on Mc

due to the conservation of momentum.
From Lemma 4.4 and conservation of energy, we obtain the inequality

E.Uc/ �E. .s// � �.us.t//S .us.t//

for all jsj � 1 and t 2 �0;1/. By choosing �0 � 1 in (4.9), we can assume that
j�.u/j � 1 for all u 2 U W

�0
. Thus

(4.15) jS .us.t//j � E.Uc/ �E. .s// > 0
for all 0 < jsj � 1 and t 2 �0;1/, where the strict inequality stems from
Lemma 4.5(iii). Moreover, by continuity, this implies that S � us does not change
sign.

Since yJ WD. yJ / � X� ! X is a closed operator, we may view D WD D. yJ / as a
Banach space with the graph norm

kvkD WD kvkX� C k yJvkX;
and in this norm the map u 7! J.u/ is of class C 0.O \W ILin.D;X// by Assump-
tion 2. It follows that the map u 7! J.u/� is in C 0.O \W ILin.X�;D�//. From
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(2.4) we obtain

d

dt
hus.t/; vi D �hrE.us.t//; J.us.t//vi D �hJ.us.t//�rE.us.t//; vi

for every v 2 D. Now, since the embedding D ,! X
� is dense, we have X ,! D

�.
We can therefore view us as a member of C 0.�0;1/;U W

�0
/ \ C 1..0;1/;D�/,

with
.us/0.t/ D �J.us.t//�rE.us.t//

for all t 2 .0;1/. Furthermore, the functional A in Lemma 4.2 can be viewed
as a member of C 1.U W

�0
IR/, with the derivative DA in C 0.U W

�0
ID/. As the

embeddingW ,! X is dense andW is reflexive, the embeddings X� ,!W
� and

D ,!W
� are likewise dense.

We may now apply [20, lemma 4.6] to conclude that A � us 2 C 1.�0;1/;R/,
and that

.A � us/0.t/ D �hJ.us.t//�rE.us.t//;DA.us.t//i
D �hDE.us.t//; J.us.t//DA.us.t//i D S .us.t//;

whence
jA.us.t// � A. .s//j � t .E.Uc/ �E. .s///

for all 0 < jsj � 1 and t 2 �0;1/ by (4.15). This shows that A � us is unbounded,
but we also have

jA.u/j � kZkXkM.u/ � UckX � kZkXk�W ,!Xk�0
for every u 2 U W

�0
by the definition ofA in (4.2). We have arrived at a contradiction,

and must conclude that the Uc-orbit is unstable. �

5 Hamiltonian Structure for Water Waves with a Point Vortex
With our general machinery in place, we turn to the question of stability of

solitary capillary–gravity waves with a submerged point vortex. The next subsection
recalls how this system was formulated by Shatah, Walsh, and Zeng in [43]. In
Section 5.2, we show that the problem can be rewritten once more as an abstract
Hamiltonian system of the general form (2.3), and verify that the corresponding
energy, momentum, Poisson map, symmetry group, and bound states meet the many
requirements of Section 2.1.

5.1 Nonlocal Formulation
Consider the capillary–gravity water wave problem with a point vortex described

in (1.2). In any simply connected subset of �t n fxxg, the velocity v can be decom-
posed as

(5.1) v D r�C �r�;
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where � is harmonic on �t and � is harmonic on the subset. The latter represents
the vortical contribution of the point vortex. Since the surface is a graph, we will
use � D �1 ��2, where

�1.x/ WD � 1
�

arctan
�

x1 � xx1
jx � xxj C x2 � xx2

�
;

�2.x/ WD 1

�
arctan

�
x1 � xx1

jx � xx0j � x2 � xx2

�
:

Then � is harmonic on the open set fx 2 R2 W x1 ¤ xx1 or jx2j < �xx2g, and
r� extends to a smooth velocity field on �t n fxxg. The purpose of �2, which
corresponds to a mirror vortex at xx0 WD .xx1;�xx2/, is to make r� decay faster as
jxj ! 1. Indeed, r� is L2 on the complement of any neighborhood of xx in �t .

For later use, we also introduce notation for the harmonic conjugate of �, which
takes the form � D �1 � �2 with

(5.2) �1.x/ WD 1

2�
logjx � xxj; �2.x/ WD 1

2�
logjx � xx0j:

Note that the convention used here is that r� D r?� , where we recall that r? is
the skew gradient introduced in (1.1).

The rationale behind splitting v according to (5.1) is that it nearly decouples the
tasks of determining the rotational and irrotational parts of the velocity. Indeed,
� is entirely explicit given xx, which solves the differential equation (1.2b). The
main analytical challenge is determining � and �. But for this we can proceed as
in the classical Zakharov-Craig-Sulem formulation of the irrotational water wave
problem: Because � is harmonic, it is enough to know � and the trace

' D '.x1/ WD �.x1; �.x1//

of � on the surface. Notice that � and ' then have the fixed spatial domain R. The
problem can therefore be reduced to the boundary, with the rotational part r�jSt
being viewed as a forcing term.

On St , we must ensure that the kinematic condition and Bernoulli condition are
satisfied. Naturally, these will now involve tangential and normal derivatives of
� and �. Here and in what follows, we will therefore make use of the shorthand
expressions

r? WD ���0@x1 C @x2
���
St
; r> WD �

@x1 C �0@x2
���
St
;

which arise when parametrizing the free surface using �. Note also that we are
using the convention that spatial derivatives of quantities restricted to the boundary
are denoted by a prime, while @x1 is reserved for functions of two or more spatial
variables. Exceptions will be made for certain differential operators when this does
not create ambiguities.

The tangential derivative r>� is simply '0, but to express the normal derivative
r?� requires using the nonlocal Dirichlet-Neumann operator G.�/W PHk.R/ !



2660 K. VARHOLM, E. WAHLÉN, AND S. WALSH

PHk�1.R/, which is defined by

(5.3) G.�/� WD r?.H .�/�/;

where H .�/� 2 PH 1.�t / is uniquely determined as the harmonic extension of
� 2 PHk.R/ to �t . Note here that PHk refers to the homogeneous Sobolev space;
see Appendix A.

It is well-known that, for any k0 > 1, k 2 �1=2 � k0; 1=2 C k0�, and � 2
Hk0C1=2.R/, the operator G.�/ is an isomorphism. Moreover, the mapping � 7!
G.�/ is analytic, G.�/W PH 1=2.R/! PH�1=2.R/ is self-adjoint, and G.0/ D j@x1 j,
the Calderón operator. We refer the reader to [43, app. A], [44, sec. 6], or [28, chap.
3 and app. A] for more details.

Finally, using the Dirichlet-Neumann operator, we can rewrite the water wave
problem with a point vortex in terms of .�; '; xx/ as

(5.4)

8��������<
��������:

@t� D G.�/' C �r?�;

@t' D �.'
0/2 � 2�0'0G.�/' � .G.�/'/2

2h�0i2 � g�C b

�
�0

h�0i
�0

� �'0�x1 jS �
�2

2

�jr�j2�jS C ��jS � @t xx;
@t xx D r�.xx/ � �@x1�2.xx/e1;

where, to simplify the notation, we have introduced � WD �1 C �2 and � WD
.�x1 ; �x2/. The motivation for this choice is that rxx� D �� .

The first equation in (5.4) is simply the kinematic condition in (1.2c), while the
second follows from evaluating Bernoulli’s law along the free surface using the
dynamic condition to replace the trace of the pressure with the (signed) curvature.
Finally, the third equation is just (1.2b) in view of the splitting (5.1). Observe that
@t xx can easily be eliminated from the equation for @t', but we opt not to do so.

5.2 Hamiltonian Formulation
We now endeavor to rewrite (5.4) as a Hamiltonian system for the state variable

u D .�; '; xx/. The first step is to fix a functional analytic framework. For that, we
introduce the continuous scale of spaces

X
k D Xk

1 �Xk
2 �X3

WD HkC1=2.R/ � . PHk.R/ \ PH 1=2.R// �R2; k � 1=2:
(5.5)

For each k � 1=2, Xk is a Hilbert space, and the embedding Xk ,! X
k0 is dense

for all 1=2 � k0 � k.
For the energy space, we take

(5.6) X WD X1=2 D H 1.R/ � PH 1=2.R/ �R2;

which has the space

X
� D H�1.R/ � PH�1=2.R/ �R2
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as its dual, and for which the isomorphism I WX! X
� takes the explicit form

I D �
1 � @2x1 ; j@x1 j; IdR2

�
:

This choice for X ensures that r� 2 L2.�t /, and therefore that the kinetic energy
corresponding to the irrotational part of the velocity is finite.

On the other hand, anticipating the Dirichlet-Neumann operator, we expect to
need k > 1 in (5.5) to ensure that the energy is smooth. With that in mind, set

(5.7) V WD X1C D H 3=2C.R/ � . PH 1C.R/ \ PH 1=2.R// �R2;

where by X1C we mean X1Cs for a fixed 0 < s � 1. For the well-posedness space
we use

(5.8) W WD X5=2C D H 3C.R/ � . PH 5=2C.R/ \ PH 1
2 .R// �R2:

A local well-posedness result at this level of regularity was obtained for irrotational
capillary–gravity water waves by Alazard, Burq, and Zuily [1]. While the Cauchy
problem for (5.4) has not yet been studied, it is reasonable to suppose that local
well-posedness will hold in the same space. In our setting, this is the minimal
regularity required to have the traces of the velocity be Lipschitz on the surface.

Note that our results hold with any smoother choice of W as well. We also
mention that very recently Su [45] has obtained long-time well-posedness results
for gravity waves with a point vortex (corresponding to b D 0). The Gagliardo-
Nirenberg interpolation inequality yields the following for our choice of spaces.

LEMMA 5.1 (Function spaces). Let X, V , and W be defined by (5.6), (5.7), and
(5.8), respectively. Then there exists a constant C > 0 and � 2 .0; 1=4/ such that
Assumption 1 is satisfied.

Lastly, recall that for the problem to be well-defined, the surface must lie between
the point vortex at xx 2 �t and its mirror at xx0. We therefore let

O WD fu 2 X W xx2 < �.xx1/ < �xx2g
and seek solutions taking values in O \W at each time.

We endow X with symplectic structure by prescribing a Poisson map. First,
consider the linear operator yJ WD. yJ / � X� ! X defined by

(5.9) yJ WD

0
BB@

0 1 0 0

�1 0 0 0

0 0 0 ��1

0 0 ���1 0

1
CCA;

with the natural domain

D. yJ / WD �
H�1.R/ \ PH 1=2.R/

� � �H 1.R/ \ PH�1=2.R/
� �R2:

One can understand yJ as encoding the Hamiltonian structure for the point vortex
and water wave in isolation. To get the full system, we must incorporate wave-vortex
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interaction terms. For each u 2 O \ V , define

(5.10) Lin.X/ 3 B.u/ WD IdX CK .u/;

where K .u/ 2 Lin.X/ is the finite-rank operator given by

K .u/ Pw WD

0
BB@

0 0 0 0

���x2 jS ��x1 jS ��x1 jS ��x2 jS
0 1 0 0

�1 0 0 0

1
CCA
2
664
h�x1 jS ; P�i
h�x2 jS ; P�iPxx1

Pxx2

3
775

for all Pw 2 X. The full Poisson map is formed, as in (2.2), by composing yJ with
B.u/:

LEMMA 5.2 (Properties of J ). For each u 2 O \ V , the operator J.u/WD. yJ / �
X
� ! X is given by

(5.11) J.u/ WD B.u/ yJ D

0
BB@

0 1 0 0

�1 J22 J23 J24
0 J32 0 ��1

0 J42 ���1 0

1
CCA;

where the entries are given by

J22 D ���x2 jS h � ; �x1i C ��x1h � ; �x2 jS i;
J23 D ��x2 jS ;
J24 D �x1 jS ;
J32 D h� ; �x2 jS i;
J42 D �h� ; �x1 jS i;

and Assumption 2 is satisfied.

PROOF. It is clear from its definition in (5.9) that yJ is injective and closed, and its
domain D. yJ / is dense inX� by Lemma A.1. Thus parts (i) and (ii) of Assumption 2
hold. Now, fix u 2 O \V and consider the operator B.u/ given by (5.10). The map
K .u/ has finite rank, so B.u/ is a compact perturbation of identity. In particular,
B.u/ is Fredholm of index 0. On the other hand, B.u/ is clearly injective, and
thus it must be an isomorphism on X. This proves part (iii). The properties of the
mapping u 7! B.u/ asked for in part (iv) are obvious from the definition (5.10).
Finally, the skew-adjointness of J.u/ is apparent from the formula (5.11). �

Next, we must determine the energy associated to a water wave with a point
vortex. Classically, the kinetic energy is given by 1

2

R jv.t/j2 dx. To adapt this to
the point vortex case, we use the splitting (5.1) and formally integrate by parts. This
produces traces on St , plus terms at the vortex center. We neglect the singular one,
corresponding to �1, which is equivalent to removing the self-advection of the point
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vortex as in the Helmholtz-Kirchhoff model. Ultimately, this leads us to define the
energy functional E D E.u/ by

(5.12) E.u/ WD K.u/C V.u/;

where

(5.13)

K.u/ WD K0.u/C �K1.u/C �2K2.u/

WD 1

2

Z
R

'G.�/' dx1 C �

Z
R

'r?�dx1

C 1

2
�2
�Z
R

�jSr?�dx1 C �2.xx/
�

is the kinetic energy, and

(5.14) V.u/ WD
Z
R

�
1

2
g�2 C b.h�0i � 1/

�
dx1

is the potential energy. Notice that V depends solely on the surface profile. A
similar procedure also shows that

(5.15) P D P.u/ WD �xx2 �
Z
R

�0.' C ��jS /dx1
is the momentum carried by a water wave with a submerged point vortex.

It is easy to see that E;P 2 C1.O \ V IR/. For the convenience of the reader,
the first and second Fréchet derivatives of E and P are recorded in Appendix C. By
inspection, we see that DE and DP admit the explicit extensions

rE.u/ WD .E 0�.u/; E
0
'.u/;rxxE.u//;(5.16)

rP.u/ WD .P 0�.u/; P
0
'.u/;rxxP.u//;(5.17)

in C1.O \ V IX�/, with

(5.18)

E 0�.u/ WD
.'0/2 � 2�0'0G.�/' � .G.�/'/2

2h�0i2 C g� � b
�
�0

h�0i
�0

C �'0�x1 jSt C
�2

2

�jr�j2�jSt ;
E 0'.u/ WD G.�/' C �r?�;

rxxE.u/ WD �1
2
�2
Z
R

r?.��/dx � �
Z
R

'r?� dx1 � �2@x1�2.xx/e2;

and

(5.19)

P 0�.u/ WD '0 C ��x1 jSt ;
P 0'.u/ WD ��0;

rxxP.u/ WD �e2 C �

Z
R

�0�jSt dx1:
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Thus Assumption 3 is indeed satisfied.
The next lemma confirms that the Hamiltonian system for this choice of the

energy and Poisson map corresponds to the water wave with a point vortex problem
in (5.4).

THEOREM 5.3 (Hamiltonian formulation). A function

u WD .�; '; xx/ 2 C 1.�0; t0/IW \ O/

is a solution of the capillary–gravity water wave problem with a point vortex (5.4)
if and only if it is a solution to the abstract Hamiltonian system

(5.20)
du

dt
D J.u/DE.u/;

where J D J.u/ is the Poisson map (5.11) and E is the energy functional defined
in (5.12).

PROOF. Written out more explicitly using (5.11), the Hamiltonian system (5.20)
is8����<
����:

@t� D E 0'.u/

@t' D �E 0�.u/
C ��jSt �

�hE 0'.u/;�x2i C ��1@xx2E.u/;�hE 0'.u/;�x1i � ��1@xx1E.u/
�

@t xx D
�hE 0'.u/;�x2i C ��1@xx2E.u/;�hE 0'.u/;�x1i � ��1@xx1E.u/

�
:

Using (5.18), we see that the first of Hamilton’s equations is

@t� D G.�/' C �r?�;
which is equivalent to the kinematic boundary condition in (5.4). Moreover, the
equation for @t' above agrees with the corresponding one in (5.4), as the final term
is simply ��jSt � @t xx by the equation for @t xx.

Only the equation for the motion of the point vortex remains. Written out
explicitly, we find that

@t xx2 D
Z
R

.'r?�x1 ��x1 jStG.�/'/dx1

C �

2

Z
R

.�jStr?�x1 ��x1 jStr?�/dx1

D
Z
St

N � .�x1r� ��r�x1/dS C
�

2

Z
St

N � .�x1r� � �r�x1/dS;

where � is the harmonic conjugate to � in �t and N is the outward-pointing unit
normal. Now, owing to the fact that � and �x1 are harmonic on R2 n fxx; xx0g, the
final integral is equal toZ

x2D0

.�x1�x2 � ��x1x2/dx1 D 0

by path independence. Here we have used that � D �x1 D 0 on fx2 D 0g.
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On the other hand, we have the identityZ
St

N � .�x1r� ��r�x1/dS D
Z
jx�xxjDr

N � .�x1r� ��r�x1/dS

for all 0 < r � 1. Notice that �2 is harmonic in �t , so only �1 contributes in the
limit r ! 0. Setting x � xx D rei� , under the natural identification, we haveZ
jx�xxjDr

�1;x1N � r� dS D
Z 2�

0

cos.�/
2�r

.cos.�/; sin.�// � r�.xx C rei� /d�

D 1

4�

Z 2�

0

.1C cos.�=2/; sin.�=2// � r�.xx C rei� /d�

and

�
Z

jx�xxjDr

�N � r�1;x1 dS

D 1

2�

Z 2�

0

cos.�/
�.xx C rei� /

r
d�

D 1

4�

Z 2�

0

Z 1

0

.1C cos.�=2/; sin.�=2// � r�.xx C t rei� /dt d�:

In total, then,

@t xx2 D lim
r!0

Z
jx�xxjDr

N � .�x1r� ��r�x1/dS D �x1.xx/;

and an essentially identical argument shows that

@t xx1 D �@x2�.xx/ � �@x1�2.xx/:
Recalling that � and � are harmonic conjugates, these two equations are equivalent
to the vortex dynamics equation in (5.4).

Finally, conservation of the energy E is immediate from the fact that u is a C 1

solution of (5.20). The conservation of momentum P is simply a consequence of
(2.6), which we verify below in Lemma 5.4. �

5.3 Symmetry
Let T D T .s/WX! X be the one-parameter family of affine mappings given by

(5.21) T .s/u WD .�. � � s/; '. � � s/; xx C se1/; s 2 R;
representing the invariance of the underlying system with respect to horizontal
translations. The linear part of the family is

(5.22) dT .s/u D .�. � � s/; '. � � s/; xx/; s 2 R;
and the infinitesimal generator of T is the affine operator

(5.23) T 0.0/ D dT 0.0/C T 0.0/0 D �.@x1 ; @x1 ; 0/C .0; 0; e1/;
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with domain D.T 0.0// D X3=2.

LEMMA 5.4 (Properties of T ). The group T . �/ satisfies Assumption 4.

PROOF. Parts (i), (ii), and (iii) are obvious from the definition of T . The strong
continuity of the group in the respective spaces is likewise straightforward. Observe
also that T .t/0 D t .0; 0; e1/, which has norm jt j in both X and W . Thus part (v)
holds with !.t/ D t .

For part (vi), note that dT .s/ is invariant on I�1 D. yJ /, which is therefore
the common domain of definition for both sides at the top of (2.5). Verifying
that we have equality in the two equations for all s 2 R is then just a matter of
inserting the definitions. For part (vii), observe that D.T 0.0/jV / D X

2C. That
rP.u/ 2 D. yJ / for any u 2 O \ D.T 0.0/jV / follows from its formula in (5.17)
and (5.19). Moreover, (2.6) and (2.7) can be obtained by direct computation.

To verify part (viii), note that

Rng yJ D .H 1.R/ \ PH�1=2/ � .H�1.R/ \ PH 1=2/ �R2; D.T 0.0/jW / D X7=2;

so

D.T 0.0/jW / \ Rng yJ D .H 4.R/ \ PH�1=2/ � .H�1.R/ \ PH 7=2.R/ \ PH 1=2/ �R2;

which is certainly dense in X (cf. Lemma A.1). Finally, the conservation of energy
under the group (ix) is immediate given the translation invariant nature of E in
(5.12), (5.13), and (5.14). �

5.4 Traveling Waves
In Theorem B.1, we prove the existence of a surface of small-amplitude traveling

wave solutions of the point vortex problem, parametrized by the vortex strength �
and the depth of the point vortex a. For the stability analysis, however, it is important
to fix �, as it appears as part of the equation. We will therefore consider the families

(5.24) C �
I WD fUc.�;a/ WD .�.�; a/; '.�; a/;�ae2/ W a 2 I g � O \W

of traveling water waves with a point vortex of strength � at �ae2, traveling at
speed c.�; a/, for nontrivial compact intervals I � .0;1/ and 0 < � � 1. From
(B.2) we see that a 7! c.�; a/ is a diffeomorphism onto its image when � ¤ 0 is
sufficiently small, which justifies viewing C �

I as being parametrized by the wave
speed c.

LEMMA 5.5. For each nontrivial compact intervals I � .0;1/ and 0 < � � 1,
the family C �

I satisfies Assumption 5.

PROOF. From the construction of C �
I in Theorem B.1, we know that the mapping

c 7! Uc is of class C 1. Since the existence theory can be carried out for any
k > 3=2, we can ensure that Uc and dUc

dc
satisfy Assumption 5(ii). Also, the

nondegeneracy condition (iii) holds for small enough � in view of (B.2). Finally,

kT .s/Uc � UckX � j.se1 � ae2/ � ae2j D jsj;
so the second option in (iv) holds. �
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Formally, the traveling waves on C �
I are stable if we can show that the moment

of instability defined in (2.15) has positive second derivative. This can be shown to
be the case when � is small.

LEMMA 5.6. Fix a nontrivial compact interval I � .0;1/. Then

d 00.c.�; a// > 0 for all a 2 I ;

when 0 < j�j � 1.

PROOF. By (2.17),

(5.25) @ac.�; a/d
00.c.�; a// D �hDP.Uc.�;a//; @aUc.�;a/i;

and from Appendix B

c.�; a0/ D � 1

4�a
� CO.�3/;

Uc.�; a0/ D .0; 0;�ae2/C .�2.a/; 0; 0/�
2 CO.�3/;

in C 1.I IW /. From the latter expression and (5.19), we find that

rP.Uc.�;a// D .�x1. � ; 0/; 0; e2/� � .0; �02.a/; 0/�2 CO.�3/

in C 0.I ;X�/, and we can finally deduce from (5.25) that�
1

4�a2
� CO.�3/

�
d 00.c.�; a// D � CO.�3/

or
d 00.c.�; a// D 4�a2 CO.�2/

in C 0.I ;R/. The right-hand side is positive on I for sufficiently small � ¤ 0. �

6 Stability of Solitary Waves with a Point Vortex
In the previous section, we confirmed that the capillary–gravity water wave prob-

lem with a point vortex has a Hamiltonian formulation (5.20) that is invariant under
the translation group T . �/ defined in (5.21), and we introduced the corresponding
trio of Banach spacesW ,! V ,! X in (5.6)–(5.8). We are now prepared to state
and prove the main theorem:

THEOREM 6.1 (Main theorem). Fix a nontrivial compact interval I � .0;1/
and 0 < j�j � 1. Then the family C �

I of solitary capillary–gravity water waves
with a submerged point vortex are conditionally orbitally stable in the sense of
Theorem 2.4.

It is important at this point to emphasize that the family C �
I comprises all even

traveling wave solutions of (5.4) with .�; '; c/ and � in a neighborhood of 0, in a
certain function space setting; see Appendix B for more details. Thus, the stability
furnished by Theorem 6.1 applies to all even waves that are sufficiently small
amplitude, slow moving, and have small enough vortex strength.
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We have already addressed a number of the hypotheses of the general theory.
Moreover, Lemma 5.6 shows that the family C �

I is formally orbitally stable for
0 < j�j � 1. The only remaining task—which is by far the most difficult—is to
verify that the waves in C �

I lie at a saddle point of the energy with a one-dimensional
negative subspace, as required by Assumption 6. Our basic approach follows along
the lines of Mielke’s study of the irrotational case [34], with many modifications
necessitated by the presence of the point vortex.

Recall that the family of traveling waves fUcg are critical points of the augmented
Hamiltonian Ec WD E � cP . Because ' occurs quadratically in E, and

hD'Ec ; P'i D
Z
R

P'.G.�/' C �r?�C c�0/dx1;

we can eliminate ' by introducing

(6.1) '�.v/ WD �G.�/�1.c�0 C �r?�/; u�.v/ WD .�; '�.v/; xx/ 2 V ;
and the augmented potential

(6.2) V
aug
c .v/ WD min

'2V2
Ec.�; '; xx/ D Ec.u�.v//:

for v D .�; xx/ 2 V1;3 \ O1;3. Here

V1;3 WD V1 � V3; O1;3 WD f.�; xx/ 2 X1 �X3 W xx2 < �.xx1/ < �xx2g:
Note that '� 2 C1.V1;3 \ O1;3IX3=2C

2 / and u� 2 C1.V1;3 \ O1;3IV /, whence
in particular V

aug
c 2 C1.V1;3IR/.

For later use, we also define

a D a.v/ WD .r.H '�//jS ; b D b.v/ WD aC �r�jS � ce1:
Thus a is the irrotational part of the velocity field, and b is the relative velocity field,
both restricted to the surface. Observe that b2 D �0b1 by (6.1). Because we are
working with the steady problem, in what follows we simply write S rather than St .

LEMMA 6.2. For all v 2 V1;3 \ O1;3 and Pv D . P�; Pxx/ 2 V1;3, we have

D2V

aug
c .v/ Pv; Pv�

V
�
1;3
�V1;3

D 

D2
vEc.u�.v// Pv; Pv

�
V
�
1;3
�V1;3

� hL .v/ Pv;G.�/�1L .v/ PviX�
2
�X2

;
(6.3)

where

(6.4) L .v/ Pv WD G.�/.a2 P�/C .b1 P�/0 C �r?� � Pxx
defines a bounded linear operator L .v/ 2 Lin.X1;3IX�2/.

PROOF. By the definitions of '� in (6.1) and V
aug
c in (6.2), it follows that


DV
aug
c .v/; Pv� D hD'Ec.u�.v//; Pvi C hDvEc.u�.v//; Pvi D hDvEc.u�.v//; Pvi;



POINT VORTEX STABILITY 2669

and 

D2V

aug
c .v/ Pv; Pv�

D hDvD'Ec.u�.v//hD'�.v/; Pvi; Pvi C


D2
vEc.u�.v// Pv; Pv

�
D �
D2

'Ec.u�.v//hD'�.v/; Pvi; hD'�.v/; Pvi
�C 


D2
vEc.u�.v// Pv; Pv

�
;

which yields the claimed formula after computing that

G.�/hD'�.v/; Pvi D �hD�G.�/ P�; '�.v/i C .���x1 jS � c� P�/0 C �r?� � Pxx
D G.�/.a2 P�/C .b1 P�/0 C �r?� � Pxx: �

The next lemma further unpacks the expression (6.3) to obtain a quadratic form
representation on the energy space, in preparation for the verification of Assump-
tion 6.

LEMMA 6.3 (Extension ofD2V
aug
c ). For all v 2 V1;3\O1;3, there is a self-adjoint

linear operator A.v/ 2 Lin.X1;3IX�1;3/ such that

D2V

aug
c .v/ Pv; Pw�

V
�
1;3
�V1;3

D hA.v/ Pv; PwiX�
1;3
�X1;3

for all Pv; Pw 2 V1;3. Explicitly,

(6.5) A D
�
A11 A13

A�13 A33

�
;

with entries given by

A11 P� WD
�
g C b02b1

� P� � �
b

h�0i3 P�
0

�0
�M P�;

A13 Pxx WD �b1r>.G.�/�1r?� � �/ � Pxx

A�13 P� WD �

Z
R

P�b1r>.G.�/�1r?� � �/dx1;

A33 WD D2
xxEc.u�/C �2

Z
R

r?� �G.�/�1r?� dx1:

Here M P� WD �b1.G.�/�1.b1 P�/0/0, x� y WD .x
 y C y 
 x/=2 is the symmetric
outer product, and an explicit expression for D2

xxEc.u�/ is given in (6.7).

PROOF. Due to symmetry, it is sufficient to consider the diagonal. A series of
rather lengthy, but direct, computations show that

(6.6)

Z
R

.L .v/ Pv/G.�/�1L .v/ Pv dx1

D
Z
R

a2 P�G.�/.a2 P�/dx1 C
Z
R

P�M P� dx1;

C
Z
R

.a2b
0
1 � a02b1/ P�2 dx1 C 2� Pxx �

Z
R

.a2r?� � b1.G.�/
�1r?�/0/ P� dx1

C �2 PxxT
�Z
R

r?� �G.�/�1r?� dx1
�
Pxx;
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while

hD2
�Ec.u�/ P�; P�i D

Z
R

a2 P�G.�/.a2 P�/dx1

C
Z
R

�
g C �b1r>�x2 C a2b

0
1

� P�2 dx1
C
Z
R

b

h�0i3 . P�
0/2 dx1;

rxxhD�Ec.u�/; P�i D �

Z
R

.a2r?� � b1r>�/ P� dx1;

and

D2
xxEc.u�/

D 2�2D2
x�2.xx/ � �

Z
R

�
G.�/'�D

2
xx�C '0�D

2
xx�
���
S
dx1

C �2
Z
R

r?� � � dx1 � �2

2

Z
R

�r?�D2
xx�Cr>�D2

xx�
���
S
dx1:

(6.7)

Thus, using Lemma 6.2, we find

(6.8)



D2V

aug
c .v/ Pv; Pv� D Z

R

�
g C b02b1

� P�2 dx1 �
Z
R

�
b

h�0i3 P�
0

�0
P� dx1

�
Z
R

P�M P� dx1 C 2� Pxx �
Z
R

P�b1r>.G.�/�1r?� � �/dx1

C PxxT
�
D2
xxEc.u�/ � �2

Z
R

r?� �G.�/�1r?� dx1
�
Pxx;

which yields the claimed operator A. �

Remark 6.4. Under natural symmetry assumptions on v, the expression for A33 can
be simplified further. Specifically, if � is even and xx1 D 0, then

A33 D 2�2D2
x�2.xx/ � �

Z
R

�
G.�/'�D

2
xx�C '0�D

2
xx�
���
S
dx1

C �2
Z
R

r?� � .� �G.�/�1r?�/dx1;

and all three terms are diagonal matrices.

We can now confirm that the augmented Hamiltonian admits an extension to the
energy space.

LEMMA 6.5 (Extension of D2Ec). For all v 2 V1;3 \ O1;3, there is a self-adjoint
operator Hc.v/ 2 Lin.X;X�/ such that

(6.9)


D2Ec.u�.v// Pu; Pw

�
V��V

D hHc.v/ Pu; PwiX��X
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for all Pu; Pw 2 V . The operator is given by

Hc.v/ Pu D
0
@IdX�

1
0 0

0 0 IdX�
2

0 IdR2 0

1
A�A.v/CL .v/�G.�/�1L .v/ �L .v/�

�L .v/ G.�/

�� Pv
P'
�
;

where L .v/ and A.v/ are as defined in Lemmas 6.2 and 6.3, respectively. The
adjoint L .v/� 2 Lin.X2IX�1;3/ is given by

L .v/� P' D .a2G.�/ P' � b1 P'0; �hr?�; P'i/;
and we have

hHc Pu; PuiX��X D hA.v/ Pv; PviX�
1;3
�X1;3

C hG.�/. P' �G.�/�1L Pv/; . P' �G.�/�1L Pv/iX�
2
�X2

(6.10)

for all Pu 2 X.

PROOF. Again, we need only consider the diagonal. By Lemmas 6.3 and 6.2 one
has

D2Ec.u�.v// Pu; Pu

�
V��V

D hA Pv CL .v/�G.�/�1L .v/ Pv; PviX�
1;3
�X1;3

C 

D2
'Ec.u�.v// P' C 2D'DvEc.u�.v// Pv; P'

�
V
�
2
�V

for all Pu 2 V , and it is simple to verify that

hD'DvEc.u�.v// Pv; P'iV�
2
�V2 D �hL .v/ Pv; P'iX�

2
�X2

for all Pv 2 V1;3 and P' 2 V2. �

Using the representation for D2V
aug
c furnished by Lemma 6.5 in conjunction

with the asymptotics derived in Appendix B, we are at last able to prove that
Assumption 6 is satisfied.

THEOREM 6.6. Let I � .0;1/ be a nontrivial compact interval, and consider
the family of bound states C �

I defined in (5.24), furnished by Theorem B.1. Fix
0 < j�j � 1. Then the spectrum of Hc D Hc.�;a/.v.�; a// has the form

spec.I�1Hc/ D
���2c	 [ f0g [�c

for all a 2 I , with ��2c < 0 and 0 being simple eigenvalues, and �c � .0;1/
bounded away from 0.

PROOF. Under this hypothesis, we may view Hc as a small perturbation of the
block diagonal operator0

@g � b@2x1 0 0

0 j@x1 j 0

0 0 0

1
A 2 Lin.X;X�/;

whose spectrum clearly consists of a part z� � .0;1/ bounded away from 0, plus
the eigenvalue 0 with multiplicity two. Thus the spectrum of Hc will have a part
�c � .0;1/ bounded away from 0, plus two eigenvalues near the origin. We know
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that one of these is exactly 0, with corresponding eigenvector T 0.0/Uc . Finally,
from Lemma 5.6 and (2.17) we see that dU

dc
is a negative direction for Hc . Thus the

other eigenvalue has to be negative. �

At this stage, we have completely verified that the myriad hypotheses of the
abstract stability theory are satisfied for the solutions constructed in Appendix B.
Theorem 6.1 therefore follows immediately from Theorem 2.4.

7 Stability for a Class of Dispersive Model Equations
As a second illustration of the abstract theory, we devote this section to studying

the stability properties of solitary wave solutions to the nonlinear dispersive PDE

(7.1) @tu D @x.�
�u � up/;

where u D u.t; x/WR �R! R is the unknown, � WD j@xj, � 2 .1=3; 2�, and

(7.2) p 2 N \
(
.1; .1C �/.1 � �/�1/ � 2 .1=3; 1/;
.1;1/ � 2 �1; 2�:

Heuristically, � describes the strength of the dispersion, while p describes the
strength of the nonlinearity.

Equations of the general form (7.1) include a number of extremely important
hydrodynamical models. In particular, when p D 2, the cases � D 1 and � D 2

are the Benjamin-Ono equation (BO) and Korteweg–de Vries equation (KdV),
respectively, described in Section 1. KdV, among many other things, governs
surface waves in shallow water. Benjamin-Ono models the motion of waves along
the interface between two infinitely deep fluid regions in a certain long-wave
regime [4, 38].

In [6], Bona, Souganidis, and Strauss investigated the orbital stability and in-
stability of solitary-wave solutions to (7.1) for � 2 �1; 2�. Their strategy relied on
many of the ideas underlying the GSS method. However, as we will see below,
the corresponding Poisson map J was not surjective, and hence a number of adap-
tations were necessary. Specifically, the authors made use of another conserved
quantity—the mass

R
udx—requiring them to obtain estimates on the spatial decay

rates of solitary waves in order to ensure the persistence of integrability.
Our purpose in this section is to offer a new proof of the Bona, Souganidis, and

Strauss theorem that follows directly from the stability machinery presented in
Section 3 and Section 4. Because we do not appeal to the mass, no asymptotic
estimates are required. Notice also that we treat “fractional” dispersive model
equations for which � 2 .1=3; 1/. Orbital stability results for � 2 .1=2; 1/ have
been obtained by Linares, Pilod, and Saut [30] and Angulo Pava [39]; we discuss the
connections between these works and the present paper further below. Theorem 7.4
below gives conditional orbital instability for fKdV (p D 2) when � 2 .1=3; 1=2/,
and this appears to be new. Indeed, Linares, Pilod, and Saut observe that the Bona,
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Souganidis, and Strauss approach almost works in this regime, except that the tail
estimates fail to hold.

While we do not pursue it here, one can also consider more general nonlinearities
at the expense of some sharpness. Another interesting possible extension is to study
dispersive PDEs like the Whitham equation, where �� in (7.1) is replaced by a
Fourier multiplier with an inhomogeneous symbol.

It is also important to note that, by specializing to specific choices of � and p, one
can say much more. As one example, for � D 2 (gKdV), Pego and Weinstein [40],
Mizumachi [35], Martel and Merle [33], and Germain, Pusateri, and Rousset [17]
obtain asymptotic stability results (in different topologies) for various subcritical
cases p < 5. For supercritical waves p > 5, Jin, Lin, and Zeng [26] were able
to completely classify the H 1 dynamics near the family of solitary waves using
invariant manifold techniques. The main appeal of our approach is its relative
simplicity, and the fact that it simultaneously addresses the range of dispersion
strengths � 2 .1=3; 2� and nonlinearities (7.2).

7.1 Reformulation as a Hamiltonian System
Formally, the expression inside the parentheses on the right-hand side of (7.1) is

the derivative of the energy

(7.3) E.u/ WD 1

2

Z
R

.�
�
2 u/2 dx � 1

p C 1

Z
R

upC1 dx:

This suggests that the natural energy space is X WD H�=2.R/, with the dual space
X
� D H��=2.R/, and the isomorphism I WX! X

� given by h�i� . The condition
� > 1=3 ensures the existence of admissible p, those satisfying (7.2), which in
particular implies that X ,! LpC1.R/. Observe that E defined according to (7.3)
then lies in C1.XIR/, and that indeed

DE.u/ D ��u � up
for all u 2 X. We may therefore take

(7.4) V WD X:
The local and global well-posedness of the Cauchy problem for (7.1) is still an

active subject of research, and what is currently known depends considerably on
� and p. To state things concisely, we suppose that (7.1) is known to be locally
well-posed in H s for s > s0 D s0.�; p/, and set

(7.5) W WD
(
X if �

2
> s0.�; p/;

H s0C.R/ if �
2
� s0.�; p/:

At present, the best-known result when p D 2 is s0.�; 2/ D 3=2� 5�=4, and hence
(7.1) is globally well-posed in X when � > 6=7 and p D 2; see [36, 37]. This is
conjectured to hold for all � > 1=2, which corresponds to the L2 subcritical case.

However, for fKdV with � 2 .1=3; 6=7�, the functional analytic setup in (7.5)
will lead to a conditional stability or instability result. This is essentially what
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is done by Angulo Pava in [39, theorem 1.1], as well as Linares, Pilod, and Saut
in [30, theorem 2.14], who treat the range � 2 .1=2; 1/. We caution, however, that
in both of these papers the definition of “conditional stability” is less conditional
than ours: we require the solution to remain in the ball BW

R , while they only ask
for it to exist.

Next, define the Poisson map J WD.J / � X� ! X by

(7.6) J WD @x;

with domain D.J / WD H 1C�
2 .R/. As J is independent of state, it can be identified

with yJ in Assumption 2. Moreover, J is clearly injective, and skew-adjoint. The
Cauchy problem for (7.1) can now be restated rigorously as the abstract Hamiltonian
system

(7.7)
d

dt
hu.t/; wi D hup ���u; @xwi for all w 2 H 1C�

2 .R/; u.0/ D u0;

by specializing the general system in (2.4).
The equation (7.1) possesses a number of symmetries, but the one of most interest

to us is spatial translation invariance. For each s 2 R, we define T .s/ 2 Lin.X/ by

(7.8) T .s/u WD u. � � s/;
and this forms a group of unitary operators on X. Its infinitesimal generator is
T 0.0/ D �@x , with domain D.T 0.0// D H 1C�

2 .R/. Moreover, since T 0.0/ D
J.��X!X�/, the group generates the momentum

(7.9) P.u/ WD 1

2
h�u; ui D �1

2

Z
R

u2 dx;

which also is of class C1.XIR/.
The next lemma collects and expands upon these observations to confirm that the

Hamiltonian formulation meets the requirements of the general theory.

LEMMA 7.1. The Hamiltonian formulation (7.7) of the dispersive model equation
(7.1) satisfies Assumptions 1–4.

PROOF. Because V D X, both Assumption 1 and Assumption 3 hold trivially.
Likewise, for J defined as in (7.6), we have already verified that the relevant re-
quirements of Assumption 2 are met. To show that the symmetry group satisfies
Assumption 4 requires chasing the definitions. Both invariance and the commutativ-
ity are readily checked, as differentiation commutes with translation. Finally, the
only remaining property that requires elaboration is (viii). We see that

D.T 0.0/jW / \ RngJ D
(
H 1C�

2 .R/ \ @xH 1C�
2 .R/ if �

2
> s0.�; p/;

H .1Cs0/C.R/ \ @xH 1C�
2 .R/ if �

2
� s0.�; p/;

which is dense in X by the same kind of argument as in Lemma A.1. �
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7.2 Solitary Waves and Spectral Properties
It is well-known that the dispersive models captured by (7.1) support solitary

waves u.t/ D T .ct/Uc D Uc. � � ct/ for all c > 0. Recall that such Uc 2 X must
satisfy

(7.10) DEc.Uc/ D ��Uc � U p
c C cUc D 0 .in X�/;

and by introducing the scaling

(7.11) Uc D c
1

p�1Q.c
1
� �/

we see that all such waves are just scaled versions of solutions of the equation

(7.12) QC��Q D Qp:

LEMMA 7.2. If Q 2 X is a nontrivial solution of (7.12), then the family fUc W c 2
.0;1/g defined through (7.11) satisfies Assumption 5.

PROOF. By a standard bootstrapping argument, we have that any such solution
Q lies in H r.R/ for every r � 0. Since Uc is defined by (7.11), parts (i)-(ii) are
therefore immediate. Finally,

lim inf
jsj!1

kT .s/Uc � UckX D 2kUckX > 0;

so the second option of part (iv) holds. �

It is also easily seen that if Q ¤ 0 solves (7.12), then Q is a critical point of the
Weinstein functional J 2 C 2.X n f0gI .0;1// defined by

J .u/ WD
kuk

p�1
�

PH�=2.R/
kukpC1�

p�1
�

L2.R/

kukpC1
LpC1.R/

:

We say that a solution Q of (7.12) is a ground state if Q is not just a critical point
of J but also an even, positive minimizer. Since J is invariant under scaling, the
same is then true of each Uc , solving (7.10), defined through (7.11). Note that the
corresponding operator Hc 2 Lin.X;X�/ is given by

Hcu WD D2Ec.Uc/u D ��u � pU p�1
c uC cu;

which is clearly self-adjoint. We have the following result, due to Frank and
Lenzmann [15], vastly generalizing earlier results for KdV [48] and BO [2, 3].

LEMMA 7.3. There exists a unique ground state solution Q 2 X of (7.12). More-
over, for each c 2 .0;1/, the spectrum of the operator Hc corresponding to the
bound state solution Uc defined by (7.11) satisfies

spec I�1Hc D
���2c	 [ f0g [�c ;

where ��2c < 0 and 0 are simple eigenvalues, and �c � .0;1/ is bounded away
from 0. That is, Assumption 6 is satisfied.
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Of course, Q cannot be written down explicitly for most choices of � and p.
Famously, for KdV

QKdV.x/ D 3

2
sech2

�x
2

�
;

while Benjamin [4] exhibited the ground state

QBO.x/ D 2

1C x2

for BO in his original paper on the topic.

7.3 Stability and Instability
The analysis of the previous subsection confirms that the family fUc W c 2

.0;1/g corresponding to the unique ground state Q of (7.12) that is furnished by
Lemma 7.3 falls into the scope of the general stability theory developed in Section 3
and Section 4. We therefore obtain the following extended version of the classical
result of Bona, Souganidis, and Strauss [6]:

THEOREM 7.4. If p < 2� C 1, then each solitary wave in the family fUc W
c 2 .0;1/g is conditionally orbitally stable in the sense of Theorem 2.4 when
�
2
� s0.�; p/, and orbitally stable in the sense of Corollary 2.7 when �

2
> s0.�; p/.

When p > 2� C 1, the solitary waves are orbitally unstable in the sense of Theo-
rem 2.6.

PROOF. Whether Uc is stable or not reduces to the sign of d 00.c/, where we
recall that d.c/ WD Ec.Uc/ is the moment of instability. Exploiting the scaling
(7.11) and the identity (2.16), we find

d 0.c/ D �P.Uc/ D 1

2

Z
R

U 2
c dx D

1

2
c

2
p�1

� 1
� kQk2

L2.R/
;

whence

sgn d 00.c/ D sgn
�

2

p � 1 �
1

�

�(
> 0 if p < 2� C 1,
< 0 if p > 2� C 1,

which gives the statement in the theorem. �

Appendix A Function Spaces
Define the Schwartz class S .R/ to be the set of all f 2 C1.R/ such that

xnf .m/.x/ 2 L1.R/ for all n;m 2 N0, and also the subspace S0.R/ of those
f 2 S .R/ for which yf .n/.0/ D 0 for all n 2 N0. For every s 2 R, we define
the inhomogeneous Sobolev space H s.R/ to be the completion of S .R/ with
respect to

(A.1) kf kH s.R/ WD kh � is yf kL2.R/;

which can be realized as the space of all f 2 S 0.R/ for which yf 2 L1
loc.R/ and

kf kH s.R/ <1.
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The homogeneous Sobolev space PH s.R/, on the other hand, is defined to be the
completion of S0.R/ with respect to

(A.2) kf k PH s.R/
WD kj � js yf kL2.R/ <1;

and for s < 1=2 it can be realized as before as the space of all f 2 S 0.R/ for
which yf 2 L1

loc.R/ and kf k PH s.R/
<1. If s � 1=2, set n WD bs C 1=2c, so that

s D nC � with � 2 ��1=2; 1=2/. Then PH s.R/ can be realized as the space of all
f 2 S 0.R/ such that f .n/ 2 PH�.R/, modulo polynomials of degree at most n� 1,
with the norm (A.2) interpreted as kf .n/k PH� .

On domains � � R2, we shall only have use for PH 1.�/, defined as the space of
f 2 L1

loc.�/=R for which rf 2 L2.�/.

LEMMA A.1 (Density). For all s; r 2 R, the space H s.R/ \ PH r.R/ is dense in
both H s.R/ and PH r.R/.

PROOF. Define �n WD �1=n<j�j<n for all n 2 N. Suppose first that f 2 H s.R/,
and set fn WD F�1.�n yf / for n 2 N. Then fn 2 H s.R/ \ PH r.R/ and

kf � fnkH s.R/ D kh�is.1 � �n/ yf kL2.R/;

so fn ! f inH s.R/. Next, suppose that f 2 PH r and choose k 2 N large enough
so that r � k < 1=2. Then the sequence

fn WD F�1
�
�n
b

f .k/=.i�/k
� 2 H s.R/ \ PH r.R/

converges to f in PH r.R/. �

Appendix B Existence Theory
In this appendix, we present a slightly modified version of the existence theory

for capillary–gravity waves with a point vortex due to Shatah, Walsh, and Zeng [43].
The original paper fixes the location of the vortex, which is ill-suited for us. Since �
appears in the Poisson map, it must be held fixed on any family of waves to which
we wish to apply the general stability theory. We can obtain such families by also
allowing the location of the point vortex to vary.

Specifically, we suppose that the point vortex is situated at xx D �ae2, where
a > 0. A symmetric traveling wave solution to (5.4) having wave speed c must then
satisfy the abstract operator equation

(B.1) F .�; '; cI �; a/ D 0;
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with F D .F1;F2;F3/WO � .X �R � .0;1//! Y defined by

F1.�; '; cI �; a/ WD .'0/2 � 2�0'0G.�/' � .G.�/'/2
2h�0i2 � c'0 C g� � b

�
�0

h�0i
�0

C �'0�x1 jS C
�2

2
.jr�j2/jS � �c�x1 jS ;

F2.�; '; cI �; a/ WD c�0 CG.�/' C �r?�;
F3.�; '; cI �; a/ WD c � .H .�/'/x1.0;�a/C

�

4�a
;

where H .�/ denotes the harmonic extension operator. We will use the spaces

X WD Hk
e .R/ � . PHk

o .R/ \ PH 1=2
o .R// �R;

Y WD Hk�2
e .R/ � . PHk�1

o .R/ \ PH�1=2
o / �R;

for any k > 3=2 fixed, with the subscripts indicating odd and even, and the open set

O WD f.�; '; cI �; a/ 2 X �R � .0;1/ W j�.0/j < ag:
The map F is then C1 (even analytic), and we have the following existence
theorem.

THEOREM B.1. There exists a C1-surface

f.�.�; a/; '.�; a/I �; a/ W .�; a/ 2 U g � O �R � .0;1/
of solutions to (B.1), with U an open neighborhood of f0g � .0;1/. Asymptotically,
the solutions are of the form

(B.2)

�.�; a/ D �2�2.a/CO.�4/;

'.�; a/ D O.�3/;

c.�; a/ D �c1.a/CO.�3/;

in C 1
loc..0;1/IX/, with

(B.3) c1.a/ WD � 1

4�a
; �2.a/ WD 1

4�2
.g � b@2x1/�1

�
x21 � a2
.x21 C a2/2

�
:

PROOF. As in [43], this result follows from the implicit function theorem applied
to F at the trivial solutions .0I 0; a/ for a 2 .0;1/. We compute

DXF .0I 0; a/ D
0
@g � b@2x1 0 0

0 j@x1 j 0

0 �.H .0/ �/x1.0;�a/ 1

1
A;

which is clearly an isomorphism X ! Y , as it is a lower diagonal matrix with
isomorphisms on the diagonal. Finally, the asymptotic expansions listed in (B.2)
can be found by implicit differentiation. �

It is possible to write the leading-order surface term �2 in terms of the so-called
exponential integral E1.
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THEOREM B.2. Define the holomorphic function f WC n .�1; 0�! C by

f .´/ WD �e´E1.´/ D .
 C log.´//e´ �
1X
kD1

Hk

k�
´k;

where 
 is the Euler-Mascheroni constant and Hk is the kth harmonic number. If
we write w D x C i� D

p
g=b.x1 C ia/, then

�2.x1/ D 1

4�2b
z�2.x/; z�2.x/ WD Re

�
f .w/C f .�w/

2

�
:

More explicitly,

z�2.x/ D
h�

 C log

�p
x2 C �2

��
cos.�/ � �

2
sin.�/

i
cosh.x/

C sin.�/ arctan.x=�/ sinh.x/ �
1X
kD1

H2k

.2k/�
.x2 C �2/kT2k

�
xp

x2 C �2

�

for all x 2 R, with Tk being the kth Chebyshev polynomial.

PROOF. By using (B.3) and the scaling, we see that z�2 solves the differential
equation

z�2.x/ � z�002.x/ D
x2 � �2
.x2 C �2/2

D Rew�2;

and one may directly verify that g.´/ WD .f .´/Cf .�´//=2 satisfies g.´/�g00.´/ D
´�2 in C nR. Moreover, this is the unique solution that vanishes at infinity, as it can
be shown using a well-known asymptotic series for E1 that g.´/ D 1=´2CO.´�4/
as j´j ! 1. �

Appendix C Derivatives of the Energy and Momentum
We record here the derivatives of E and P up to order 2. Fix u D .�; '; xx/ 2

V \ O , and let Pu D . P�; P'; Pxx/ 2 V represent a variation. Some of the integrals must
be understood in the dual-pairing sense. To simplify the notation, we also introduce

a WD .r'H /jS ; � WD .�x1 ; �x2/ D �rxx�;
and note that

D2
xx� D

�
�x1x1 �x1x2

�x1x2 �x2x2

�
:

Variations of K0

From (5.13) we compute

hD'K0.u/; P'i D
Z
R

P'G.�/' dx1;

hD�K0.u/; P�i D 1

2

Z
R

'hD�G.�/ P�; 'idx1 D
Z
R

P�
�
1

2
jaj2 � a2G.�/'

�
dx1;
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with second variations

hD2
'K0.u/ P'; P'i D

Z
R

P'G.�/ P' dx1;

hD'D�K0.u/ P'; P�i D
Z
R

P'hD�G.�/ P�; 'idx1 D
Z
R

P�.a1 P'0 � a2G.�/ P'/dx1;

hD2
�K0.u/ P�; P�i D 1

2

Z
R

'hhD2
�G.�/ P�; P�i; 'idx1

D
Z
R

.a01a2 P�2 C a2 P�G.�/.a2 P�//dx1;

where the explicit expressions for the shape derivatives only hold when ' 2 X3=2
2 .

Variations of K1

From (5.13) we find quickly that

hD�K1.u/; P�i D
Z
R

P�'0�x1 jS dx1; hD'K1.u/; P'i D
Z
R

P'r?�dx1;

and

rxxK1.u/ D �
Z
R

'r?� dx1:

The second variations are thus

hD2
�K1.u/ P�; P�i D

Z
R

P�2'0�x1x2 jS dx1;

hD�D'K1.u/ P�; P'i D
Z
R

P� P'0�x1 jS dx1;

rxxhD�K1.u/; P�i D �
Z
R

P�'0�x1 jS dx1;

rxxhD'K1.u/; P'i D �
Z
R

P'r?� dx1;

and

D2
xxK1.u/ D

Z
R

'r?D2
xx�dx1:

Note that in the above computations we have made repeated use of the fact that � is
harmonic in a neighborhood of the surface S . In particular, this implies that

(C.1) r?�x1 D r>�x2 D .�x2 jS /0; r?�x2 D �r>�x1 D �.�x1 jS /0:
Similar identities hold for � as well.
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Variations of K2

From (5.13) we find

hD�K2.u/; P�i D 1

2

Z
R

P�.jr�j2/jS dx1;

rxxK2.u/ D r�2.xx/ � 1

2

Z
R

r?.��/dx1:

The second variations are thus

D2
�K2.u/ P�; P�

� D Z
R

.r� � r�x2/jS P�2 dx1;

rxxhD�K2.u/; P�i D �
Z
R

P�..Dx�/r�/jS dx1;

D2
xxK2.u/ D 2D2

x�2.xx/C
1

2

Z
R

r?
�
�D2

xx�C ��T
�
dx1:

Variations of V
From (5.14) we have

hD�V.u/; P�i D
Z
R

�
g� � b

�
�0

h�0i
�0�

P� dx1;

hD2
�V.u/ P�; P�i D

Z
R

�
g P�2 C b

1

h�0i3 . P�
0/2
�
dx1:

Variations of P
Lastly we consider the momentum. The first variations are given by

D�P.u/; P�

� D Z
R

P�.'0 C ��x1 jS /dx1; hD'P.u/; P'i D �
Z
R

�0 P' dx1;

and

rxxP.u/ D �e2 C �

Z
R

�0�jS dx1:
Likewise, we find that the second variations are


D2
�P.u/ P�; P�

� D �

Z
R

P�2�x1x2 jS dx1;

hD�D'P.u/ P�; P'i D �
Z
R

P�0 P' dx1;

rxxhD�P.u/; P�i D ��
Z
R

P��x1 jS dx1;

D2
xxP.u/ D ��

Z
R

�0.D2
xx�/jS dx1:
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