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Chapter 0

Introduction

Mathematical modeling plays an important role in our attempt to un-
derstand the world around us. An ubiquitous and challenging objective
for such models is to make them complicated enough to account for
the properties we want to model, but simple enough that we are able to
study them with the tools we have available. As such, one could say that
this is yet another instance of the famous Occam’s razor. However, the
simplifications and assumptions do not necessarily end when one finally
has arrived at some equation. On the contrary, most equations of prac-
tical interest cannot be explicitly solved, and one has to resort to further
simplifications in order to obtain sufficiently good approximations of the
solutions. These simplifications are then of a purely mathematical na-
ture, rather than the physical considerations made in the derivation of
the model.

Approximate solutions of the modeling equation are typically ob-
tained through some form of discretization, and there are several possi-
bilities here, but the ultimate goal is typically to end up with a finite-
dimensional system which can be solved numerically by a computer. One
alternative is to solve the equation exactly, but in a finite-dimensional
subspace of the usually infinite-dimensional space of functions, and this
is for instance the basic idea of the finite element methods. A differ-
ent strategy is to derive a discrete version of the equation, which then
has finite-dimensional solutions, as is the case for finite difference dis-
cretizations. Irrespective of the method employed, one usually employs
some form of compactness argument to deduce that the approximate
solutions yield a solution of the original equation as the refinement of
the discretization is increased. Loosely speaking, this means that the
set of discrete solutions is dense enough in the space of solutions, that
for any solution of the original equation one can find a discrete solution

3



4 Chapter 0. Introduction

arbitrarily close to it.

This thesis concerns mathematical models for two quite different
phenomena arising in nature: The first part, Papers 1–3, concerns dis-
cretizatons of equations which have been derived as models for water
waves. In particular, Paper 1 is a study of convergence rates for a finite
element method applied to the Benjamin–Ono equation, which was de-
rived in [1, 36] as a model for internal waves in stratified fluids. Papers 2
and 3 concern a finite difference-type discretization for a Camassa–Holm
system. This equation has been derived as a model for shallow water
waves, and is described in more detail in the next section. The second
part of the thesis, Papers 4 and 5, are on simplified models for biological
shape growth. Here we do not employ any discretizations to solve the
highly nonlinear model equations, but we rather study existence and
uniqueness properties of their solutions.

0.1 Selected background theory

In this section we shall present a selection of theory and results related
to the five papers which constitute the thesis. This is by no means an
attempt at providing a thorough theoretical background for the papers.
Instead, the aim is to give a short introduction of properties and results
which have been of importance in the writing of this thesis. For more
detailed background theory, we refer to the introductions of the papers
and the references therein.

Some properties of the Camassa–Holm equation

The Camassa–Holm (CH) equation,

ut − utxx + 2κux + 3uux − 2uxuxx − uuxxx = 0, (0.1.1)

for a time- and position-dependent velocity u = u(t, x), is named after
the authors of [9], who derived the equation as a shallow water limit of
the Green–Naghdi equations from hydrodynamics. The CH equation is
first known to have appeared in a work of Fuchssteiner and Fokas [20]
as a somewhat anonymous particular case in a parameterized family of
completely integrable evolution equations, and in a different form from
(0.1.1). To be specific, it comes from combining equations (26e), (30a),
and (30b) with parameters α = β = 0, γ = −1, and n = 1 which yields
the following equation for u = u(t, x),

ut = −
(
∂xu∂

−1
x + u

) (
1− ∂2

x

)−1
ux. (0.1.2)
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Here ∂x is the usual partial derivative with respect to x, and ∂−1
x is in-

terpreted as the antiderivative giving functions vanishing asymptotically
as x→ −∞, thus

∂−1
x v(x) =

∫ x

−∞
v(s) ds.

In particular, we will make use of the identity ∂−1
x ux = u. Introducing

the change of variables u = v − vxx + κ in (0.1.2) and rearranging, we
recover exactly (0.1.1) with v replacing u. For more details on how the
techniques from [20] connect to (0.1.1), the interested reader is referred
to [19].

The CH equation is completely integrable for any κ ∈ R, see [9, 10],
as it has a corresponding Lax pair for which the compatibility condi-
tion yields exactly (2.1.1). However, the case which has drawn most
attention is the so-called dispersionless limit for which κ = 0. The main
reason for this is most likely that the corresponding solitons then have
a particularly simple form. Indeed, these are the famous peakons

u(t, x) = ce−|x−ct|, c ∈ R, (0.1.3)

the name of which originates from the discontinuity in the spatial deriva-
tive for any fixed time t, yielding a peaked crest for the wave profile.
From (0.1.3) we observe that the peakon travels at constant velocity c
corresponding exactly to its elevation at the peak. It is clear from this
discontinuity that peakons are solutions of (0.1.1) for κ = 0 only in the
weak sense. In fact, traveling waves cannot be strong solutions of the
CH equation, cf. [12, Ex. 5.2]. From here on we will consider only the
case κ = 0 and the resulting equation

ut − utxx + 3uux − 2uxuxx − uuxxx = 0, (0.1.4)

with weak solutions u such that u(t, ·) belongs to the Sobolev space
H1(R). As a consequence of being completely integrable, (0.1.4) has
an infinite number of conserved quantities, see [34], one of which is the
so-called energy

1

2

∫

R
(u2(t, x) + u2

x(t, x)) dx. (0.1.5)

We also mention that the CH equation can be seen as a geodesic equa-
tion, cf. [33, 15].

Being a nonlinear, integrable evolution equation derived in the con-
text of water waves, the CH equation is often grouped together with
the Korteweg–de Vries (KdV) and, e.g., the Benjamin–Ono equations
as a KdV-type equation. There is however a particular feature of the
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CH equation which is not present in the prototypical KdV equation,
which has sparked much research interest, namely the so-called wave
breaking. That is, initially smooth solutions may develop singularities
in finite time in the sense that the slope of the wave profile in a point
becomes unbounded from below. For this phenomenon where the wave
profile remains bounded while the slope turns vertical we say that the
wave “breaks”, or alternatively, alluding to ux turning unbounded from
below, we say the solution exhibits blow-up. Simultaneously, there is a
concentration of energy, cf. (0.1.5), at the location where ux becomes
unbounded. This property was already pointed out in the original paper
[9] of Camassa and Holm, and was verified in detail by Constantin and
Escher [12, 13] where the former paper also contains a global existence
result for (0.1.4). Since such wave breaking of is readily observed in
nature, think for instance of the behavior of waves approaching a beach,
one may argue that a faithful mathematical model for shallow water
waves should incorporate such effects. We refer to [32] for a thorough
discussion on the validity of the CH and KdV equations as models for
water waves.

The singularity formation in finite time introduces an ambiguity in
how to extend solutions beyond the time of blow-up, and this has re-
sulted in considerable research interest. In the end, this has led to
the dichotomy between conservative and dissipative weak solutions of
(0.1.4), two solution concepts which differ in how the associated energy
is treated as the wave breaks. Indeed, to illustrate the idea, let tc be the
first time when the solution blows up, and xc be an associated position
where ux becomes unbounded. For t < tc, the two solution concepts
remain equal, as u(t, ·) ∈ H1(R) and the energy (0.1.5) is well defined.
However, at t = tc there is a concentration of energy which amounts to
u2
x turning into a singular measure in x = xc. The conservative solution

of the CH equation is then characterized by the energy being conserved
for almost every time: that is, for t > tc, all energy, including the part
concentrating at x = xc, is redistributed to u(t, ·) ∈ H1, and thus the
value of (0.1.5) remains equal to what it was for t < tc. Conservative
solutions of the CH equation have been studied in [3] and [29]. On the
other hand, for dissipative solutions, some, if not all, of the energy con-
centrating at x = xc is dissipated, or removed, from the equation. Thus,
for dissipative solutions the value of (0.1.5) for t > tc is strictly smaller
than for t < tc, and these solutions have been investigated in [4] and
[31].

There have also been proposed several two-component extensions of
the CH equation, one of which is the two-component Camassa–Holm
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(2CH) system

ut − utxx + 3uux − 2uxuxx − uuxxx + ρρx = 0,

ρt + (ρu)x = 0
(0.1.6)

derived by Olver and Rosenau [35, Eq. (43)]. This system has also been
derived as a model for shallow water in [14]. One can think of (0.1.6) as
(0.1.4) having been augmented with a term accounting for the effect of
a fluid density variable ρ = ρ(t, x), as well as a conservation law for this
density. Assuming the density ρ has the asymptotic value ρ∞ ≥ 0 such
that ρ− ρ∞ ∈ L2(R), the associated energy for (0.1.6) becomes

1

2

∫

R

[
u2(t, x) + u2

x(t, x) + (ρ(t, x)− ρ∞)2
]
dx. (0.1.7)

As for the CH equation, (0.1.6) can also be seen as a geodesic equation,
see [17]. The 2CH system shares several properties with the CH equa-
tion, such as being completely integrable and allowing for wave breaking.
We refer to [14, 23] for details on initial data for which one can or can-
not have blow-up for (0.1.6). Since the 2CH system also exhibits wave
breaking, it is then perhaps not surprising that it features conservative
and dissipative solutions as well, and these have been studied in, e.g.,
[25, 26].

Concepts from the calculus of variations and control
theory

Here we will briefly present some concepts from the calculus of variations
and control theory which have been used in the papers of this thesis, but
then typically in a more general form.

The direct method

The direct method is a procedure for proving the existence of an optimal
solution for an optimization problem, see [7, Chap. 5]. To fix the ideas,
let us formally consider the problem of finding x in a set of admissible
solutions which minimizes the goal function φ(x), possibly under some
additional constraints on x. Then the direct method can be summarized
in four sequential steps:

1. Construct a minimizing sequence xn, n ∈ N.

2. Show that some subsequence converges to an x∗.
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3. Prove that x∗ is an admissible solution which satisfies the con-
straints.

4. Prove that x∗ attains the minimum of φ(x).

If all these steps can be performed, one has proved the existence of
an optimal solution x∗. In order to carry out the direct method, one
must establish some continuity properties for the goal function φ. For
instance, it would be desirable for φ(x) to be continuous in x, but this
can be relaxed to lower semicontinuity for minimization problems, or
upper semicontinuity for maximization problems.

The first variation in the calculus of variations

In the calculus of variations, the possibly simplest prototypical example
is to minimize an expression of the form

J(x) =

∫ t1

t0

L(t, x(t), ẋ(t)) dt, (0.1.8)

where x : [t0, t1] → R is a continuously differentiable curve, ẋ denotes
the derivative dx/dt, and L is a real-valued function of t, x, and ẋ. Let
us also for simplicity impose fixed endpoints x(t0) = x0 and x(t1) = x1.
To establish a first necessary condition for optimality, we assume x to be
a minimizer and consider perturbations of the form xε = x+ εy, where
ε > 0 and y is a continuously differentiable function for t ∈ [t0, t1] which
satisfies y(t0) = y(t1) = 0. These endpoint conditions for y are needed
for the perturbation xε to satisfy the same endpoint conditions as x, i.e.,
for xε to be an admissible curve. The first variation of (0.1.8) is then
given by

δJ(x; y) =
dε

d
J(x+ εy)

∣∣∣
ε=0

, (0.1.9)

and we say that a first necessary condition for x to be optimal, is that
δJ(x; y) = 0 for any admissible y. Assuming L sufficiently smooth and
denoting its partial derivatives with respect to x and ẋ by respectively
Lx and Lẋ, we may integrate by parts to obtain the following expression
for the first variation,

δJ(x; y) =

∫ t1

t0

[Lx(t, x(t), ẋ(t))y(t) + Lẋ(t, x(t), ẋ(t))ẏ(t)] dt

=

∫ t1

t0

[
Lx(t, x(t), ẋ(t))− dt

d
Lẋ(t, x(t), ẋ(t))

]
y(t) dt.
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Since the final expression is supposed to be zero for any admissible y,
we claim that x must satisfy the identity

Lx(t, x(t), ẋ(t)) =
dt

d
Lẋ(t, x(t), ẋ(t)) (0.1.10)

for t ∈ [t0, t1]. Equation (0.1.10) is called the Euler–Lagrange equation,
and an admissible x satisfying it is called an extremal.

The above presentation is based on [18, Chap. 1], and more details
are found there. Note that the optimization problem considered here
is rather simple, and that it could be made more intricate by imposing
different endpoint conditions for x, or even letting the endpoints t0 and t1
be variable by including them as part of the solution. For more variants
of such problems, see e.g., [37].

The Pontryagin maximum principle

Here we consider the optimization problem known as the Mayer problem
with terminal constraints, as presented in [7, Chap. 6.3]. This can be
stated as

max
u∈U

φ0(x(T, u)) (0.1.11)

subject to

ẋ(t) = f(t, x(t), u(t)), x(0) = x̄, u(t) ∈ U, t ∈ [0, T ], (0.1.12)

for the family of admissible controls

U = {u : [0, T ]→ U, u measurable}, (0.1.13)

with U ⊆ Rm. In addition the terminal time T is fixed, and the terminal
point x(T ) satisfies the constraints

x(T ) ∈ S = {x ∈ Rn : φi(x) = 0, i = 1, . . . , k} (0.1.14)

for some k ∈ N. The Pontryagin maximum principle provides necessary
conditions for an optimal solution of (0.1.11) given the control system
(0.1.12) and the terminal constraints (0.1.14). We shall state its result
as presented in [7, Thm. 6.3.1] below, under the following assumptions:

• The set Ω ⊆ R× Rn is open.

• The function f = f(t, x, u) is continuous on Ω×U and continuously
differentiable w.r.t. x.
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• The functions φi : Rn → R for i = 0, . . . , k are continuously differ-
entiable.

Theorem 0.1.1 (The Pontryagin maximum principle with terminal
constraints). Let u∗ be a bounded admissible control, whose correspond-
ing trajectory x∗(·) is optimal for the maximization problem (0.1.11)–
(0.1.14). Assume that the gradients ∇φi for i = 0, . . . , k are linearly
independent at the terminal point x∗(T ). Then there exists a nontrivial,
absolutely continuous vector function p(·) which satisfies the equations

ṗ(t) = −p(t) ·Dxf(t, x∗(t), u∗(t)), (0.1.15)

p(t) · f(t, x∗(t), u∗(t)) = max
ω∈U
{p(t) · f(t, x∗(t), ω)} (0.1.16)

at almost every time t ∈ [0, T ], together with the terminal conditions

p(T ) =
k∑

i=0

λi∇φi(x∗(T )) (0.1.17)

for some constants λ0, . . . , λk, with λ0 ≥ 0.

Note that in Theorem 0.1.1 x, f and u are column vectors, p is a
row vector, and Dxf denotes the Jacobian of f w.r.t. x. Moreover,
we mention that the Pontryagin principle for a more general form of
the Mayer problem is presented in [18, Chap. 2] in the setting of a
minimization problem.

0.2 A variational discretization of the
Camassa–Holm equation

Considering the numerous works on the CH equation, it is no surprise
that several discretizations and numerical methods have been proposed
for (0.1.4), and we refer to the introduction of Paper 3 for an outline
of such numerical methods. An interesting discretization of the CH
equation was already proposed in [9] and studied in more detail in [10],
namely the multipeakon solution

u(t, x) =
n∑

i=1

pi(t)e
−|x−qi(t)|. (0.2.1)
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Here qi and pi satisfy the canonical Hamiltonian equations

q̇i =
n∑

j=1

pje
−|qi−qj |,

ṗi = pi

n∑

j=1

sgn(qi − qj)pje−|qi−qj |
(0.2.2)

for i ∈ {1, . . . , n} with Hamiltonian

1

2

n∑

i,j=1

pipje
−|qi−qj |. (0.2.3)

This is in fact a generalization of the single peakon solution (0.1.3), with
an associated energy given by (0.2.3). As pointed out in [9, 10], (0.2.2)
can be seen as a geodesic equation for a particle labeled i with position
qi and momentum pi. We also mention that for conservative solutions
of (0.2.2), i.e., those which preserve (0.2.3) for almost every time, this
system has been proved to be completely integrable in [16].

As suggested by the existence of conservative solutions, wave break-
ing can also happen for the multipeakon solution (0.2.1). In particular,
this happens when two particles with momenta of opposite signs collide.
In these cases, the momenta diverge to plus and minus infinity, as stud-
ied in [38]. An alternative method for characterizing the conservative
multipeakon solutions was established in [28]. This is based on the ob-
servation that (0.2.1) satisfies the boundary value problem u− uxx = 0
between qi(t) and qi+1(t) for i ∈ {1, . . . , n − 1}, with boundary values
u(t, qi(t)) =: ui(t) and u(t, qi+1(t)) =: ui+1(t). Replacing qi with yi, the
authors introduce an ODE system for yi, ui, and Hi, where the latter
variable tracks the cumulative energy at position yi. As opposed to the
momentum variable in (0.2.2), these variables remain bounded even dur-
ing wave breaking. By approximating initial data by multipeakons, one
can obtain a numerical method for the CH equation, and for the con-
servative multipeakons this is done in [30]. Similar numerical methods
based on (0.2.2) are considered in [11, 27].

A discretization in Lagrangian variables is also employed in Paper 2,
but instead of being based on a special type of solution such as (0.2.1),
the discretization is founded upon variational principles. We will here in-
dicate how this semidiscrete system is derived, and to reduce the amount
of terms we will consider the discretization of the CH equation only.
Defining the discrete “labels” ξi = i∆ξ for ∆ξ > 0, i ∈ Z, and the
difference operators

D±fi = ±fi±1 − fi
∆ξ

,
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we introduce the discrete set of characteristics yi(t) satisfying the ini-
tial condition yi(0) = y(0, ξi), or equivalently (y0)i = y0(ξi). Then
we introduce the discrete Lagrangian velocity Ui(t) such that Ui(0) =
U(0, y(0, ξi)), or (U0)i = U0((y0)i). Based on these quantities we intro-
duce the discrete energy

∆ξ
∑

i

[
(Ui)

2D+yi +
(D+Ui)

2

D+yi

]
, (0.2.4)

which is a discretization of (0.1.5) in Lagrangian variables

1

2

∫

R

(
U2yξ +

U2
ξ

yξ

)
dξ. (0.2.5)

Following the derivation of the paper, we combine the discrete character-
istic equation ẏi = Ui and the Euler–Lagrange equation resulting from a
first variation of (0.2.4) to obtain the infinite-dimensional ODE system

ẏi = Ui,

(A[D+y]U̇)i = −UiD+Ui −
1

2
D−

(
U2
i +

(
D+Ui
D+yi

)2
)
,

(0.2.6)

where for a grid function v = {vi}i∈Z we have defined the operator

(A[D+y]f)i := (D+yi)vi −D−

(
D+vi
D+yi

)
. (0.2.7)

Now, an alternative would be to stop at this point and call this our
discrete scheme. However, unless one can guarantee D+yi(t) ≥ δ for
some constant δ > 0, the division by D+y in (0.2.7) makes the analysis
of existence and uniqueness of solutions for (0.2.6) difficult. This also
causes trouble when applying (0.2.6) directly as a numerical method
for solutions with wave breaking. Figure 0.1 displays the numerical
results obtained with this method for a peakon-antipeakon example with
periodic boundary conditions. Here we were able to run the scheme
until collision time, around t ≈ 3.12, when the ODE solver broke down.
However, up to this time the plots clearly show the development of a
delta distribution in the energy density at x = 0.5.

Omitting the dependence on t for the moment, we observe that the
operator equation (A[D+y]v)i = fi is a discrete version of the Sturm–
Liouville equation

yξ(ξ)v(ξ)−
(
vξ(ξ)

yξ(ξ)

)

ξ

= f(ξ).
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Figure 0.1: Peakon-antipeakon interaction computed with the prototype
scheme (0.2.6). The 64 characteristics (a), wave profile (b), pointwise
energy (c), and cumulative energy (d) before collision time at t ≈ 3.12.
We underline that the height of the profile at t = 3.1 in subfigure (c) is
about 1.4× 104.

The above equation can be solved for v through

v(ξ) =
1

2

∫

R
e−|y(ξ)−y(η)|f(η) dη, (0.2.8)

where we recognize the integration kernel as the Green’s function for
Id−∂2

x, i.e., 1
2e
−|x−x′|, evaluated in Lagrangian coordinates. This is ex-

actly the sort of integral which defines the variables P (t, ξ) and Q(t, ξ) in
[29, Eq. (2.10)], where the evolution equation for the Lagrangian velocity
is explicitly given by Ut = −Q. Due to this similarity, it seemed natural
to follow the approach of [29, 24] for the CH equation and 2CH system in
the analysis of (0.2.6). However, then we would have to invert the opera-
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tor A[D+y], and unlike the continuous case we cannot use composition of
functions to obtain an explicit inverse such as (0.2.8) from the Eulerian
Green’s function. Instead, we prove the existence of discrete integral
kernels, which correspond to 1

2e
−|y(ξ)−y(η)|, by applying results from the

Poincaré–Perron theory on difference equations. From these kernels we
may then define an inverse for (0.2.7), which remains well-defined even
as waves break, i.e., when D+yi = 0. After proving existence and unique-
ness of solutions for the new system, which is equivalent to (0.2.6) for
D+yi > 0, we construct sequences of interpolated functions which are
shown to converge to solutions of the Lagrangian system considered in
[29]. Hence, the variational discretization leads to conservative solutions
of (0.1.4).

In paper 3 we study the corresponding variational discretization for
the CH equation and 2CH system with periodic boundary conditions.
Since the convergence of the discretization can be proved using the ar-
guments of Paper 2, we choose instead to illustrate how it can work
as a numerical method. To this end, we use an explicit ODE solver to
integrate in time, and compare with other existing methods over several
numerical examples. In particular, we introduce a periodic version of
the multipeakon method considered in [28] and [30].

0.3 Variational principles and control theory
applied to shape growth problems

In [8] the authors introduce and study two classes of variational prob-
lems which concern the optimal configuration of respectively tree roots
and branches. The aim of the paper is to introduce mathematical mod-
els which serve as a step toward understanding the biological shapes
appearing in nature. Each of these variational problems consists of a
functional to be maximized, which is expressed as the difference of a
gain functional and a cost functional. In the case of roots, the gain is
expressed through a harvest functional which accounts for water and
nutrients gathered by the tree roots. The gain for the branches comes
from a sunlight functional, which measures the amount of sunlight ab-
sorbed by the leaves of the branch. For both cases, the cost functional
represents a ramified transportation cost, for transporting water and
nutrients from the roots to the trunk, and from the trunk to the leaves
on the branches. The central idea of such ramified transport problems
is that it is less costly to transport commodities, in this case nutrients,
along a common path, than transporting them along separate paths.
That is, the cost of transporting a commodity of size s along a path
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of length l is assumed to take the form l × sα for some 0 ≤ α ≤ 1.
The limiting cases of α = 0 and α = 1 are respectively connected to
the Steiner and Monge–Kantorovitch problems in transportation net-
work theory. The mathematical framework for such ramified transport
is detailed in [2].

In [8], several important properties are established for the functionals
involved, which are then used to deduce existence of optimal configura-
tions. This work is expanded upon in [6], where existence of optimal
solutions are proved under less restrictive assumptions. Paper 4 ([5])
considers the variational problem for branches applied to plant stems,
and two submodels are studied in detail. In the first model, the den-
sity of leaves is constant along the stem, leaving only the shape of the
stem to be decided. The second model generalizes the first by including
also the density of leaves as part of the configuration. Bearing in mind
the general functional presented in [8], a specialized optimization prob-
lem is derived for each of the aforementioned models. The existence of
maximizing solutions for both models is proved by means of the direct
method presented in Section 0.1, where the semicontinuity properties of
the functionals established in [8] plays a central role. Uniqueness of such
solutions is then proved under some additional assumptions, by study-
ing the necessary conditions for optimality. In the first model this is
established through a more general form of the first variation presented
in Section 0.1, while in the second model a more general form of the
Pontryagin maximum principle in Theorem 0.1.1 provides the necessary
conditions. After establishing these results for a single stem, one ana-
lyzes the existence and uniqueness for a competitive equilibrium, where
the configuration of each individual stem is optimal given the configu-
ration of all other stems.

Paper 5 concerns a shape optimization problem in two dimensions.
More specifically, the aim is to find the optimal configuration for a set
of branches in the plane, in order to maximize the gain functional for
branches described above. The main result is that for 1

2 ≤ α < 1 in the
ramified transport cost, the optimal shape is uniquely determined to be
a solar panel-like shape. The same holds for 0 < α < 1

2 under some
additional restrictions on the angle of the incoming sunlight. This result
is connected to Paper 4 in the sense that the second model of the paper
can be used to describe the optimal distribution of leaves along the rays
constituting the “solar panel”.
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0.4 Summary of papers

Here I give a brief description of the papers included in the thesis, and
how they came to be. For a more detailed description of the scientific
content, the reader is referred to the abstracts of the papers in the
subsequent sections.

Paper 1

Paper 1 is written for the proceedings of the XVI International Confer-
ence on Hyperbolic Problems in Aachen, Germany 2016, were I gave a
contributed talk on my Master’s thesis. The results of the thesis were
later published as [22], while Paper 1 is published as [21]. In the pro-
ceedings paper, I show theoretical best case convergence rates for the
finite element scheme in [22] for sufficiently regular data, and has little
in common with the rest of the thesis, other than being on the discretiza-
tion of a wave equation. Most of Paper 1 was written during a research
stay at Institut Mittag-Leffler, Sweden during the workshop Nonlinear
Partial Differential Equations and Functional Inequalities in the Fall of
2016.

Paper 2

Paper 2 constitutes in many ways the main work of my thesis, as it is also
the paper I have spent most time on. It concerns a discretization for the
2CH system derived by my coauthor Xavier Raynaud, and I spent the
first time of my PhD implementing it numerically to see whether it had
potential as a numerical method for approximating solutions of the 2CH
system. After promising numerical results for the periodic problem, I
started the attempt at establishing convergence of the discretization on
the full line. In the end, this turned out to be a quite theoretical paper
on existence and uniqueness for the associated semidiscrete system, and
convergence of the discretization to conservative solutions of the 2CH
system.

Paper 3

Paper 3 returns to the numerical results which sparked the ideas of the
second paper. After the quite theoretical work in Paper 2, it seemed
appropriate to complement it with some illustrations of the variational
discretization. Furthermore, the theoretical analysis led to a method
which improves upon the prototype scheme which I first implemented,
in that the improved method can handle wave breaking, or singularity
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formation, in the solution. To obtain a computationally feasible prob-
lem, my coauthor Katrin Grunert and I considered the periodic versions
of the CH equation and 2CH system, and established the corresponding
discretizations in this setting. As my other advisors Helge Holden and
Xavier Raynaud have introduced a multipeakon method on the real line
which is structurally similar to our discrete scheme, I derived a periodic
version of this method to compare with. In addition, inspired by works
of Camassa and collaborators, I augmented these multipeakon methods
with efficient computational algorithms.

Paper 4

Paper 4 is a step in a completely different direction compared to the top-
ics of Papers 1–3, as it concerns techniques from the calculus of variations
and control theory applied to biological shape models. This paper was
written during my research stay at the Pennsylvania State University in
the academic year 2018–2019, under supervision of Alberto Bressan. In
the course of this work, I learned a lot about the mathematical theory
of control, of which I had no prior knowledge.

Paper 5

At the end of my research stay at Penn State, Professor Bressan and I
started working on Paper 5. This is related to Paper 4 in that it con-
cerns the optimal configuration of branches, given the same underlying
models as in the previous paper. The methods involved are however
quite different from Paper 4, as the proofs are less reliant on general
results from control theory, and more tailored to the problem at hand.
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Convergence Rates of a Fully Discrete
Galerkin Scheme for the Benjamin–Ono
Equation

Sondre Tesdal Galtung

Abstract We consider a recently proposed fully discrete Galerkin scheme for the
Benjamin–Ono equation which has been found to be locally convergent in finite time
for initial data in L2(R). By assuming that the initial data is sufficiently regular, we
obtain theoretical convergence rates for the scheme both in the full line and periodic
versions of the associated initial value problem. These rates are illustrated with some
numerical examples.

Keywords Benjamin–Ono equation · Finite element method · Convergence rates
2010 Mathematics Subject Classification 65M12 · 65M15 · 65M60 · 35Q53

1 Background

We will in the following consider the Benjamin–Ono (BO) equation [2, 7] which
serves as a generic model for weakly nonlinear long waves with nonlocal dispersion.
Its initial value problem reads

{
ut + uux − Huxx = 0, (t, x) ∈ (0, T ] × R,

u(0, x) = u0(x), x ∈ R,
(1)

where H denotes the Hilbert transform defined by

Hu(·, x) := p.v.
1

π

∫
R

u(·, x − y)

y
dy,
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for which p.v. denotes the Cauchy principal value. We may also consider the 2L-
periodic IVP for the BO equation

{
ut + uux − Hperuxx = 0, (t, x) ∈ (0, T ] × T,

u(0, x) = u0(x), x ∈ T,
(2)

where T := R/2LZ, and Hper denotes the 2L-periodic Hilbert transform defined by

Hperu(·, x) := p.v.
1

2L

∫ L

−L
u(·, x − y) cot

( π

2L
y
)
dy.

Based on a method for the Korteweg–de Vries equation due to Dutta and Risebro
[4], Galtung [5] proposed a fully discrete Crank–Nicolson Galerkin scheme for (1)
where an inherent smoothing effect is used to prove convergence locally for initial
data u0 in L2(R) and a finite time T which depends on ‖u0‖L2 .

The scheme for (1) is defined in the following way. First one discretizes a sub-
set of the real line by dividing it in intervals of equal length Δx , I j = [x j−1, x j ],
where x j := jΔx, j ∈ Z. For the temporal discretization, one analogously has
tn = nΔt, n ∈ {0, 1, . . . , N }, for a discretization parameter Δt such that T = (N +
1/2)Δt . Let us also for convenience define tn+1/2 := (tn + tn+1)/2. Consider now
the following finite-dimensional subspace of the Sobolev space H 2(R):

SΔx = {v ∈ H 2(R) | v ∈ Pr (I j ), j ∈ Z}, (3)

where r ≥ 2 is a fixed integer and Pr (I ) denotes the space of polynomials on the
interval I of degree less than or equal to r . Given R > 0, we define ϕ ∈ C∞(R), for
which the derivative is a cutoff function, satisfying the following conditions:

1. 1 ≤ ϕ(x) ≤ 2 + 2R,
2. ϕ′(x) = 1 for |x | < R,
3. ϕ′(x) = 0 for |x | ≥ R + 1, and
4. 0 ≤ ϕ′(x) ≤ 1 for all x .

This function plays a key role in establishing the previously mentioned smoothing
effect for the scheme, and it may be chosen to be point symmetric in (0, ϕ(0)).

We need a reasonable approximation of u0 in (1) as initial data u0 for our scheme,
and so we set u0 = Pu0, where P is the L2-projection on SΔx . Now, we define a
sequence of approximations {un}Nn=0 of the exact solution at each tn by the following
procedure: find un+1 ∈ SΔx such that

〈
un+1, ϕv

〉− Δt

2

〈(
un+1/2

)2
, (ϕv)x

〉
+ Δt

〈
H
(
un+1/2

)
x , (ϕv)x

〉 = 〈
un, ϕv

〉
, (4)

for all v ∈ SΔx , where u0 is defined as before and un+1/2 := (un + un+1)/2. Here,
〈·, ·〉 is the standard L2-inner product. Note that the inner product 〈·, ·ϕ〉 =: 〈·, ·〉ϕ

26 Paper 1. Convergence rates of a Galerkin scheme for the BO eq.
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defines a norm which we denote ‖ · ‖2,ϕ . The nonlinearity appearing in the above
implicit scheme calls for some form of iterative method to solve (4) for each time
step, and in [5] the following linearized scheme is used:

⎧⎨
⎩
〈
w�+1, ϕv

〉− Δt
2

〈(
w�+un

2

)2
, (ϕv)x

〉
+ Δt

〈(
Hw�+1+un

2

)
x
, (ϕv)x

〉
= 〈

w�, ϕv
〉
,

w0 = un,
(5)

which is to hold for all v ∈ SΔx . By assuming a CFL condition of the type Δt =
O(Δx2), the above iteration is shown to converge to the solution un+1 of (4). From
this, one can show that there exists T > 0 such that uΔx , which is a piecewise linear
interpolation of each un , belongs to the space L2(0, T ; H 1/2

loc (R)). Then, compactness
arguments yield the convergence result.

Because a monotone increasing cutoff function is incompatible with the periodic-
ity of (2) one cannot use the same arguments to prove convergence for L2-initial data
in this case, and so other tools are called for when considering low regularity initial
data for the periodic BO equation. However, in this study we will assume the initial
data to be as regular as needed, and so we will consider the convergence rate of the
method in best-case scenarios. The established well-posedness of the BO equation
for these more regular spaces then guarantees that the exact solution at all times is
at least as regular as the initial data. This will even make us able to consider the
periodic IVP (2) using a slightly adapted scheme where we have simply replaced the
cutoff function ϕ with 1 wherever it appears.

In the upcoming analysis, we need some preliminary estimates for polynomial
approximations in finite element spaces. For a function v ∈ SΔx , we have the follow-
ing inverse inequalities:

|v|Wk,∞(R) ≤ C

(Δx)1/2
|v|Hk (R), k = 0, 1, (6)

|v|Hk+1(R) ≤ C

Δx
|v|Hk (R), k = 0, 1, (7)

where the constant C is independent of v and Δx . Both here and in the following,
| · |Wk,p(R) denotes the seminorm of the Sobolev spaceWk,p(R) for which Hk(R) :=
Wk,2(R). The reader is referred to [3, p. 142] for a proof of the above inequalities.

Let us now consider two projections P : L2(R) → SΔx and Pϕ : L2(R) → SΔx

defined, respectively, by

∫
R

(Pu − u) v dx = 0, v ∈ SΔx , (8)

and ∫
R

(
Pϕu − u

)
ϕv dx = 0, v ∈ SΔx . (9)

27
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For these projections applied to a function u ∈ H 2(R), we have the bounds

‖P0u‖L2(R) ≤ C‖u‖L2(R),

‖P0u‖H 1(R) ≤ C‖u‖H 1(R),

‖P0u‖H 2(R) ≤ C‖u‖H 2(R),

(10)

where P0 denotes either of the two projections and C is a constant which is inde-
pendent of Δx . These bounds can be derived from the norm equivalence in a finite-
dimensional space and the definitions of these projections.

We also have the following polynomial approximation error estimate on the dis-
cretized domain Ω . Given u ∈ Hl+1(Ω), 0 ≤ m ≤ l and s := min{l, r}, then

|P0u − u|Hm (Ω) ≤ CΔxs+1−m |u|Hs+1(Ω), m = 0, 1, 2, (11)

where again P0 denotes either of the two projections andC is a constant not depending
on Δx . For a proof of (11) for P, we refer to [8, p. 98], and the result for Pϕ follows
from an adaption of the same proof.

The following properties of the Hilbert transform, which can be found in [6, p.
317], are also useful:

〈Hu, v〉 = − 〈u,Hv〉 for u, v ∈ L2(R),

(Hu)x = Hux ,

‖Hu‖L2(R) = ‖u‖L2(R).

Note that these properties hold analogously for the 2L-periodic Hilbert transform
Hper on T with L2(T) = L2([−L , L]), except that ‖Hperu‖L2(T) ≤ ‖u‖L2(T).

2 Analysis of Convergence Rates

In the following, we want to consider the L2-norm of the difference un − u(tn), and
we will do so by decomposing the error as

un − u(tn) = (un − P0u(tn)) + (P0u(tn) − u(tn)) =: τ n + ρn,

and we will use the notation wn := P0u(tn) for the sake of brevity. Here, P0 = Pϕ in
the full line case, and P0 = P for the periodic case. For ρn , we already have estimates
for the L2-norm by virtue of (11), and so it remains to estimate the norm of τ n . As
the analysis is similar for the full line and periodic problems, we will give detailed
estimates for the former case and only indicate the main differences between the
two for the latter case. Note that in the following, C will denote a constant which
exact value is of no importance. Similarly, C(R) will denote such a constant which
depends on R and so on. When we write, e.g., L2 it is understood from context if we
are referring to L2(R) or L2(T) = L2([−L , L]). For both the full line and periodic
case, we have the following result which is proved in the next subsections.

28 Paper 1. Convergence rates of a Galerkin scheme for the BO eq.
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Theorem 1. Given sufficiently regular initial data u0, say u0 ∈ Hmax{r+1,6}, for the
IVP of the BO equation, we have the following convergence rate for the fully discrete
Galerkin scheme described in the previous section:

‖un − u(tn)‖L2 = O(Δxr−1 + Δt2), n = 0, . . . , N . (12)

2.1 Full Line Problem

From multiplying (1) by ϕv, where v ∈ H 2, and integrating by parts, we get

〈ut (t), ϕv〉 − 1

2

〈
u(t)2, (ϕv)x

〉+ 〈Hux (t), (ϕv)x 〉 = 0, t ∈ (0, T ]. (13)

From (4), (13), and (9), we are able to write

〈
τ n+1 − τ n

Δt
, ϕv

〉
=
〈
un+1 − un

Δt
, ϕv

〉
−
〈
wn+1 − wn

Δt
, ϕv

〉

=
〈
un+1 − un

Δt
, ϕv

〉
− 〈

ut (tn+1/2), ϕv
〉

+
〈
ut (tn+1/2) − u(tn+1) − u(tn)

Δt︸ ︷︷ ︸
κn+1/2

, ϕv

〉

= −1

2

〈
(un+1/2)2 − u(tn+1/2)

2, (ϕv)x
〉

+ 〈
H(un+1/2

x − ux (tn+1/2)), (ϕv)x
〉+ 〈

κn+1/2, ϕv
〉
,

for v ∈ SΔx . As we are now considering u evaluated at tn+1/2, we cannot use the
previous decomposition of the error directly, but we instead write

un+1/2 − u(tn+1/2) = τ n+1/2 + ρn+1/2 + u(tn+1) + u(tn)

2
− u(tn+1/2)︸ ︷︷ ︸

σ n+1/2

.

Then, we may rewrite part of the nonlinear term as

(un+1/2)2 − u(tn+1/2)
2 = (τ n+1/2)2 + 2τ n+1/2wn+1/2 + (wn+1/2)2 − u(tn+1/2)

2

= (τ n+1/2)2 + 2τ n+1/2wn+1/2

+ (wn+1/2 + u(tn+1/2))(ρ
n+1/2 + σ n+1/2).
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In the following, we want to use τ n+1/2 ∈ SΔx as test function, and from integrating
by parts, we get the following relevant identities:

〈
(τ n+1/2)2, (ϕτ n+1/2)x

〉 = −1

3

〈
(τ n+1/2)3, ϕx

〉
,

2
〈
τ n+1/2wn+1/2, (ϕτ n+1/2)x

〉 = − 〈
(τ n+1/2)2, ϕwn+1/2

x

〉+ 〈
(τ n+1/2)2, ϕxw

n+1/2
〉
.

Inserting this in the previous equations, we get

1

2
‖τ n+1‖22,ϕ = 1

2
‖τ n‖22,ϕ + Δt

[
−1

6

〈
(τ n+1/2)3, ϕx

〉− 1

2

〈
(τ n+1/2)2, ϕwn+1/2

x

〉
+ 1

2

〈
(τ n+1/2)2, ϕxw

n+1/2〉
+ 1

2

〈
(wn+1/2 + u(tn+1/2))(ρ

n+1/2 + σ n+1/2), (ϕτ n+1/2)x
〉

− 〈
Hτ n+1/2

x , (ϕτ n+1/2)x
〉− 〈

Hρn+1/2
x , (ϕτ n+1/2)x

〉
− 〈

Hσ n+1/2
x , (ϕτ n+1/2)x

〉+ 〈
κn+1/2, ϕτ n+1/2

〉 ]
.

From the commutator estimates presented in [5], we have the inequalities

〈Hwx , (ϕw)x 〉 ≥ ∥∥√ϕx D
1/2w

∥∥2
L2 − C̃‖w‖2L2 ,

and 〈
w3, ϕx

〉 ≤ ∥∥√ϕx D
1/2w

∥∥2
L2 + C(1 + ‖w‖2L2)‖w‖2L2

for w ∈ H 2. By inserting these in the preceding identity and using the L2-isometry
of the Hilbert transform, we obtain

1

2
‖τ n+1‖22,ϕ + Δt

∥∥√ϕx D
1/2τ n+1/2

∥∥2
L2 − ΔtC̃‖τ n+1/2‖22,ϕ

≤ 1

2
‖τ n‖22,ϕ + Δt

3

∥∥√ϕx D
1/2τ n+1/2

∥∥2
L2

+ Δt
[
C(1 + ‖un+1/2 − wn+1/2‖2L2)‖τ n+1/2‖22,ϕ

+ 1

2
‖wn+1/2

x ‖L∞‖τ n+1/2‖22,ϕ + 1

2
‖wn+1/2‖L∞‖τ n+1/2‖22,ϕ

+ 1

2
‖wn+1/2

x + ux (tn+1/2)‖L∞(‖ρn+1/2‖2,ϕ + ‖σ n+1/2‖2,ϕ)‖τ n+1/2‖2,ϕ

+ 1

2
‖wn+1/2 + u(tn+1/2)‖L∞(‖ρn+1/2

x ‖2,ϕ + ‖σ n+1/2
x ‖2,ϕ)‖τ n+1/2‖2,ϕ

+ CR‖ρn+1/2
x ‖L2(‖τ n+1/2‖2,ϕ + CR‖τ n+1/2

x ‖L2)

+ CR‖σ n+1/2
xx ‖L2‖τ n+1/2‖2,ϕ + CR‖κn+1/2‖L2‖τ n+1/2‖2,ϕ

]
.

30 Paper 1. Convergence rates of a Galerkin scheme for the BO eq.



Convergence Rates of a Fully Discrete Galerkin Scheme … 595

From the Sobolev inequality ‖w‖L∞(R) ≤ ‖w‖H 1(R), the Cauchy–Schwarz inequality,
(6) and reordering we then obtain

1

2
‖τ n+1‖22,ϕ + 2Δt

3

∥∥√ϕx D
1/2τ n+1/2

∥∥2
L2

≤ 1

2
‖τ n‖22,ϕ + ΔtCR

[
(1 + ‖un+1/2‖2L2 + ‖wn+1/2‖2L2 )‖τ n+1/2‖22,ϕ

+ ‖wn+1/2‖H2‖τ n+1/2‖22,ϕ + 1

2
‖wn+1/2‖H1‖τ n+1/2‖22,ϕ

+ (‖wn+1/2‖H2 + ‖u(tn+1/2)‖H2 )(‖ρn+1/2‖L2 + ‖σ n+1/2‖L2 )‖τ n+1/2‖2,ϕ
+ (‖wn+1/2‖H1 + u(tn+1/2)‖H1 )(‖ρn+1/2

x ‖L2 + ‖σ n+1/2
x ‖L2 )‖τ n+1/2‖2,ϕ

+ ‖ρn+1/2
x ‖L2 (‖τ n+1/2‖2,ϕ + 1

Δx
‖τ n+1/2‖2,ϕ)

+ ‖σ n+1/2
xx ‖L2‖τ n+1/2‖2,ϕ + ‖κn+1/2‖L2‖τ n+1/2‖2,ϕ

]
.

The following result is a part of Lemma 4.1 in [5] and will be of use.

Lemma 1. Let un be the solution of (4) and assume furthermore that the scheme
fulfills a CFL condition of the form Δt2/Δx3 ≤ C̃, where C̃ is a constant depending
on ‖u0‖L2 . Then, ‖un‖L2 ≤ C(‖u0‖L2) for n = 0, ..., N.

Using Lemma 1, (10), Cauchy’s inequality, and dropping the second term on the
left-hand side, we get

‖τn+1‖22,ϕ ≤ ‖τn‖22,ϕ + ΔtC(u, R)
[
‖τn+1‖22,ϕ + ‖τn‖22,ϕ + ‖ρn+1/2‖2L2 + |ρn+1/2|2H1

+ 1

Δx2
|ρn+1/2|2H1 + ‖σ n+1/2‖2H2 + ‖κn+1/2‖2L2

]
,

which implies

(1 − ΔtC(u, R))‖τ n+1‖22,ϕ ≤ (1 + ΔtC(u, R))‖τ n‖22,ϕ + ΔtC(u, R)Sn,

where we have the remainder term

Sn = ‖ρn+1/2‖2L2 + |ρn+1/2|2H 1 + 1

Δx2
|ρn+1/2|2H 1 + ‖σ n+1/2‖2H 2 + ‖κn+1/2‖2L2 .

We will assume Δt small enough that the left-hand side of the previous inequality
is strictly positive, say 1 − ΔtC(u, R)) ≥ 1/2. From Taylor’s formula with integral
remainder, we can derive the following estimate for the seminorms of σ n+1/2:

|σ n+1/2|2Hk ≤ CΔt3
∫ tn+1

tn

|utt (s)|2Hk ds, (14)
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and the L2-norm of κn+1/2,

‖κn+1/2‖2L2 ≤ CΔt3
∫ tn+1

tn

‖uttt (s)‖2L2 ds. (15)

Then, we may estimate the remainder term using (11), (14) and (15),

Sn ≤ CΔx2(r+1)(|u(tn)|Hr+1 + |u(tn+1)|Hr+1 ) + CΔx2r

Δx2
(|u(tn)|2

Hr+1 + |u(tn+1)|2Hr+1 )

+ CΔt3
∫ tn+1

tn
‖utt (s)‖2H2 ds + CΔt3

∫ tn+1

tn
‖uttt (s)‖2L2 ds

= CΔx2(r−1) sup
0≤t≤T

|u(t)|2
Hr+1 + CΔt3

(∫ tn+1

tn
‖utt (s)‖2H2 ds +

∫ tn+1

tn
‖uttt (s)‖2L2 ds

)
.

This yields

‖τn‖22,ϕ ≤
(
1 + CΔt

1 − CΔt

)n
‖τ0‖22,ϕ + ΔtC

n−1∑
j=0

(
1 + CΔt

1 − CΔt

)n− j
S j

≤ e4CT ‖τ0‖22,ϕ + Δte4CT
n−1∑
j=0

S j

≤ TC(u, R, T )Δx2(r−1) + C(T )Δt4
(∫ T

0
‖utt (s)‖2H2 ds +

∫ T

0
‖uttt (s)‖2L2 ds

)

= C(u, R, T )(Δx2(r−1) + Δt4).

To ensure that the above norms are bounded, we assume that u0 ∈ Hs(R), s ≥
max{r + 1, 6}, see Theorems 5.3.1 and 9.1 in [1]. Then, we have

‖τ n‖L2 ≤ ‖τ n‖2,ϕ ≤ C(u, R, T )(Δxr−1 + Δt2),

where we have employed (11) to deduce

‖τ 0‖L2 ≤ ‖Pu0 − u0‖L2 + ‖u0 − Pϕu0‖L2 ≤ CΔxr+1,

and if one in the original scheme instead had set u0 := Pϕu0, then one would have
τ 0 = 0 directly. From this and (11), we get

‖un − u(tn)‖L2 ≤ ‖τ n‖L2 + ‖ρn‖L2 ≤ C(u, R, T )(Δxr−1 + Δt2), n = 1, . . . , N ,

which proves Theorem 1 for the full line case.
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2.2 Periodic Problem

For the 2L-periodic case, we follow the steps made for the real line case, but without
the cutoff function ϕ involved in the scheme and all inner products now act on
[−L , L]. In this case, it is straightforward to check that the L2-norm of the fully
discrete solution un is conserved, simply by choosing v = un+1/2 in the adapted
version of (4), integrating by parts and applying the skew-symmetry of the Hilbert
transform and the periodicity of un . The existence and uniqueness of solutions the
adapted version of the iterative scheme (5) can be done analogously to the original
version. In this case, we do not have the commutator estimates which were used to
bound the terms

〈
Hτ n

x , (ϕτ n)x
〉
and

〈
(τ n)2, (ϕτ n)x

〉
by ‖τ n‖22,ϕ , but since these now

appear as, respectively,
〈
Hperτ

n
x , τ n

x

〉
and

〈
(τ n)2, τ n

x

〉
we use the skew-symmetricity

of Hper and the periodicity of τ n to conclude that they both vanish. Apart from this,
one proceeds similarly to obtain the estimate (12) for the periodic problem. Note
that by obtaining this estimate, we have proved the convergence of the scheme in the
periodic case given sufficiently regular initial data using a stability and consistency
argument.

3 Numerical Experiments

In order to verify the convergence rates numerically, we applied the fully discrete
schemes to the problems (1) and (2). Inspired by [4] we define the subspace SΔx as
follows. Let f and g be the functions

f (y) =
{
1 + y2(2|y| − 3), |y| ≤ 1,

0, |y| > 1,

g(y) =
{
y(1 − |y|)2, |y| ≤ 1,

0, |y| > 1.

For j ∈ Z, we define the basis functions

v2 j (x) = f

(
x − x j

Δx

)
, v2 j+1(x) = g

(
x − x j

Δx

)
,

where x j = jΔx . Then, {v j }M−M spans a 4M + 2 dimensional subspace of H 2(R).
In the following, we define N := 2M , which is the number of elements used in the
approximation. Note that for this choice we have r = 3 in (3), and so we expect
convergence rates of order O(Δx2 + Δt2).

To approximate the full line for (1), we have chosen to consider a finite inter-
val with periodic boundary conditions, and we claim that this is a reasonable
approximation as long as the approximate and exact solutions are close to zero
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at the endpoints, simulating the decay at infinity on the real line, which is the case
for our examples. We have chosen to set Δt = O(Δx), contrary to the assertion
Δt = O(Δx2) from the theory, as smaller time steps did not lead to significant
improvement in the accuracy of the approximations. In the iteration (5) to obtain
un+1, we chose the stopping condition ‖w�+1 − w�‖L2 ≤ 0.002Δx‖un‖L2 . The inte-
grals involved in the Hilbert transforms were computed with seven and eight point
Gauss–Legendre quadrature rules, respectively, for the inner Cauchy principal value
integral and the outer integral appearing in the inner product. For t = nΔt , we
set uΔx (x, t) = un(x, t) = ∑M

j=−M unj v j (x). We have measured the relative error
E := ‖uΔx − u‖L2/‖u‖L2 of the numerical approximation compared to the exact
solution u, where the L2-norms were computed with the trapezoidal rule in the grid
points x j of the finest grid considered.

3.1 Full Line Problem

A solution to this problem is the double soliton given by

us2(x, t) = 4c1c2
(
c1λ2

1 + c2λ2
2 + (c1 + c2)2c

−1
1 c−1

2 (c1 − c2)−2
)

(
c1c2λ1λ2 − (c1 + c2)2(c1 − c2)−2

)2 + (c1λ1 + c2λ2)
2
,

where λ1 := x − c1t − d1 and λ2 := x − c2t − d2. When c2 > c1 and d1 > d2, this
equation represents a tall soliton overtaking a smaller one while moving to the
right. We applied the fully discrete scheme with initial data u0(x) = us2(x, 0) and
parameters c1 = 0.3, c2 = 0.6, d1 = −30, and d2 = −55. The time step was set to
Δt = 0.5Δx/‖u0‖L∞ and the numerical solutions were computed for t = 90 and
t = 180, that is, during and after the taller soliton overtakes the smaller one. To
approximate the full line problem, we set the domain to [−100, 100] with the afore-
mentioned periodic boundary condition, and based on this domain we chose the
weight function ϕ(x) = 120 + x for all experiments in this setting. The results are
presented in Table 1 and a comparison between the approximation for N = 256 and
the exact solution is shown in Fig. 1. These results for the full line problem are also
presented as numerical examples for this scheme in [5].

The plot shows that the numerical approximation appears to be close to the exact
solution and this is confirmed by the errors which are decreasing from N = 256
onwards, but not with a consistent rate. According to our analysis, we should expect
a convergence rate of 2, but at t = 180 it varies from slightly below 1 to slightly
above 2. As pointed out in [5], this is a complicated numerical example since one has
to approximate the nonlinear interaction between two solitons. Moreover, approx-
imating the full line by a periodic finite interval could also be contributing to the
error, and thus, we are led to believe that the method applied to the periodic problem
will yield results which are in better agreement with theory.

34 Paper 1. Convergence rates of a Galerkin scheme for the BO eq.



Convergence Rates of a Fully Discrete Galerkin Scheme … 599

Table 1 Relative L2-error at t = 90 and t = 180 for full line problem with initial data us2 and
periodic boundary conditions

N t = 90 t = 180

E rate E rate

128 0.01844 −1.45 0.11959 −1.32

256 0.05021 1.58 0.29755 1.75

512 0.01678 0.68 0.08869 0.74

1024 0.01044 1.16 0.05295 2.35

2048 0.00467 0.08 0.01040 0.89

4096 0.00442 0.00561

-100 -80 -60 -40 -20 0 20 40 60 80 100

x

0

0.5

1

1.5

2

2.5

u(
x,

t)

Double soliton
approximation: N = 256
exact

Fig. 1 Numerical approximation for N = 256 and exact solution for t = 0, 90, and 180, respec-
tively, positioned from left to right in the plot, for full line problem with periodic boundary condi-
tions. This figure is reproduced from [5]

3.2 Periodic Problem

In our second example, we consider the Cauchy problem for the 2L-periodic BO
equation (2). In this case, there exists a 2L-periodic single wave solution that tends
to a single soliton as the period goes to infinity, given by

u p1(x, t) = 2cδ

1 − √
1 − δ2 cos (cδ(x − ct))

, δ = π

cL
.
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We applied the scheme with initial data u0(x) = u p1(x, 0)with parameters c = 0.25
and L = 15. The time step was set toΔt = 0.5Δx and the approximate solution was
computed for t = 480, which is four periods for the exact solution. As previously
mentioned, we do not have a weight function in this setting, which is equivalent to
ϕ = 1. A visualization of the results for N = 16, 32, and 64 is given in Fig. 2.

Again, the plot indicates that the numerical approximation closes in on the exact
solution, and this is confirmed by the errors in Table 2 which are decreasing with a
rate of approximately 2, as predicted by theory. The reason for this better behavior
compared to the previous example could also be its somewhat less complicated
nature, where the exact solution is simply the translation of a single solitary wave.

-15 -10 -5 0 5 10 15
x

0.2

0.3

0.4

0.5

0.6

0.7

0.8

u(
x,

48
0)

Periodic wave

approximation: N = 16
approximation: N = 32
approximation: N = 64
exact

Fig. 2 Exact and numerical solutions of the 2L-periodic problem at t = 480 for element numbers
N = 16, 32, and 64, with L = 15 and initial data u p1

Table 2 Relative L2-error at t = 480 for 2L-periodic problem with initial data u p1

N E rate

16 0.14960222 2.41

32 0.02807195 2.28

64 0.00577740 2.16

128 0.00129088 2.07

256 0.00030683 1.97

512 0.00007805 1.85

1024 0.00002172
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Abstract

We define kinetic and potential energies for which the principle
of stationary action from Lagrangian mechanics yields a Camassa–
Holm system (2CH) as the governing equations. After discretizing
these energies, we use the same variational principle to derive a
semi-discrete system of equations as an approximation of the 2CH
system. The discretizaton is only available in Lagrangian coor-
dinates and requires the inversion of a discrete Sturm–Liouville
operator with time-varying coefficients. We show existence of fun-
damental solutions for this operator at initial time with appro-
priate decay. By propagating the fundamental solutions in time,
we define an equivalent semi-discrete system for which we prove
that there exists unique global solutions. Finally, we show how
the solutions of the semi-discrete system can be used to construct
a sequence of functions converging to the conservative solution of
the 2CH system.

2.1 Introduction

The Camassa–Holm (CH) equation

ut − utxx + 3uux − 2uxuxx − uuxxx = 0, (2.1.1)
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is first known to have appeared as a special case in a hierarchy of com-
pletely integrable partial differential equations presented in [25, Eqs.
(26e) and (30)], although written in an alternative form. The equation
gained prominence after it was derived in [8] as a limiting case in the
shallow water regime of the Green–Naghdi equations from hydrodynam-
ics, see also [18]. Since then. the Camassa–Holm equation has been
widely studied due to its rich mathematical structure: It is for instance
bi-Hamiltonian, admits a Lax pair and is completely integrable. The
solutions may develop singularities in finite time even for smooth initial
data, see, e.g., [12, 13].

The so-called two-component Camassa–Holm system (2CH)

ut − utxx + 3uux − 2uxuxx − uuxxx + ρρx = 0, (2.1.2a)

ρt + (ρu)x = 0 (2.1.2b)

was first introduced in [39, Eq. (43)]. This is not the only two-component
generalization which has been proposed for the CH equation. For in-
stance, in [9, 23] the authors showed how similar systems are related to
the AKNS hierarchy. However, we will here only consider (2.1.2), which
similarly to (2.1.1) can be derived as a model for water waves. Indeed,
the system was derived in [20] from the Euler equations in the case of
constant vorticity, while different derivation based on the Green–Naghdi
equations can be found in [14]. The 2CH system shares many properties
with the CH equation: The equation is bi-hamiltonian [39], admits a Lax
pair and is integrable [14]. Results on the well-posedness, blow-up and
global existence of solutions to (2.1.2) are provided in [22, 33, 32, 21].

Both the CH equation and the 2CH system are geodesic equations,
see [17, 15, 16, 21]. The CH equation is a geodesic on the group of
diffeomorphisms for the right-invariant norm

E =
1

2
‖u‖2H1 =

1

2

∫

R
(u2 + u2

x) dx. (2.1.3)

To clarify this statement, we introduce the notation y : R+ × R → R
for a path in the group of diffeomorphisms, meaning that y(t, ξ) denotes
the path of a particle initially at ξ, and the Eulerian velocity is given
by yt(t, ξ)) = u(t, y(t, ξ)). The geodesic equation is then obtained as an
extremal solution for the action

A(y) =

∫ t1

t0

E(t) dt =
1

2

∫ t1

t0

∫

R

(
y2
t yξ +

y2
tξ

yξ

)
dξdt.

The momentum map, as defined in [2], is given by the Helmholtz trans-
form m(u) = u − uxx in Eulerian coordinates. Then we may write the
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energy as E = 1
2

∫
Rm(u)u dx. For the 2CH system in [21], the diffeo-

morphism group is extended by a semi-direct product, which accounts
for the variable ρ. Then the 2CH system is a geodesic for the norm
1
2 ‖u‖

2
H1 + 1

2 ‖ρ‖
2
L2 . We do not follow this purely geometrical approach

here, but consider instead (2.1.2) from a Lagrangian mechanics perspec-
tive, see, e.g., [1]. Then we treat ρ as a density and define a potential
energy given by

Epot =
1

2

∫

R
(ρ− ρ∞)2 dx, (2.1.4)

for a constant ρ∞ ≥ 0. Equation (2.1.4) can be interpreted as an elastic
energy: It increases whenever the system deviates from the rest configu-
ration given by ρ ≡ ρ∞. In a standard way, see, e.g., [1], the Lagrangian
L is defined as the difference of a kinetic and potential energy

L = Ekin − Epot.

Here we set the kinetic energy equal to (2.1.3). The governing equation
is then derived by the least action principle, also called principle of
stationary action, on the group of diffeomorphisms.

To derive a discrete approximation of the CH and 2CH equations,
we propose to follow the two steps of this variational approach. First,
we discretize the path functions y(t, ξ) by piecewise linear functions,
yi(t) = y(t, ξi) for ξi = i∆ξ, i ∈ Z and ∆ξ > 0. Then, we approximate
the Lagrangian using these discretized variables. Finally, we obtain the
governing equation for the discretized system from the principle of sta-
tionary action. The group structure of the diffeomorphisms is not car-
ried over to the discrete setting, as the composition rule is not defined
for the discrete functions. In practice, this means that our discretized
equation will not have a purely Eulerian form and should be solved in
Lagrangian variables. We retain two symmetries though, the time and
space translation invariance. As a result, we have conservation of dis-
crete counterparts of the integrals

∫
R u

2 +u2
x dx and

∫
R u dx, see Section

2.2.
We rewrite the 2CH system (2.1.2) in Lagrangian variables following

[30]. We first apply the inverse of the Helmholtz operator Id−∂xx to
obtain

ut + uux = −Px, P − Pxx = u2 +
1

2
u2
x +

1

2
ρ2. (2.1.5)

We rewrite the second equation above as a system of first-order equa-
tions, [

−∂x 1
1 −∂x

]
◦
[
P
Q

]
=

[
0
f

]
, (2.1.6)
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for Q = Px and f = u2 + 1
2u

2
x + 1

2ρ
2. In Lagrangian variables we have

P̄ (ξ) = P (y(ξ)), and the system (2.1.6) becomes

[
−∂ξ yξ
yξ −∂ξ

]
◦
[
P̄
Q̄

]
=

[
0
f̄

]
, (2.1.7)

for f̄ = f ◦ y. In (2.1.7), the operator denoted by yξ corresponds to
pointwise multiplication by yξ. The matrix operator corresponds to the
momentum map in Lagrangian coordinates and must be inverted to solve
the system. In contrast to its Eulerian counterpart in (2.1.6), the opera-
tor evolves in time. This complicates the analysis significantly, especially
in the discrete case. In Section 2.4, we introduce the operators G and K
which define the fundamental solutions of the momentum operator,

[
−∂ξ yξ
yξ −∂ξ

]
◦
[
K G
G K

]
=

[
δ 0
0 δ

]
. (2.1.8)

Note that the operator becomes singular when yξ vanishes. In the dis-
crete case, the momentum operator and its fundamental solution are
given by [

−D− D+y
D+y −D+

]
◦
[
γ k
g κ

]
=

[
δ 0
0 δ

]
, (2.1.9)

where D± denotes forward and backward difference operators, see Sec-
tion 2.2. This is a form of Jacobi difference equation, cf. [41]. To establish
solutions of (2.1.9), we shall invoke results from [24, 40], which gener-
alize the Poincaré–Perron theory on difference equations. Section 2.3 is
devoted to this analysis.

The CH equation and 2CH system can blow up in finite time, even
for smooth initial data. Blow-up, also known as wave breaking, for the
CH equation has been described in [11, 12, 19] and consists of a singular-
ity where limt→tc ux(t, xc) = −∞ for some critical time tc and location
xc. However, since the H1-norm of the solution is preserved, the so-
lution remains continuous. In fact, the solution can be prolongated in
two consistent ways: Conservative solutions will recover the total en-
ergy after the singularity, while dissipative solutions remove the energy
that has been trapped in the singularity, see [5, 36, 30, 29, 6, 38, 31].
If ρ > 0 initially, no blow-up occurs and the 2CH system preserves the
regularity of the initial data, see [30]. We can interpret this property as
a regularization effect of the elastic energy: The particles cannot accu-
mulate at a given location because of an elastic force that acts then as
a repulsive force. The peakon-antipeakon collision is a good illustration
of the dynamics of blow-up, see, e.g., [35]. We present this scenario in



2.1. Introduction 45

Figures 2.1 and 2.2. In the peakon-antipeakon solution, which corre-
sponds to ρ0 ≡ 0, we observe the breakdown of the solution and the
concentration of the energy distribution into a singular measure. At col-
lision time, u2 + u2

x = 0 and the energy reduces to a pure singular Dirac
measure, which naturally cannot be plotted. In the case ρ0 ≡ 1, the
potential energy prevents the peaks from colliding, which is clear in the
plot of the characteristics in Figure 2.1. The potential energy grows as
the characteristics converge and results in an apparent force that divert
them.

The global conservative solutions of the 2CH system are based on
the following conservation law for the energy,

(1
2(u2 + u2

x + (ρ− ρ∞)2))t + (u1
2(u2 + u2

x + (ρ− ρ∞)2))x = −(uR)x,

where R = P − 1
2u

2− 1
2ρ

2
∞ for P in (2.1.5). This equation enables us to

compute the evolution of the cumulative energy defined from the energy
distribution as

H(t, ξ) =
1

2

∫ y(t,ξ)

−∞
(u2 + u2

x + (ρ− ρ∞)2) dx

in Lagrangian coordinates, and we obtain dH
dt = −(uR) ◦ y. This evolu-

tion equation is essential to keep track of the energy when the solution
breaks down. To handle the blow-up of the solution, we need also to
have a framework which allows the flow map ξ 7→ y(t, ξ) to become
singular, that is where yξ can vanish and the momentum operator in
Lagrangian coordinates become ill-posed. In [30], explicit expressions
for P and Q are given. Here, we have to adopt a different approach
where we propagate the fundamental solutions K and G from (2.1.8) in
time. The equivalent system which is obtained for (2.1.2) is given by

yt = U, Ut = −Q, Ht = −UR, (2.1.10a)

with the evolution equations for K and G given by

∂

∂t
G = [U ,K],

∂

∂t
K = [U ,G]. (2.1.10b)

Here [U ,K] denotes the commutator of U and K, see Section 2.4. In the
case where ρ∞ = 0, R and Q in (2.1.10a) are given by

[
R
Q

]
=

[
K G
G K

]
◦
[

1
2U

2

H

]

ξ

. (2.1.10c)

The derivation of (2.1.10) can be carried over to our discrete system,
and this is done in Section 2.4.
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(a) ρ0 ≡ 0
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(b) ρ0 ≡ 1

Figure 2.1: Plot of the characteristics for the peakon-antipeakon initial
data for ρ0 equal to 0 and 1. We observe the regularizing effect of ρ0 > 0
which prevents the characteristics from colliding.

The short-time existence for the solution of the semi-discrete system
relies on Lipschitz estimates. At this stage, one of the main ingredients
in the proofs is the Young-type estimate for discrete operators presented
in Proposition 2.4.2. For the global existence, we have to adapt the argu-
ment of the continuous case and complement it with a priori estimates
of the fundamental solutions (g, k, γ, κ). These estimates follow from
monotonicity properties of these operators, see Lemma 2.4.3. Section
2.5 is devoted to establishing the existence and unique of global solution
to the discrete 2CH system. There we also present how one can con-
struct initial data for the semi-discrete system. Finally, in Section 2.6,
we explain how the solution of the semi-discrete system can be used to
construct a sequence of functions that converge to the solution of the
2CH system (2.1.2).

2.2 Derivation of the semi-discrete CH system
using a variational approach

The 2CH system can be derived as the Euler–Lagrange equation for the
kinetic and potential energy given by (2.1.3) and (2.1.4) respectively.
The variation is done with respect to the particle path, denoted by
y(t, ξ). This approach requires us to rewrite Ekin and Epot in Lagrangian
variables. For the kinetic energy, we obtain

Ekin(t) =
1

2

∫

R

(
y2
t yξ +

y2
tξ

yξ

)
(t, ξ) dξ. (2.2.1)
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(a) u(t, x) for ρ0 ≡ 0 (b) u2(t, x) + u2x(t, x) for ρ0 ≡ 0

(c) u(t, x) for ρ0 ≡ 1 (d) u2(t, x) + u2x(t, x) for ρ0 ≡ 1

(e) (ρ(t, x)− ρ∞)2 for ρ0 ≡ 1

Figure 2.2: Solutions for peakon-antipeakon initial data. For ρ0 ≡ 0 we
plot u in (a) and u2 +u2

x in (b). We observe the blow-up of ux at tc ≈ 1.5
and the concentration of energy. For the same initial u0, but ρ0 ≡ 1,
we plot the corresponding solution in (c) and (d), and observe that it
does not blow-up. In (e) we plot the distribution of the potential energy
given by (ρ(t, x) − ρ∞)2, and observe how it grows when the peaks get
closer to each other.
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By definition, the density satisfies

ρ(t, y(t, ξ))yξ(t, ξ) = ρ(0, y(0, ξ))yξ(0, ξ), (2.2.2)

which expresses that the mass is conserved. We rewrite the potential
energy (2.1.4) in terms of y and obtain

Epot(t) =
1

2

∫

R

(
ρ0(y(0, ξ))

yξ(0, ξ)

yξ(t, ξ)
− ρ∞

)2

yξ(t, ξ) dξ. (2.2.3)

The definition of ρ given by (2.2.2) is equivalent to the conservation law
(2.1.2b). We can check this statement directly:

d

dt
(ρ(t, y)yξ) = (ρt(t, y) + ρx(t, y)u(t, y) + ρ(t, y)ux(t, y))yξ = 0.

By introducing the Lagrangian density r, defined as

r(t, ξ) = ρ(t, y(t, ξ))yξ(t, ξ),

and requiring it to be preserved in time, we impose the definition of the
density ρ in the system.

Next we shall discretize the kinetic and potential energies. First,
we divide the line into a uniform grid by defining ξj = j∆ξ for some
discretization step ∆ξ > 0 and j ∈ Z. Then we approximate y(t, ξj)
with yj(t), and the spatial derivatives yξ(t, ξj) with the finite difference
D+yj . The finite difference operators D+ and D− are defined as

D±yj := ±yj±1 − yj
∆ξ

, (2.2.4)

and they satisfy the discrete product rule

D±(vjwj) = (D±vj)wj±1 + vj(D±wj). (2.2.5)

When we later encounter grid functions with two indices, such as gi,j
for i, j ∈ Z, we will indicate partial differences by including the index
in the difference operator, e.g., Dj+gi,j = (gi,j+1 − gi,j)/∆ξ. We use the
notation `̀̀p and `̀̀∞ for the Banach spaces with norms

‖a‖`̀̀p :=


∆ξ

∑

j∈Z
|aj |p




1
p

and ‖a‖`̀̀∞ := sup
j∈Z
|aj |, (2.2.6)

with 1 ≤ p < ∞. For p = 2 we introduce a discrete analogue to the
L2-inner product, namely

〈v, w〉`̀̀2 := ∆ξ
∑

j∈Z
vjwj , v, w ∈ `̀̀2. (2.2.7)
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Then we may also define the adjoint, or transpose as we are working
with real functions, of each difference operator in (2.2.4). We denote
them by (D±)> : `̀̀2 → `̀̀2, and they are defined through the relation

∑

j∈Z
((D±)>vj)wj =

∑

j∈Z
vj(D±wj), v, w ∈ `̀̀2. (2.2.8)

Summing by parts in the right-hand side of (2.2.8) we find that the
operators in (2.2.4) satisfy (D±)> = −D∓.

Turning back to the energy functionals, we discretize the kinetic
energy (2.2.1) using finite differences to obtain

Ekin
∆ξ :=

1

2
∆ξ
∑

j∈Z

(
(ẏj)

2(D+yj) +
(D+ẏj)

2

D+yj

)
. (2.2.9)

The Lagrangian velocity is as usual defined as Ui = ẏi and, using this
notation, (2.2.9) becomes

Ekin
∆ξ =

1

2
∆ξ
∑

j∈Z

(
U2
j D+yj +

(D+Uj)
2

D+yj

)
.

The discrete counterpart of the potential energy (2.2.3) is similarly de-
fined as

Epot
∆ξ :=

1

2
∆ξ
∑

j∈Z

(
D+y0,j

D+yj
ρ0,j − ρ∞

)2

(D+yj),

where y0,j := y0(ξj) and ρ0,j := ρ0(y0,j). Now we define the Lagrangian
as the difference between the kinetic and potential energy,

Ldis = Ekin
∆ξ − Epot

∆ξ .

We compute the Fréchet derivatives of Ldis with respect to y and ẏ.
Formally, we have

δEkin
∆ξ = ∆ξ

∑

j∈Z

(
Uj(δU)j(D+yj) +

D+Uj
D+yj

D+(δU)j

)

+
1

2
∆ξ
∑

j∈Z

(
(Uj)

2D+(δy)j −
(

D+Uj
D+yj

)2

D+(δy)j

)

= ∆ξ
∑

j∈Z

(
Uj(D+yj)−D−

(
D+Uj
D+yj

))
(δU)j

−∆ξ
∑

j∈Z

1

2
D−

(
(Uj)

2 −
(

D+Uj
D+yj

)2
)

(δy)j ,
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where in the final identity we have used (2.2.8) and D>+ = −D−. This
leads to the Fréchet derivatives

(
δEkin

∆ξ

δy

)

j

= −1

2
D−

(
(Uj)

2 −
(

D+Uj
D+yj

)2
)

and
(
δEkin

∆ξ

δU

)

j

= Uj(D+yj)−D−

(
D+Uj
D+yj

)
=

(
δLdis

δU

)

j

, (2.2.10)

where the rightmost equality in (2.2.10) is a consequence of Epot
∆ξ being

independent of U . Here the Fréchet derivative is given in `̀̀2, using the
duality pairing defined by (2.2.7). For the potential term we find

δEpot
∆ξ =

∆ξ

2

∑

j∈Z

(
− 2

(
D+y0,j

D+yj
ρ0,j − ρ∞

)
D+y0,j

D+yj
ρ0,jD+(δy)j

+

(
D+y0,j

D+yj
ρ0,j − ρ∞

)2

D+(δy)j

)

= ∆ξ
∑

j∈Z

1

2
D−

((
D+y0,j

D+yj
ρ0,j

)2

− ρ2
∞

)
δyj ,

which gives the Fréchet derivative

(
δEpot

∆ξ

δy

)

j

=
1

2
D−

((
D+y0,j

D+yj
ρ0,j

)2

− ρ2
∞

)
.

The Euler–Lagrange equation gives us

δLdis

δy
− d

dt

δLdis

δU
= 0, (2.2.11)

see, e.g., [1]. Since

d

dt

(
δLdis

δU

)

j

=
d

dt

(
Uj(D+yj)−D−

(
D+Uj
D+yj

))

= U̇j(D+yj)−D−

(
D+U̇j
D+yj

)

+ Uj(D+Uj) + D−

((
D+Uj
D+yj

)2
)
,
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we obtain the following system of governing equations

ẏj = Uj (2.2.12a)

and

(D+yj)U̇j −D−

(
D+U̇j
D+yj

)

= −Uj(D+Uj)−
1

2
D−

(
(Uj)

2 +

(
D+Uj
D+yj

)2

+

(
D+y0,j

D+yj
ρ0,j

)2
)
,

(2.2.12b)

for j ∈ Z. Note that we have omitted ρ2
∞ on the right hand side in

(2.2.12) as D− maps constants to zero.
Next we show that energy, which coincides with the Hamiltonian, of

the system is preserved in time. We can use the Legendre transform to
define the Hamiltonian

Hdis =

〈
δLdis

δU
, U

〉

`̀̀2
− Ldis. (2.2.13)

Writing out the above Hamiltonian explicitly we have

Hdis =
1

2
∆ξ
∑

j∈Z

(
(Uj)

2 +

(
D+Uj
D+yj

)2

+

(
D+y0,j

D+yj
ρ0,j − ρ∞

)2
)

(D+yj).

(2.2.14)
We observe that the Lagrangian Ldis does not depend explicitly on time.
Then it is a classical result from mechanics, which follows from Noether’s
theorem, that Hdis is time-invariant,

dHdis

dt
= 0.

The Lagrangian Ldis is also invariant with respect to translation, which
means that another time-invariant can be obtained. We denote by
ψ : `̀̀2 × R → `̀̀2 the transformation given by the uniform translation
(ψ(y, ε))j = yj + ε. For simplicity, we write yε(t) = ψ(y(t), ε). From the
definition of ψ, we have

ẏε(t) = ẏ(t) and D+y
ε(t) = D+y(t).

Hence, the Lagrangian Ldis is invariant with respect to the transforma-

tion ψ. Then Noether’s theorem gives us that the quantity
〈
δLdis
δU , δy

ε

δε

〉
`̀̀2
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is preserved by the flow. In our case,
(
δyε

δε

)
j

= 1 and
(
δLdis
δU

)
j

=

Uj(D+yj)−D−
(

D+Uj
D+yj

)
, see (2.2.10). Thus, we obtain that the quantity

I = ∆ξ
∑

j∈Z

(
Uj(D+yj)−D−

(
D+Uj
D+yj

))
= ∆ξ

∑

j∈Z
Uj(D+yj), (2.2.15)

is preserved. Note that I corresponds to a discretization of

∫

R
(u− uxx) dx =

∫

R
u dx

in Eulerian coordinates, which is preserved by the 2CH system.

Let us return to (2.2.12), and in particular to the left-hand side
which contains U̇j but not in an explicit form. For a given sequence
a = {aj}j∈Z ∈ `̀̀∞ and an arbitrary sequence w = {wj}j∈Z ∈ `̀̀2, we
define the operator A[a] : `̀̀2 → `̀̀2 by

(A[a]w)j := ajwj −D−

(
D+wj
aj

)
, j ∈ Z. (2.2.16)

The operator A[a] corresponds to the aforementioned momentum op-
erator m when aj = D+yj , and takes the form of a Sturm–Liouville
operator. This operator is symmetric and positive definite for sequences
a such that aj > 0, as we can see from

∆ξ
∑

j∈Z
vj(A[a]w)j = ∆ξ

∑

j∈Z

(
ajwjvj +

1

aj
(D+wj)(D+vj)

)
,

where we once more have used (2.2.8). When A[D+y] is positive definite,
it is invertible and we may formally write (2.2.12) as a system of first
order ordinary differential equations,

ẏj = Uj ,

U̇j = −A[D+y]−1

(
Uj(D+Uj)

+
1

2
D−

(
(Uj)

2 +

(
D+Uj
D+yj

)2

+

(
D+y0,j

D+yj
ρ0,j

)2
))

.

(2.2.17)

When solving the above system, we obtain approximations of the fluid
velocity and density in Lagrangian variables, Uj(t) ≈ u(t, y(t, ξj)) and
ρ0,j/(D+yj(t)) ≈ ρ(t, y(t, ξj)).
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We conclude this section with some comments on the Hamiltonian
form of the equations. Hamiltonian equations in generalized position and
momentum variables can be derived from the Lagrangian approach in
classical mechanics, see, e.g., [1]. The generalized momentum is defined
as p = δLdis

δU (y, U). When we express the Hamiltonian Hdis given in
(2.2.14) in term of y and p, the Hamiltonian equations are then given as
usual by

ẏ =
δHdis

δp
, ṗ = −δHdis

δy
. (2.2.18)

From (2.2.15), we get that the momentum is pj = (A[D+y]U)j . Hence,
Uj = (A[D+y]−1p)j , and the Hamiltonian (2.2.14) is

Hdis =
1

2
∆ξ
∑

j∈Z
pj(A[D+y]−1p)j + Epot

∆ξ .

Moreover, (2.2.18) are exactly ẏ = U and (2.2.11). If we introduce the
fundamental solution gi,j of the operator A[D+y], see Section 2.3, the
Hamiltonian can be rewritten as

Hdis =
1

2
∆ξ
∑

j∈Z
pj∆ξ

∑

i∈Z
gi,jpi =

1

2

∑

i,j∈Z
(∆ξpi)(∆ξpj)gi,j + Epot

∆ξ .

In the case ρ ≡ 0, i.e., Epot
∆ξ = 0, we recognized the similarity of this

expression to that of

Hmp =
1

2

N∑

i,j=1

pipje
−|yi−yj |

given in [8]. The Hamiltonian Hmp defines the multipeakon solutions,
which can be seen as an other form of discretization for CH, see [37] for
the global conservative case. Then, the two discretization appear as the
results of two different choices of discretization for the inverse momentum
operator: We have gi,j in the case of this paper and ĝi,j = e−|yi−yj | in
[8]. We note that a numerical study of discretizations of the periodic
CH equation considering both multipeakons and the variational method
presented in this paper can be found in [26].

2.3 Construction of the fundamental solutions
of the discrete momentum operator

In this section we will construct fundamental solutions for the momen-
tum operator in (2.2.16). However, we will first present some results on
sequences which will prove useful in the later analysis.
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2.3.1 Some useful results for sequence spaces

Given a grid parameter∆ξ > 0, let `̀̀ be the space of all bilaterally infinite
sequences a = {aj}j∈Z defined on the lattice ∆ξZ =: {j∆ξ | j ∈ Z}.
We have already encountered the Banach spaces `̀̀∞ and `̀̀p with norms
defined in (2.2.6). Let us also define a discrete analogue of the H1(R)-
inner product,

〈a, b〉h1 =: ∆ξ
∑

j∈Z
[ajbj + (D+aj)(D+bj)] , (2.3.1)

which induces a norm in the usual manner. Finally, we introduce the
subspace of `̀̀∞ defined as

V∆ξ := {a ∈ `̀̀∞ |D+a ∈ `̀̀2}, ‖a‖V∆ξ := ‖a‖`̀̀∞ + ‖D+a‖`̀̀2 . (2.3.2)

Now we are set to present some results for sequences which will be useful
to us.

Proposition 2.3.1 (Useful results for sequences). We list some useful
results for sequences a : Z→ R, b : Z→ R, and f : Z×Z→ R, where we
use the convention q/∞ = 0 for q <∞, and ∞/∞ = 1.

The inverse inequalities

‖a‖`̀̀∞ ≤
1√
∆ξ
‖a‖`̀̀2 ≤

1

∆ξ
‖a‖`̀̀1 , (2.3.3)

the discrete Sobolev-type inequality

‖a‖`̀̀∞ ≤
1√
2
‖a‖h1 , (2.3.4)

the summation by parts formula

∆ξ
n∑

j=m

(D+aj)bj +∆ξ
n∑

j=m

aj(D−bj) = an+1bn − ambm−1, (2.3.5)

and a discrete generalized Hölder inequality
∥∥∥∥∥

n∏

k=1

ak

∥∥∥∥∥
`̀̀q

≤
n∏

k=1

‖ak‖`̀̀pk for
n∑

k=1

1

pk
=

1

q
, q, pk ∈ [1,∞], (2.3.6)

where in (2.3.6) the j-th component of a product of sequences is inter-
preted as (

n∏

k=1

ak

)

j

=

n∏

k=1

(ak)j .
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Furthermore, any sequence a such that D+a ∈ `̀̀2 is bounded in the “dis-
crete Hölder seminorm”,

sup
j,k∈N,j 6=k

|aj − ak|
(∆ξ|j − k|)1/2

≤ ‖D+a‖`̀̀2 . (2.3.7)

In addition, such sequences satisfy the asymptotic relation

lim
j→±∞

√
∆ξ |D+aj | = 0, (2.3.8)

which in particular implies

lim
j→±∞

|aj+1 − aj | = lim
j→±∞

∆ξ |D+aj | = 0 for a ∈ V∆ξ. (2.3.9)

For the proof of Proposition 2.3.1 we refer to Appendix 2.A.

2.3.2 Construction of fundamental solutions

In this section we construct a Green’s function or fundamental solution
for the operator defined in (2.2.16). Note that when a = D+y coin-
cides with the constant sequence 1 = {1}j∈Z, we have from (2.2.16)
that A[1] = Id−D−D+, which corresponds to the operator used in the
difference schemes studied in [10, 34]. As the coefficients are constant,
the authors are able to find an explicit Green’s function g which can be
written as

gj =
1√

4 +∆ξ2

(
1 +

∆ξ2

2
+
∆ξ

2

√
4 +∆ξ2

)−|j|
(2.3.10)

and fulfills (Id−D−D+)g = δ0. Here δ0 = {δ0,j}j∈Z for the Kronecker
delta δi,j , equal to one when the indices coincide and zero otherwise.
In our case, the coefficients appearing in the definition of A[D+y] are
varying with the grid index j, which significantly complicates the con-
struction of the Green’s function.

Let us consider the operator A[a] from (2.2.16) and the equation
(A[a]g)j = fj . We want to prove that there exists a solution which
decreases exponentially as j → ±∞. To this end, we want to find a
Green’s function for the operator A[a], and the first step is to realize
that the homogeneous operator equation (A[a]g)j = 0 can be written as

D+gj
aj

= ∆ξajgj +
D+gj−1

aj−1
.



56 Paper 2. A variational discretization for a 2CH system

This can again be restated as a Jacobi difference equation, see [41, Eq.
(1.19)],

− 1

aj
gj+1 +

(
1

aj
+

1

aj−1
+ aj(∆ξ)

2

)
gj −

1

aj−1
gj−1 = 0,

or equivalently in matrix form

[
gj
gj+1

]
=

[
0 1

− aj
aj−1

1 +
aj
aj−1

+ (aj∆ξ)
2

] [
gj−1

gj

]
=: Ãj

[
gj−1

gj

]
. (2.3.11)

Observe that Ãj is not symmetric and always contains positive, negative
and zero entries under the assumption aj > 0. Moreover, Ãj is ill-defined
when aj−1 = 0. This case is of importance to us, as it corresponds to
wave breaking for the system. We want to allow for aj = 0 in order to
obtain solutions globally in time. If we go back to the first restatement
of the operator equation and introduce the variable

γj :=
D+gj
aj

=
gj+1 − gj
aj∆ξ

, (2.3.12)

we get the following characterization of the homogeneous problem
[
−D+ aj
aj −D−

] [
gj
γj

]
=

[
0
0

]
, (2.3.13)

or equivalently
[
gj+1

γj

]
=

[
1 + (aj∆ξ)

2 aj∆ξ
aj∆ξ 1

] [
gj
γj−1

]
=: Aj

[
gj
γj−1

]
. (2.3.14)

Here Aj is a symmetric matrix with positive entries whenever aj > 0,
and it reduces to the identity matrix when aj = 0. We will use (2.3.14)
rather than (2.3.11) to construct our Green’s function, and it will also
significantly simplify the analysis of the asymptotic behavior for the
solutions.

Lemma 2.3.2 (Properties of matrix Aj). Consider Aj from (2.3.14)
and assume aj = 1 + D+bj ≥ 0 where D+b ∈ `̀̀2. Then detAj = 1 and
there exist Mb > mb > 0 depending on ‖D+b‖`̀̀2 and ∆ξ such that the
eigenvalues λ±j of Aj satisfy

mb ≤ λ−j < 1 < λ+
j ≤Mb (2.3.15)

uniformly with respect to j when aj > 0. Moreover there is the obvious
identity λ±j = 1 when aj = 0. Asymptotically we have limj→±∞Aj = A,
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where A is given by Aj after setting aj = 1, and the eigenvalues λ± of
A satisfy

m ≤ λ− < 1 < λ+ ≤M (2.3.16)

for M > m > 0 depending only on ∆ξ. Moreover, as the eigenvalues
are strictly positive it follows that the spectral radius of Aj, spr(Aj) :=
max{|λ+

j |, |λ−j |} satisfies ‖Aj‖ = spr(Aj) = λ+
j , ‖A‖ = spr(A) = λ+,

and both matrices can be diagonalized: Aj = RjΛjR
>
j , A = RΛR>.

Proof of Lemma 2.3.2. To see that detAj = 1 one can compute it di-
rectly, or see it from the eigenvalues

λ±j := 1 +
(aj∆ξ)

2

2
± aj∆ξ

2

√
4 + (aj∆ξ)2

=
1

4

(√
4 + (aj∆ξ)2 ± aj∆ξ

)2

,

(2.3.17)

which shows that Aj is invertible irrespective of the value of aj . As Aj is
real and symmetric it can be diagonalized with orthonormal eigenvectors
r±j as follows

Aj = RjΛjR
>
j , Λj =

[
λ−j 0

0 λ+
j

]
, Rj =




1√
1 + λ+

j

1√
1 + λ−j

− 1√
1 + λ−j

1√
1 + λ+

j



.

(2.3.18)
Since D+b ∈ `̀̀2, for any j ∈ Z we have the bound

√
∆ξ |D+bj | =

(
∆ξ |D+bj |2

)1/2
≤ ‖D+b‖`̀̀2

which leads to

0 ≤ aj∆ξ ≤ ∆ξ +
√
∆ξ ‖D+b‖`̀̀2 =: Kb,

meaning aj is bounded from above and below. Then it follows that

0 <




√
4 +K2

b −Kb

2




2

≤ λ−j ≤ 1 ≤ λ+
j ≤




√
4 +K2

b +Kb

2




2

corresponding to (2.3.15). Furthermore, we have limj→±∞ aj∆ξ = ∆ξ
by (2.3.9). We denote by A, Λ, R, and λ± the matrices and eigenvalues
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given by Aj , Λj , Rj , and λ±j after replacing aj by 1. From the preceding
limit, (2.3.17) and (2.3.18) we obtain

lim
j→±∞

(Aj ,Λj , Rj) = (A,Λ, R). (2.3.19)

Bounds for λ± are obtained similarly to the bounds for λ±j . As Aj , A
are symmetric and hence normal, their norms coincide with the spectral
radius spr(·) which here coincides with the largest eigenvalue.

Note that (2.3.14) corresponds to a transition from (gj , γj−1) to
(gj+1, γj), so that Aj can be considered as a transfer matrix between
these two states. Thus, solving the homogeneous operator equation
(A[a]g)j = 0 bears clear resemblance to propagating a discrete dynami-
cal system, and this is also the idea employed in the analysis of Jacobi
difference equations in [41, Eq. (1.28)]. However, in making the change
of variable to obtain (2.3.14) we lose the symmetry of the difference
equation, and so the results in [41] are no longer directly applicable. On
the other hand, our system can be regarded as a more general Poincaré
difference system, and our idea is then to apply the results [24, Thm.
1.1] and [40, Thm. 1] to the matrix product

Φk,j :=





Ak−1 · · ·Aj , k > j,

I, k = j,

(Ak)
−1 · · · (Aj−1)−1, k < j,

(2.3.20)

which is the transition matrix from (gj , γj−1) to (gk, γk−1). Note that in
the lemma below, the norms can be taken to be the standard Euclidean
norm, but one could use any vector norm.

Lemma 2.3.3 (Existence of exponentially decaying solutions). Con-
sider the matrix equation

vn = (Φn,0)v0, vn =

[
gn
γn−1

]
, (2.3.21)

coming from (2.3.14) with Φn,0 as defined in (2.3.20). Then there exist
initial vectors v0 = v±0 such that the corresponding solutions v±n satisfy

lim
n→∓∞

n

√∥∥v±n
∥∥ = λ−. (2.3.22)

That is, there exist solutions vn with exponential decay in either direc-
tion, owing to the Lyapunov exponent λ− < 1. Moreover, the initial
vectors are unique up to a constant factor.
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Proof of Lemma 2.3.3. We begin with the case of increasing n, and we
want to apply [24, Thm. 1.2] which states that for sequences of positive
matrices {An} satisfying limn→+∞An = A for some positive matrix A
we have

lim
n→+∞

AnAn−1 . . . A1A0

‖AnAn−1 . . . A1A0‖
= vw> (2.3.23)

for some vectors v and w with positive entries such that Av = spr(A)v.
As mentioned in [3, Rem. 4], there is in general no easy way of deter-
mining the vector w explicitly.

We recall that our An has positive entries, unless an = 0 in which
case we have An = I. Because of (2.3.19), there can only be finitely
many n ≥ 0 for which An reduces to the identity. If we instead consider
the sequence of positive matrices consisting of our {An} where we have
omitted the finitely many identity matrices, they clearly still satisfy
(2.3.19) and so (2.3.23) holds with spr(A) = λ+ and v = r+ from (2.3.17)
and (2.3.18). However, as the matrices we omitted were identities, it is
clear that the limit in (2.3.23) for both sequences coincide. Hence, [24,
Thm. 1.1] holds for our nonnegative sequence as well.

Now, as An ≥ I entrywise it follows that the entries of Φn,0 are
nondecreasing for n ≥ 0, which means that ‖Φn,0‖ is also nondecreasing
for such n. Therefore, by (2.3.23) we have that any initial vector v0

such that w>v0 6= 0 leads to a solution vn with nondecreasing norm, and
which then by [40, Thm. 1] must satisfy

% = lim
n→+∞

n
√
‖vn‖ (2.3.24)

with % = λ+ > 1 due to (2.3.16), i.e., an asymptotically exponentially
increasing solution. Indeed, the nondecreasing norm rules out the pos-
sibility of vn = 0 for n large enough. It follows that (2.3.24) holds for
% equal to either λ+ or λ−, but if it were λ− < 1, then ‖vn‖ could
not be nondecreasing. However, choosing instead a nonzero v0 such
that w>v0 = 0, we obtain an asymptotically exponentially decreasing
solution vn satisfying (2.3.24) with % = λ− < 1. This follows by once
more excluding the scenario of vn = 0 for large enough n, since v0 is
nonzero and each An has full rank. Then the only remaining possibility
is vn satisfying (2.3.24) with % = λ−. An obvious choice of v0 given
w = [w1 w2]> is then v0 = [w2 −w1]>.

For decreasing n, we will be able to reuse the arguments from above.
From (2.3.20) we find that Φn,0 is a product of inverses of An for n < 0,
and by (2.3.14) we have

[
gj
γj−1

]
= (Aj)

−1

[
gj+1

γj

]
=

[
1 −aj∆ξ

−aj∆ξ 1 + (aj∆ξ)
2

] [
gj+1

γj

]
.
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Since (An)−1 contains entries of opposite sign, it would appear that
we may not be able to use our previous argument. However, a change
of variables will do the trick for us. First recall (2.3.12) which shows
that γj corresponds to a rescaled forward difference for gj , hence its
sign indicates whether g is increasing or decreasing at index j. For an
increasing solution in the direction of increasing n it is then necessary
for gn and γn−1 to share the same sign as n → +∞. On the other
hand, for an increasing solution in the direction of decreasing n, the
forward difference for γn−1 should have the opposite sign of gn as n →
−∞. Therefore, a change of variables allows us to rewrite the previous
equations as

[
gj
−γj−1

]
=

[
1 aj∆ξ

aj∆ξ 1 + (aj∆ξ)
2

] [
gj+1

−γj

]
=: Bj

[
gj+1

−γj

]
, (2.3.25)

and [
gn
−γn−1

]
= Bn . . . B−1

[
g0

−γ−1

]
, n < 0

and for this system we may use the positive matrix technique from be-
fore. The eigenvalues of Bj in (2.3.25) are the same as those of Aj , but
they switch positions in the corresponding eigenvectors r̃±j compared to

r±j of Aj :

r̃±j =




1√
1 + λ±j

± 1√
1 + λ∓j



, r±j =




1√
1 + λ∓j

± 1√
1 + λ±j



.

The same argument as in the case of increasing n then proves the exis-
tence of v0 giving exponentially decreasing solutions as n→ −∞.

The uniqueness follows from the uniqueness of limits in (2.3.23),
which for a given eigenvector v of A means that w is unique up to a
constant factor. But then again, since we are in R2, the vector orthogonal
to w is unique up to a constant factor.

Remark 2.3.4 (Signs of the initial vectors). Here we underline that the
form of Φn,0 implies that the entries of v±0 in Lemma 2.3.3 must be
nonzero, with opposite signs for v−0 and same sign for v+

0 . Indeed, by
(2.3.21) and (2.3.22) we have

lim
n→+∞

∥∥(Φn,0)v−0
∥∥ = 0.
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Let us then assume v−0 6= 0 with nonnegative entries of the same sign,
namely v−0 ≥ 0 (v−0 ≤ 0) understood entrywise. From the definition
(2.3.20) and An ≥ I, it is clear that (Φn,0)v−0 ≥ v−0 ((Φn,0)v−0 ≤ v−0 ) for
n ≥ 0, and so it is impossible for the norm to tend to zero. Hence, the
entries of v−0 must be nonzero and of opposite sign. For n→ −∞, we can
use (2.3.25) and the same argument to arrive at the same conclusion for
[g0 −γ−1]>, implying that v+

0 = [g0 γ−1]> has nonzero entries of equal
sign.

Theorem 2.3.5 (Existence of a discrete Green’s function). Let {aj}j∈Z
be a nonnegative sequence such that aj = 1+D+bj with D+b ∈ `̀̀2. Then,
for any given index i, there exists a unique sequence gi = {gi,j}j∈Z such
that

(A[a]gi)j =
δi,j
∆ξ

. (2.3.26)

Proof. Our strategy follows a standard approach for constructing Green’s
functions: We first construct solutions of the homogeneous version of
(2.3.26) with exponential decay, and then we “glue” them together mak-
ing sure we obtain a delta function at a given point. We start by con-
structing g0,j centered at i = 0.

Choosing v±0 from Lemma 2.3.3 we set

[
g−0
γ−−1

]
:= v−0 ,

[
g+

0

γ+
−1

]
:= v+

0 , (2.3.27)

and define the sequences

[
g−n
γ−n−1

]
:= Φn,0

[
g−0
γ−−1

]
,

[
g+
n

γ+
n−1

]
:= Φn,0

[
g+

0

γ+
−1

]
, n ∈ Z, (2.3.28)

where by construction g±, γ± are exponentially decreasing for n→ ∓∞.
Then, applying the operator A[a] to g± we find

(A[a]g±)j = ajg
±
j −D−γ

±
j = 0, j ∈ Z

by construction of g± and γ±. Let us then define

g0,j := C

{
g−j g

+
0 , j ≥ 0,

g+
j g
−
0 , j < 0,

γ0,j := C

{
γ−j g

+
0 , j ≥ 0,

γ+
j g
−
0 , j < 0

(2.3.29)

for some hitherto unspecified constant C, and observe from the homo-
geneous equation that ajg0,j −D−γ0,j = 0 for j 6= 0. Moreover, we have
D+g0,j = ajγ0,j for all j by construction. Now we would like to show
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that the constant C can be chosen to obtain A[a]g0,0 = 1/∆ξ. From
(2.3.5), we get

∆ξ
n∑

j=m

g+
j (A[a]g−)j−∆ξ

n∑

j=m

(A[a]g+)jg
−
j = Wn(g−, g+)−Wm−1(g−, g+),

(2.3.30)
where we in the spirit of [41, Eq. (1.21)] have defined a discrete Wron-
skian

Wn(g−, g+) := g−n+1γ
+
n − g+

n+1γ
−
n = g−n γ

+
n − g+

n γ
−
n , (2.3.31)

and the last equality follows from the identity g±n+1 = g±n + ∆ξanγ
±
n .

Since the left-hand side of (2.3.30) vanishes by definition of g±, we have
Wn(g−, g+) = Wm−1(g−, g+) for any n,m ∈ Z. That is, the Wronskian
Wn(g−, g+) is a constant W (g−, g+) for the constructed sequences g+

and g−. An alternative way to see this can be found in Remark 2.3.6.
Next, we want to show that the Wronskian is nonzero. Considering

W (g−, g+) = W−1(g−, g+) = g−0 γ
+
−1 − g+

0 γ
−
−1 = g+

0 γ
−
−1 + g−0 (−γ+

−1)

and the definition (2.3.27), we use the sign properties stated in Remark
2.3.4 to conclude that the two terms in the final sum are always nonzero
and of the same sign, implying W (g−, g+) 6= 0. Finally, we will deter-
mine the constant C by considering the backward difference

Dj−γ0,0 = C
γ−0 g

+
0 − γ+

−1g
−
0

∆ξ
= C

γ−0 g
+
0 − γ−−1g

+
0 + γ−−1g

+
0 − γ+

−1g
−
0

∆ξ

= Cg+
0 a0g

−
0 − C

W−1(g−, g+)

∆ξ
= a0g0,0 − C

W (g−, g+)

∆ξ
,

which leads to

(A[a]g0)0 = a0g0,0 −D−γ0,0 = C
W (g−, g+)

∆ξ
.

Consequently, setting C−1 = W (g−, g+) in (2.3.29) gives the desired
Green’s function.

Note that there is nothing special about the index i = 0 where we
centered the Green’s function. We can simply use the sequences (2.3.28)
from before and define

gi,j =
1

W (g−, g+)

{
g+
j g
−
i , j ≥ i,

g−j g
+
i , j < i,

γi,j =
1

W (g−, g+)

{
γ+
j g
−
i , j ≥ i,

γ−j g
+
i , j < i

(2.3.32)
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to obtain a Green’s function gi,j centered at an arbitrary i.
The uniqueness of gi,j follows from the vectors v±0 in Lemma 2.3.3

being uniquely defined up to constant factors. Indeed, when constructing
the Green’s function in (2.3.32) these factors disappear since we are
dividing by the Wronskian W (g−, g+), and so we have no degrees of
freedom left in our construction of gi,j , hence it is unique.

Remark 2.3.6. The constancy of the Wronskian (2.3.31) can be derived
in an alternative way using only (2.3.14). Observe that

Wn−1(g−, g+) =
[
g+
n γ+

n−1

] [−γ−n−1

g−n

]
.

Without loss of generality we may assume n ≥ k, and transposing
(2.3.14) we find

[
g+
n γ+

n−1

]
=
[
g+
k γ+

k−1

]
(Φn,k)

>.

On the other hand, by interchanging rows (2.3.14) can be written

[
−γ−n−1

g−n

]
=

[
1 −an−1∆ξ

−an−1∆ξ 1 + (an−1∆ξ)
2

] [
−γ−n−2

g−n−1

]
= (An−1)−1

[
−γ−n−2

g−n−1

]
,

which leads to [
−γ−n−1

g−n

]
= (Φn,k)

−>
[−γ−k−1

g−k

]
.

It is then clear that

Wn−1(g−, g+) =
[
g+
k γ+

k−1

]
(Φn,k)

>(Φn,k)
−>
[−γ−k−1

g−k

]
= Wk−1(g−, g+),

which is what we claimed.

Note that A[a] is not the only way to discretize the operator

a(ξ) Id− ∂

∂ξ

1

a(ξ)

∂

∂ξ

with first order differences, we may also consider

(B[a]k)j := ajkj −D+

(
D−kj
aj

)
. (2.3.33)

In fact, we will need the Green’s function for this operator as well to
close our upcoming system of differential equations. Fortunately, the
existence of Green’s function for (2.3.33) follows from the considerations
already made in Theorem 2.3.5.



64 Paper 2. A variational discretization for a 2CH system

Corollary 2.3.7. Under the same assumptions on {aj}j∈Z as in The-
orem 2.3.5, for any given index i there exists a unique sequence ki =
{ki,j}j∈Z such that

(B[a]ki)j =
δi,j
∆ξ

. (2.3.34)

Proof of Corollary 2.3.7. By manipulating the homogeneous version of
(2.3.34) we find it to be equivalent to

D−kj+1

aj+1
= ∆ξajkj +

D−kj
aj

.

Introducing

κj =
D−kj
aj

=
kj − kj−1

aj∆ξ
, (2.3.35)

the previous equation can be written as
[
κj+1

kj

]
=

[
1 + (aj∆ξ)

2 aj∆ξ
aj∆ξ 1

] [
κj
kj−1

]
= Aj

[
κj
kj−1

]
,

where we recognize the matrix Aj from (2.3.14). Going backward we
find [

κj
kj−1

]
=

[
1 −aj∆ξ

−aj∆ξ 1 + (aj∆ξ)
2

] [
κj+1

kj

]
,

or equivalently
[
−κj
kj−1

]
=

[
1 aj∆ξ

aj∆ξ 1 + (aj∆ξ)
2

] [
−κj+1

kj

]
= Bj

[
−κj+1

kj

]

with Bj from (2.3.25). Hence, we get the solution for free from 2.3.5.
Indeed, choosing

[
κ−n
k−n−1

]
=

[
g−n
γ−n−1

]
,

[
−κ+

n

k+
n−1

]
=

[
g+
n

−γ+
n−1

]

we know that these sequences have the correct decay at infinity. Defining

ki,j =
1

W (g−, g+)

{
k−j k

+
i , j > i,

k+
j k
−
i , j ≤ i,

=
−1

W (g−, g+)

{
γ−j γ

+
i , j > i,

γ+
j γ
−
i , j ≤ i,

κi,j =
1

W (g−, g+)

{
κ−j k

+
i , j > i,

κ+
j k
−
i , j ≤ i,

=
−1

W (g−, g+)

{
g−j γ

+
i , j > i,

g+
j γ
−
i , j ≤ i,

(2.3.36)

it follows from (2.3.13) that (B[a]ki)j = ajki,j − Dj+κi,j = 0 for j 6= i.
Moreover, by the constancy of (2.3.31) we find (B[a]ki)i = 1/∆ξ in the
same way as for (A[a]gi)i.
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Remark 2.3.8. Note that we may observe directly from (2.3.32) and
(2.3.36) that gi,j = gj,i, ki,j = kj,i, and κi,j = −γj,i. Moreover, the
eigenvalues

λ± =
1

2

(
2 +∆ξ2 ±∆ξ

√
4 +∆ξ2

)

are exactly those found in (2.3.10) for the operator Id−D−D+. In fact,
for aj ≡ 1 the sequences g and k coincide since D−D+ = D+D−, and
their explicit expression (2.3.10) can be recovered from the columns of
ΛnR−1 in the diagonalization An = RΛnR−1.

Observe that by (2.2.16), (2.3.12), (2.3.33), and (2.3.35) we can
rewrite (2.3.26) and (2.3.34) in the compact form

[
−Dj− aj
aj −Dj+

] [
γi,j ki,j
gi,j κi,j

]
=

1

∆ξ

[
δi,j 0
0 δi,j

]
. (2.3.37)

Lemma 2.3.9 (Sign properties of the discrete Green’s functions). As-
sume aj ≥ 0 for j ∈ Z, and let g, γ, k, and κ be solutions of (2.3.37)
which decay to zero for |j − i| → +∞. Then the following sign properties
hold,

(i) gi,j > 0 and ki,j > 0 for j ∈ Z,

(ii) sgn(γi,j) = sgn(i− j − 1/2) and sgn(κi,j) = sgn(i− j + 1/2).

In particular, this leads to the monotonicity properties

max
j∈Z

gi,j = gi,i, lim
|j−i|→+∞

gi,j ↘ 0,

max
j∈Z

ki,j = ki,i, lim
|j−i|→+∞

ki,j ↘ 0,
(2.3.38)

where the arrows denote monotone decrease.

In Figure 2.3 we have included a sketch of gi,n, γi,n, ki,n, and κi,n for
∆ξ = 0.2, i = 0, 4 and an = a(n∆ξ) given by

a(ξ) =





2, −1 < ξ ≤ 0.5,

0, 0.5 < ξ ≤ 1,

4, 1 < ξ ≤ 1.5

1, otherwise.

(2.3.39)

We say sketch, as they have been computed on a finite grid where n ∈
{−20, . . . , 20} with boundary conditions γi,−21 = gi,21 = 0 and ki,−21 =
κi,21 = 0, and consequently we find that neither of gi,−20, γi,20, κi,−20 or
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Figure 2.3: Sketch of gi,n, γi,n, ki,n, and κi,n for ∆ξ = 0.2, i = 0, 4
and an = a(n∆ξ) for a(ξ) defined in (2.3.39). Note the jump of size
−1 +O(∆ξ) at n = i for both γ and κ.

ki,20 are exactly zero. However, the exponential decay makes them very
small and the qualitative behavior indicated in Lemma 2.3.9 is still the
same. Note how a(ξ) being zero on the interval (0.5, 1] leads to constant
kernel values in that neighborhood, even at the peaks for the kernels
centered at ξ4 = 0.8.

Proof of Lemma 2.3.9. We prove this only for g and γ as the proof for
k and κ is similar. The proof relies on the reasoning in Remark 2.3.4.

As a first step we want to show that the properties (i) and (ii) hold
for gi,i, gi,i+1, γi,i−1, and γi,i. To this end, we recall from the proof of
Theorem 2.3.5 that since gi,j and γi,j satisfy (2.3.37), they must also
satisfy [

gi,j
−γi,j−1

]
= Bj · · ·Bi−1

[
gi,i
−γi,i−1

]
, j ≤ i− 1

and [
gi,j
γi,j−1

]
= Aj−1 · · ·Ai+1

[
gi,i+1

γi,i

]
, j ≥ i+ 2,

with Ak and Bk as defined in (2.3.14) and (2.3.25). By our assumptions,
the Green’s functions must tend to zero asymptotically, and we recall
from Remark 2.3.4 that a necessary condition for this is for the vectors
[gi,i,−γi,i−1]> and [gi,i+1, γi,i]

> to have entries of opposite sign. Hence,
gi,iγi,i−1 > 0 and gi,i+1γi,i < 0, where we stress the importance of aj ≥ 0
for this argument to hold. Using only (2.3.37) we calculate

0 > gi,i+1γi,i − gi,iγi,i−1

= ∆ξ
(gi,i+1 − gi,i)γi,i + gi,i(γi,i − γi,i−1)

∆ξ
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= ∆ξ

[
aiγi,iγi,i + gi,i

[
aigi,i −

1

∆ξ

]]

= ∆ξai
[
(gi,i)

2 + (γi,i)
2
]
− gi,i.

Since aj ≥ 0, it follows that gi,i ≥ 0. Recalling that gi,i must be nonzero
according to the sign requirements, we necessarily have gi,i > 0, and then
γi,i−1 > 0 follows. Moreover, multiplying the identity gi,i+1−∆ξaiγi,i =
gi,i by gi,i+1 and using ai ≥ 0, gi,i > 0, and gi,i+1γi,i < 0, we must have
gi,i+1 > 0, which then implies γi,i < 0.

Next we must prove that (i) and (ii) hold for the remaining values of
j, and this will be achieved with a contradiction argument. We define
the vectors

v+
j :=

[
gi,j
γi,j−1

]
, v−j :=

[
gi,j+1

−γi,j

]

such that v+
i+1 and v−i−1 both have positive first component and negative

second component, and satisfy

v+
j+1 := Ajv

+
j for j ≥ i+ 1, v−j−1 := Bjv

−
j for j ≤ i− 1.

If we can prove that they retain the sign property under the above
propagation, then we are done. Let us consider

v+
j+1 := Ajv

+
j , j ≥ i+ 1.

Assume that v+
j does not retain the sign property, then there is some

k ≥ i+ 1 which is the first index such that v+
k+1 does not have a positive

first component and negative second component. We consider the two
possible cases.

The first case is v+
k+1 ≥ 0 (v+

k+1 ≤ 0) considered entrywise. First

of all, v+
k+1 cannot be the zero vector as Ak has full rank, since then

v+
k would also have to be zero, which contradicts k + 1 being the first

problematic index. Otherwise, the entrywise inequality Ak+1 ≥ I leads
to v+

k+2 = Ak+1v
+
k+1 ≥ v+

k+1 (v+
k+2 ≤ v+

k+1), and thus limn→+∞ v+
n ≥ v+

k+1

(limn→+∞ v+
n ≤ v+

k+1). This is however impossible, as it contradicts the
assumed decay of the Green’s functions.

The remaining case is that the entries interchange sign from v+
k to

v+
k+1. However, then we would have

v+
k = (Ak)

−1v+
k+1 =

[
1 −ak∆ξ

−ak∆ξ 1 + (ak∆ξ)
2

]
v+
k+1.

Since ak ≥ 0, v+
k would also have negative first component and positive

second component, which contradicts k + 1 being the first problematic
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index. Hence, v+
j always has positive first component and negative sec-

ond component for j > i, thus for j ≥ i it follows that gi,j is always
positive, while γi,j is always negative which shows that gi,j is decreasing
in this direction.

A similar argument holds in the other direction when considering v−j
and Bj . Then −γi,j is always negative for j < i, which means that gi,j is
increasing with j for these indices. Thus, (i) and (ii) hold for {gi,j}j∈Z
and {γi,j}j∈Z.

2.4 An equivalent semi-discrete system for
global solutions in time

We now return to the initial value problem (2.1.2). We use the La-
grangian formulation introduced in earlier works, see [30], but reformu-
late the governing equations by including the fundamental solutions of
the momentum operator in the solution.

2.4.1 Reformulation of the continuous problem using
operator propagation

The 2CH system can be written as

ut + uux + Px = 0, ρt + (uρ)x = 0

for P implicitly defined by

P − Pxx = u2 +
1

2
u2
x +

1

2
ρ2. (2.4.1)

Let us introduce ρ̄ := ρ − ρ∞ ∈ L2 to ease notation. Note that most
expressions simplify when we consider ρ∞ = 0. We have chosen to cover
the case of arbitrary ρ∞, to allow for the initial condition ρ(0, x) = ε,
for any ε > 0. Such initial data lead to solutions without blow-up, see
[28]. In the case of the 2CH system, the conservation law for the energy
is given by

(1
2(u2 + u2

x + ρ̄2))t + (u1
2(u2 + u2

x + ρ̄2))x + (uR)x = 0, (2.4.2)

where we have used P from (2.4.1) to define

R = P − 1
2u

2 − 1
2ρ

2
∞.

We can check that the first order system
[
−∂x 1

1 −∂x

]
◦
[
R
Q

]
=

[
uux

1
2(u2 + u2

x + ρ̄2) + ρ∞ρ̄

]
(2.4.3)
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is equivalent to (2.4.1). Hence,

ut + uux +Q = 0, (2.4.4a)

ρt + (uρ)x = 0 (2.4.4b)

and (2.4.3) is yet another form of the 2CH system.
We introduce as before the Lagrangian position y(t, ξ) and velocity

U(t, ξ). Moreover, we define the Lagrangian density

r(t, ξ) := ρ(t, y(t, ξ))yξ(t, ξ),

and the cumulative energy H given by

H(t, ξ) =
1

2

∫ y(t,ξ)

−∞
(u2 + u2

x + ρ̄2)(t, x) dx

=
1

2

∫ ξ

−∞
((u2 + u2

x + ρ̄2) ◦ y)yξ(t, η) dη,

as well as the Lagrangian variables Q̄ = Q ◦ y and R̄ = R ◦ y. From
(2.4.4), we get Ut = −Q̄ and rt = 0, while the conservation of energy
(2.4.2) yields Ht = −UR̄. Finally, we also rewrite the system (2.4.3) in
terms of the Lagrangian variables. To simplify the notation, we replace
Q̄ by Q, and similarly for R̄. The equivalent system in Lagrangian
variables is then given by

yt = U, (2.4.5a)

Ut = −Q, (2.4.5b)

Ht = −UR, (2.4.5c)

rt = 0, (2.4.5d)

with [
−∂ξ yξ
yξ −∂ξ

]
◦
[
R
Q

]
=

[
UUξ

Hξ + ρ∞(r − ρ∞yξ)

]
. (2.4.6)

In (2.4.6) we use the same notation for the variable yξ and the operator
for point-wise multiplication by yξ. We will use this convention for the
rest of the paper. The equivalence between (2.4.3) and (2.4.6) holds only
assuming the that yξ ≥ 0 and all the functions are smooth enough to do
the manipulation.

Note that we need to decompose the variables y and r in (2.4.5) to
give them a decay which enables us to define them in a proper functional
setting. We define ζ and r̄ as

y(t, ξ) = ζ(t, ξ) + ξ and r(t, ξ) = r̄(t, ξ) + ρ∞yξ(t, ξ).
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The Banach space which contains ζ and H is the subspace of bounded
and continuous functions with derivative in L2,

V := {f ∈ Cb(R) | fξ ∈ L2(R)}, (2.4.7)

endowed with the norm ‖f‖V := ‖f‖L∞+‖fξ‖L2 . Recall that we defined
a discrete version of (2.4.7) in (2.3.2). Then we let

E := V ×H1 ×V × L2 (2.4.8)

be a Banach space tailored for the tuple X = (ζ, U,H, r̄) with norm

‖X‖E := ‖ζ‖V + ‖U‖H1 + ‖H‖V + ‖r̄‖L2 . (2.4.9)

The unique solution of (2.4.5), as studied in [30], is then completely
described by this tuple.

Let us define the operators G and K as the fundamental solutions to
the operator in (2.4.6), meaning that they satisfy

[
−∂ξ yξ
yξ −∂ξ

]
◦
[
K G
G K

]
=

[
δ 0
0 δ

]
. (2.4.10)

As we mentioned in the introduction, the operators K and G can be
computed explicitly using the fundamental solution of the Helmholtz
operators in Eulerian coordinates. If we define

g(η, ξ) =
1

2
e−|y(ξ)−y(η)| (2.4.11a)

and

κ(η, ξ) = −1

2
sgn(ξ − η)e−|y(ξ)−y(η)|, (2.4.11b)

then we can check that the operators defined as G(f) =
∫
R g(η, ξ)f(η) dη

and K(f) =
∫
R κ(η, ξ)f(η) dη are solutions to (2.4.10), again assuming

y is monotone increasing in ξ. This means that we can obtain explicit
expressions for R and Q given by

R =

∫

R
κ(η, ξ)U(η)Uξ(η) dη

+

∫

R
g(η, ξ)(Hξ(η) + ρ∞(r(η)− ρ∞yξ(η))) dη,

(2.4.12a)

Q =

∫

R
g(η, ξ)U(η)Uξ(η) dη

+

∫

R
κ(η, ξ)(Hξ(η) + ρ∞(r(η)− ρ∞yξ(η))) dη.

(2.4.12b)
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In [36, 30], the authors prove that the right-hand side of their respective
versions of (2.4.5) is locally Lipschitz, and consecutive contraction argu-
ments yield the existence of a unique short-time solution. In the same
manner, we would like to prove that there exists a unique short-time
solution for our semi-discrete system, but the explicit forms for g and
κ in (2.4.11) are not available in the discrete setting. As a remedy, we
propagate the kernel operators corresponding to K and G by incorporat-
ing them in the governing equations. Given the evolution of y, that is,
yt = U , we can derive evolution equations for G and K. Let us see how
this can be done in the continuous case before dealing with the discrete
case. Formally we have

∂G(f)

∂t
=

1

2

∫

R

∂

∂t
e−|y(t,ξ)−y(t,η)|f(η) dη

=

∫

R

sgn(y(t, η)− y(t, ξ))

2
(yt(t, ξ)− yt(t, η))e−|y(t,ξ)−y(t,η)|f(η) dη

=

∫

R

sgn(y(t, η)− y(t, ξ))

2
(U(t, ξ)− U(t, η))e−|y(t,ξ)−y(t,η)|f(η) dη.

Here we again assume that we know a priori that y remains a monotone
function with respect to ξ. Then, we can rewrite the last equality as

∂

∂t
G(f) = −1

2

∫

R
sgn(ξ − η)(U(t, ξ)− U(t, η))e−|y(t,ξ)−y(t,η)|f(η) dη.

(2.4.13)
For a function U , we can associate a pointwise multiplication operator,
which we denote by U . That is, we write U(f)(ξ) = U(ξ)f(ξ) for any
function f and any point ξ. The integral kernel of U would be singular
and equal to U(ξ)δ(ξ − η). Using this notation, we can rewrite (2.4.13)
as

∂

∂t
G(f) = (U ◦ K)(f)− (K ◦ U)(f).

This can equivalently be stated as

∂

∂t
G = [U ,K],

∂

∂t
K = [U ,G], (2.4.14)

where the evolution equation for K is derived analogously. An equivalent
system of equations for the 2CH system is then given by

yt = U, Ut = −Q, Ht = UR, rt = 0, (2.4.15a)

∂

∂t
G = [U ,K],

∂

∂t
K = [U ,G], (2.4.15b)
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with R and Q given as
[
R
Q

]
=

[
K G
G K

]
◦
[

UUξ
Hξ + ρ∞(r − ρ∞yξ)

]
(2.4.16)

Then, the new system (2.4.15) and (2.4.16) gives rise to the same solu-
tions as the one given by (2.4.5), (2.4.11) and (2.4.12).

We note that the evolution equation for G and K can be obtained
directly from the product identity (2.4.10). Indeed, after differentiation
with respect to time, we get

[
0 Uξ
Uξ 0

]
◦
[
K G
G K

]
+

[
−∂ξ yξ
yξ −∂ξ

]
◦
[
K̇ Ġ
Ġ K̇

]
= 0,

which implies

[
K̇ Ġ
Ġ K̇

]
= −

[
K G
G K

]
◦
[

0 Uξ
Uξ 0

]
◦
[
K G
G K

]
. (2.4.17)

This expression, which corresponds to dM−1

dt = −M−1 dM
dt M

−1 for a
matrix M , can be simplified to (2.4.14) using integration by parts. Then
it follows from (2.4.17) that the identity (2.4.10) is preserved by the
evolution equation.

The following proposition establishes properties and a priori bounds
for the fundamental solutions g and κ. Those bounds are obvious from
the explicit expressions given in (2.4.11), but we prove them here using
the relation [

−∂ξ yξ
yξ −∂ξ

]
◦
[
g
κ

]
=

[
0
δ

]

which define them. Notice that parts of the proof resembles a standard
proof of the Sobolev inequality

‖f‖L∞ ≤
1√
2
‖f‖H1 . (2.4.18)

Proposition 2.4.1. Assume we have functions g, κ : R2 → R satis-
fying (2.4.10) for yξ(ξ) ≥ 0. Furthermore, assume g(η, ξ) ≥ 0 and
sgn(κ(η, ξ)) = sgn(η − ξ). Then, for a given η, we have |g(η, ξ)| =
|κ(η, ξ)| for a.e. ξ, and we have the upper bound |g(η, ξ)| , |κ(η, ξ)| ≤
g(η, η) = 1

2 .

Proof of Proposition 2.4.1. We start by observing

(g(η, ξ))2 =
1

2

[∫ ξ

−∞

(
g(η, s)2

)
s
ds−

∫ +∞

ξ

(
g(η, s)2

)
s
ds

]
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=

∫ ξ

−∞
g(η, s)gs(η, s) ds−

∫ +∞

ξ
g(η, s)gs(η, s) ds,

Then, we have

(g(η, η))2 =

∫ η

−∞
g(η, s)gs(η, s) ds−

∫ +∞

η
g(η, s)gs(η, s) ds

=

∫ η

−∞
yξ(s)g(η, s)κ(η, s) ds−

∫ +∞

η
yξ(s)g(η, s)κ(η, s) ds,

where we use ∂ξg = yξκ from (2.4.10). It follows that

(g(η, η))2 =

∫ +∞

−∞
yξ(s)g(η, s)|κ(η, s)| ds

≤ 1

2

∫ +∞

−∞
ys(s)

[
g(η, s)2 + κ(η, s)2

]
ds

=
1

2

∫ +∞

−∞
g(η, s) [yξ(s)g(η, s)− (κ(η, s))s] ds.

Hence, by yξg − ∂ξκ = δ from (2.4.10), we find

(g(η, η))2 ≤ 1

2

∫ +∞

−∞
g(η, s)δ(η − s)ds =

1

2
g(η, η),

and the result g(η, η) ≤ 1
2 follows. Since yξ(ξ)g(η, ξ)−κξ(η, ξ) = δ(η, ξ),

we find that for ξ < η,

(κ(η, ξ))2 = 2

∫ ξ

−∞
κ(η, s)κs(η, s) ds

= 2

∫ ξ

−∞
κ(η, s)yξ(s)g(η, s) ds

= 2

∫ ξ

−∞
gs(η, s)g(η, s) ds

= (g(η, ξ))2,

and consequently κ(η, ξ) = g(η, ξ) for ξ < η, where we have used the
sign properties of g and κ. In a similar way we find κ(η, ξ) = −g(η, ξ) for
ξ > η, obtaining limξ→η∓ κ(η, ξ) = ±g(η, η). Moreover, since κξ(η, ξ) =
yξ(ξ)g(η, ξ) ≥ 0 for ξ 6= η we have

sup
ξ
|κ(η, ξ)| = lim

ξ→η∓
|κ(η, ξ)| ≤ 1

2
.
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In fact, we find that we must have equality, as the above limits show

lim
ξ→η+

κ(η, ξ)− lim
ξ→η−

κ(η, ξ) ≥ 1.

Then, the jump condition for κ required at η = ξ to obtain a delta
implies that the difference above is exactly one, which can only happen
if

lim
ξ→η∓

±κ(η, ξ) = g(η, η) =
1

2
.

Since gξ(η, ξ) = yξ(ξ)κ(η, ξ) is positive for ξ < η, and negative for ξ > η,
it follows that g(η, ξ) ≤ g(η, η).

Due to our lack of explicit formulae for the discrete counterparts of
g and κ, an argument similar to that of Proposition 2.4.1 will help us to
establish bounds also in the discrete case.

2.4.2 Reformulation of the semi-discrete system using
operator propagation

Turning back to the formal expression (2.2.17), we use the the Green’s
functions from Theorem 2.3.5 and Corollary 2.3.7 to write out the right-
hand side explicitly. Considering (2.3.37) where we now have aj = D+yj ,
we observe that they correspond to the discrete versions of (2.4.10).
Indeed, we have the following identity

[
−Dj− (D+yj)
(D+yj) −Dj+

]
◦
[
γi,j ki,j
gi,j κi,j

]
=

1

∆ξ

[
δi,j 0
0 δi,j

]
(2.4.19)

which has to be compared with (2.4.10) in the continuous case. Thus,
(2.2.17) can be rewritten as

U̇j = −∆ξ
∑

i∈Z
gi,j

(
Ui(D+Ui) + D−

(
hi

D+yi
+ ρ∞

r̄i
D+yi

))
, (2.4.20)

where we have defined

r̄i := ρ0,i − ρ∞(D+yi) (2.4.21)

and

hi :=
1

2
(Ui)

2(D+yi) +
1

2

(D+Ui)
2

D+yi
+

1

2

r̄2
i

D+yi
. (2.4.22)

From the expressions in (2.4.20) and (2.4.22), it seems that, if D+yi goes
to zero for some index i and time t, then U̇j and hi blow up. However,
it turns out that these quantities remain bounded, which allows us to
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extend the solution globally in time. To obtain a well-defined system,
we are going to remove the explicit dependence on 1/D+yi by adding h
to the set of variables of the system.

With the discrete kernels g, k, γ, and κ, we are able to express
A[D+y]−1 in (2.2.17) to obtain (2.4.20). However, since we do not know
their explicit form as functions of D+yj , we derive a system analogous
to (2.4.15) by introducing g, k, γ, and κ as variables. To compute the
evolution of g, k, γ, and κ, we repeat the procedure from the continuous
case. By differentiating (2.4.19) and using the fact that ẏi = Ui, we get

[
γ̇ k̇
ġ κ̇

]
= −

[
γ k
g κ

]
∗
[

0 D+U
D+U 0

] [
γ k
g κ

]

which in explicit form yields

ġi,j = −κm,j ∗ ((D+Um)γi,m)− gm,j ∗ ((D+Um)gi,m),

γ̇i,j = −km,j ∗ ((D+Um)γi,m)− γm,j ∗ ((D+Um)gi,m),
(2.4.23)

and

k̇i,j = −km,j ∗ ((D+Um)ki,m)− γm,j ∗ ((D+Um)κi,m),

κ̇i,j = −κm,j ∗ ((D+Um)ki,m)− gm,j ∗ ((D+Um)κi,m).

Here we denote by (g∗f)j the action of the operator gi,j as a summation
kernel on a sequence fi, defined as

(g ∗ f)j = ∆ξ
∑

i∈Z
gi,jfi.

For the operators, we introduce the following norms

‖g‖`̀̀p = sup
i
‖gi‖`̀̀p = sup

i


∆ξ

∑

j∈Z
|gi,j |p




1
p

,

‖g‖`̀̀∞ = sup
i

(
sup
j
|gi,j |

)
.

Moreover, for the kernel operator g we have that the transpose g> of
g is given by (g>)i,j = gj,i. Then, the following result, reminiscent of
Young’s convolution inequality, will prove useful.

Proposition 2.4.2 (Young’s inequality for general operators).

‖g ∗ f‖`̀̀r ≤ ‖g‖
q
r

`̀̀q

∥∥∥g>
∥∥∥

1− q
r

`̀̀q
‖f‖`̀̀p , (2.4.24)
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for

1 +
1

r
=

1

p
+

1

q
, p, q, r ∈ [1,∞],

with the convention q/∞ = 0 for q <∞, and ∞/∞ = 1.

We refer to Appendix 2.A for a proof of Proposition 2.4.2 . Note
that the standard Young’s inequality is usually given for a translation
invariant kernel where g takes the form gi,j = ĝi−j for some sequence ĝ.
For an operator of this form, we can check that g> = τ ◦g ◦ τ , where the
operator τ inverts the indexing, that is τ(f)j = f−j . Since the operator
τ is an isometry in all `̀̀q-spaces, the expression (2.4.24) simplifies to

‖g ∗ f‖`̀̀r ≤ ‖g‖`̀̀q ‖f‖`̀̀p .

Now that we have evolution equations and norms for the kernels, we
are set to prove some fundamental properties in the next lemma.

Lemma 2.4.3 (Preservation of identities). Let T > 0, and assume that,
for t ∈ [0, T ], (D+yj(t))t = D+Uj(t) for j ∈ Z, and that g, k, γ, κ and
D+U are bounded in `̀̀2-norm in [0, T ]. Then, for t ∈ [0, T ] the sequences
gi,j(t), ki,j(t), γi,j(t), κi,j(t) satisfy the following identities:

(i) The Green’s function identities (2.4.19),

(ii) The symmetry identities

gj,i = gi,j and kj,i = ki,j , (2.4.25)

and the antisymmetry identity

γj,i = −κi,j . (2.4.26)

Proof of Lemma 2.4.3. Recall from Remark 2.3.8 that these identities
are satisfied for t = 0 by construction. The rest of the proof then relies
on Grönwall’s inequality. (i): We introduce the four operators zl for
l = 1, 2, 3, 4 defined as

z1,i,j = (D+yi)gi,j −Dj−γi,j −
δi,j
∆ξ

, z2,i,j = (D+yj)ki,j −Dj+κi,j −
δi,j
∆ξ

,

z3,i,j = (D+yj)γi,j −Dj+gi,j , z4,i,j = (D+yj)κi,j −Dj−ki,j .

Using (D+yj(t))t = D+Uj(t) and (2.4.23) we find that

(z1,i,j)t = (D+yj)tgi,j + (D+yj)ġi,j −Dj−γ̇i,j
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= (D+Uj)gi,j − (D+yj)∆ξ
∑

m∈Z
(D+Um) (gi,mgm,j + γi,mκm,j)

+ Dj−∆ξ
∑

m∈Z
(D+Um) (gi,mγm,j + γi,mkm,j)

= (D+Uj)gi,j −∆ξ
∑

m∈Z
(D+Um)gi,m ((D+yj)gm,j −Dj−γm,j)

−∆ξ
∑

m∈Z
(D+Um)γi,m ((D+yj)κm,j −Dj−km,j)

= −∆ξ
∑

m∈Z
(D+Um)(gi,mz1,m,j + γi,mz4,m,j).

Similarly, one shows that

(z2,i,j)t = −∆ξ
∑

m∈Z
(D+Um)(ki,mz2,m,j + κi,mz3,m,j),

(z3,i,j)t = −∆ξ
∑

m∈Z
(D+Um)(gi,mz3,m,j + γi,mz2,m,j)

and

(z4,i,j)t = −∆ξ
∑

m∈Z
(D+Um)(ki,mz4,m,j + κi,mz1,m.j).

Integrating the first of these, taking absolute values, applying Hölder’s
inequality and taking supremum over i we obtain

sup
i
|z1,i,j(t)| ≤ sup

i
|z1,i,j(0)|+

∫ t

0
‖D+U(s)‖`̀̀2 ‖g(s)‖`̀̀2 sup

m
|z1,m,j(s)| ds

+

∫ t

0
‖D+U(s)‖`̀̀2 ‖γ(s)‖`̀̀2 sup

m
|z4,m,j(s)| ds

Treating the three other relations similarly and defining

Z(t) =
4∑

l=1

‖zl(t)‖`̀̀∞ ,

we may add the four inequalities to obtain an inequality of the form

Z(t) ≤ Z(0) +

∫ t

0
C(s)Z(s) ds,

where

C(s) = 2 ‖D+U‖`̀̀2 (‖g‖`̀̀2 + ‖k‖`̀̀2 + ‖γ‖`̀̀2 + ‖κ‖`̀̀2) (s)
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is bounded by assumption. Since Z(0) = 0, Grönwall’s inequality yields
Z(t) = 0 for t ∈ [0, T ], which proves the result.

(ii): We prove the symmetry of g. From (2.4.19) we have

(D+ym)gi,m −Dm−γi,m =
δi,m
∆ξ

,

such that a summation by parts shows

gj,i = ∆ξ
∑

m∈Z
[(D+ym)gi,m −Dm−γi,m] gj,m

= ∆ξ
∑

m∈Z
[(D+ym)gi,mgj,m + γi,mDm+gj,m] .

Then we use the identity Dm+gj,m = (D+ym)γj,m from (2.4.19) twice,
first for j and then for i, to obtain

gj,i = ∆ξ
∑

m∈Z
[(D+ym)gi,mgj,m + γi,m(D+ym)γj,m]

= ∆ξ
∑

m∈Z
[(D+ym)gi,mgj,m + (Dm+gi,m)γj,m] .

After summing by parts and using (2.4.19) once more, we end up with

gj,i = ∆ξ
∑

m∈Z
gi,m [(D+ym)gj,m + Dm−γj,m] = gi,j ,

and the symmetry of g is proved. A similar procedure shows the sym-
metry of ki,j . For the antisymmetry we also use (2.4.19) and the same
techniques to compute

γj,i = ∆ξ
∑

m∈Z
[(D+ym)ki,m −Dm+κi,m] γj,m

= ∆ξ
∑

m∈Z
[ki,mDm+gj,m + κi,mDm−γj,m]

= −∆ξ
∑

m∈Z
[(Dm−ki,m)gj,m − κi,mDm−γj,m]

= −∆ξ
∑

m∈Z
κi,m [(D+ym)gj,m −Dm−γj,m]

= −κi,j .
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Returning to (2.4.20), the second term in the right-hand side can be
simplified as follows,

−∆ξ
∑

i∈Z
gi,jD−

(
hi

D+yi
+ ρ∞

r̄i
D+yi

)
= ∆ξ

∑

i∈Z

Di+gj,i
D+yi

(hi + ρ∞r̄i)

= ∆ξ
∑

i∈Z
γj,i (hi + ρ∞r̄i)

= −∆ξ
∑

i∈Z
κi,j (hi + ρ∞r̄i) ,

where we have used (2.4.19) and (2.4.26). We define

Qj := ∆ξ
∑

i∈Z
gi,jUi(D+Ui) +∆ξ

∑

i∈Z
κi,j (hi + ρ∞r̄i) .

Then, the evolution of U is given by

U̇j = −Qj (2.4.27)

The form of Q also motivates the definition

Rj := ∆ξ
∑

i∈Z
γi,jUi(D+Ui) +∆ξ

∑

i∈Z
ki,j (hi + ρ∞r̄i) .

Indeed, with these definitions we have

[
R
Q

]
=

[
γ k
g κ

]
∗
[
U(D+U)
h+ ρ∞r̄

]
,

meaning R and Q satisfies

[
−D− (D+yj)

(D+yj) −D+

]
◦
[
Rj
Qj

]
=

[
Uj(D+Uj)
hj + ρ∞r̄j

]
. (2.4.28)

We recognize this as the discrete version of (2.4.6).
The relation U̇j = −Qj shows that we have a differential equation

for U in the variables y, U , H, r̄, g, and κ. From (2.4.21) we obtain

˙̄rj = ṙj − ρ∞D+ẏj = −ρ∞D+Uj . (2.4.29)

Next, we introduce the cumulative energy Hj as

Hj = ∆ξ

j−1∑

i=−∞
hi,
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so that hj = D+Hj . To obtain the evolution equation of H, we first
multiply (2.4.22) by D+yi and differentiate the result with respect to
time to obtain

d

dt
((D+yi)hi) = −UiQi(D+yi)

2 + U2
i (D+yi)(D+Ui)

− (D+Ui)(D+Qi)− ρ∞r̄iD+Ui,

after using (2.4.27) and (2.4.29). Then, we use the relation between Q
and R given in (2.4.28) to obtain

d

dt
((D+yi)hi) = (D+Ui)hi − (D+yi)[Ui(D−Ri) +Ri(D+Ui)].

Simplifying further, we obtain

ḣi = − [Ui(D−Ri) +Ri(D+Ui)] .

This leads to

Ḣj = −∆ξ
j−1∑

i=−∞
[Ui(D−Ri) +Ri(D+Ui)] = −UjRj−1,

where in the last equality we have used the decay at infinity together
with (2.3.5).

Collecting all the equations and applying the relations (2.4.25) and
(2.4.26) we obtain the closed system

ζ̇j = Uj , (2.4.30a)

U̇j = −Qj (2.4.30b)

Ḣj = −UjRj−1, (2.4.30c)

˙̄rj = −ρ∞D+Uj , (2.4.30d)

ġi,j = −∆ξ
∑

m∈Z
(D+Um) (gi,mgm,j + γi,mκm,j) , (2.4.30e)

k̇i,j = −∆ξ
∑

m∈Z
(D+Um) (ki,mkm,j + κi,mγm,j) , (2.4.30f)

γ̇i,j = −∆ξ
∑

m∈Z
(D+Um) (γi,mkm,j + gi,mγm,j) , (2.4.30g)

κ̇i,j = −∆ξ
∑

m∈Z
(D+Um) (κi,mgm,j + ki,mκm,j) , (2.4.30h)

where yj = j∆ξ + ζj , and we recall

Rj = ∆ξ
∑

i∈Z
γi,jUi(D+Ui) +∆ξ

∑

i∈Z
ki,j (hi + ρ∞r̄i) ,
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Qj = ∆ξ
∑

i∈Z
gi,jUi(D+Ui) +∆ξ

∑

i∈Z
κi,j (hi + ρ∞r̄i) .

2.5 Existence and uniqueness of the solution
to the semi-discrete 2CH system

In this section, we show that the semi-discrete system (2.4.30) has a
unique, globally defined solution. Let us first introduce the functional
setting for the analysis. We define the discrete versions of the spaces
used in the continuous setting, namely

E∆ξ := V∆ξ × h1 ×V∆ξ × `̀̀2,

with norm

‖(ζ, U,H, r̄)‖E∆ξ := ‖ζ‖V∆ξ + ‖U‖h1 + ‖H‖V∆ξ + ‖r̄‖`̀̀2 .

Since we have included the operator kernels as solution variables in
(2.4.30), we have to introduce a space for them as well. To account
for that the kernels are well-behaved, we choose their space to be `̀̀∗ :=
`̀̀1 ∩ `̀̀∞ with norm ‖·‖`̀̀∗ = ‖·‖`̀̀1 + ‖·‖`̀̀∞ , and this will be sufficient for
our purposes. We note that `̀̀∗ ⊂ `̀̀2, since we have the inequality

‖g‖`̀̀2 ≤ ‖g‖
1/2
`̀̀∞ ‖g‖

1/2
`̀̀1
≤ 1

2
(‖g‖`̀̀∞ + ‖g‖`̀̀1). (2.5.1)

Thus, we will consider solution tuples of the form

X = (ζ, U,H, r̄, g, k, γ, κ) ∈ E∆ξ × (`̀̀∗)4 =: Eker
∆ξ ,

where Eker
∆ξ denotes the space E∆ξ augmented with the space for the

kernel operators `̀̀∗.

2.5.1 Existence and uniqueness of the solution to the
semi-discrete system

To prove the short-time existence of (2.4.30), we consider an auxiliary
system which corresponds to (2.4.30), except that we have decoupled ζ,
U and H from their discrete derivatives D+ζ, D+U and D+H by intro-
ducing the sequences α, β and h. The reason for this is that we cannot
take for granted that the kernels satisfy (2.4.19) for t > 0, and then
we cannot use (2.4.28) when estimating the right-hand side of (2.4.30b)
in h1-norm. Once the short-time existence of solutions to the auxiliary
system is established, we will prove that the coupling between y, U , H
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and their discrete derivatives is indeed preserved if it holds initially. The
auxiliary system reads

ζ̇j = Uj , U̇j = −Qj , Ḣj = −UjRj−1, (2.5.2a)

ṙj = −ρ∞βj , α̇j = βj , (2.5.2b)

β̇j = −Rj(1 + αj) + hj + ρ∞rj , (2.5.2c)

ḣj =
(
(Uj)

2 −Rj
)
βj − UjQj(1 + αj), (2.5.2d)

and

ġi,j = −∆ξ
∑

m∈Z
βm (gi,mgj,m − γi,mγj,m) , (2.5.2e)

k̇i,j = −∆ξ
∑

m∈Z
βm (ki,mkj,m − κi,mκj,m) , (2.5.2f)

γ̇i,j = −∆ξ
∑

m∈Z
βm (γi,mkj,m − gi,mκj,m) , (2.5.2g)

κ̇i,j = −∆ξ
∑

m∈Z
βm (κi,mgj,m − ki,mγj,m) , (2.5.2h)

where we have momentarily redefined R and Q as

[
R
Q

]
=

[
γ k
g κ

]
∗
[

Uβ
h+ ρ∞r̄

]
.

Equations (2.5.2c), (2.5.2d), and the second equation of (2.5.2b), have
been obtained formally by applying D+ to (2.4.30a), (2.4.30b), and
(2.4.30c), in combination with (2.4.28). We collect all the variables in a
tuple

Y = (ζ, U,H, r, α, β, h, g, k, γ, κ) ∈ Eaux
∆ξ

for

Eaux
∆ξ := `̀̀∞ ×

(
`̀̀2 ∩ `̀̀∞

)
× `̀̀∞ × (`̀̀2)4 × (`̀̀∗)4,

and introduce the corresponding norm

‖Y ‖Eaux
∆ξ

:= ‖ζ‖`̀̀∞ + ‖U‖`̀̀2 + ‖U‖`̀̀∞ + ‖H‖`̀̀∞ + ‖r‖`̀̀2
+ ‖α‖`̀̀2 + ‖β‖`̀̀2 + ‖h‖`̀̀2 + ‖g‖`̀̀∗ + ‖k‖`̀̀∗ + ‖γ‖`̀̀∗ + ‖κ‖`̀̀∗ .

Note how we require U ∈ `̀̀∞ to account for the fact that the decoupling
of U and D+U deprives us of the continuous inclusion h1 ⊂ `̀̀∞.
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Lemma 2.5.1 (Short-time solution for (2.5.2)). Let Y0 ∈ Eaux
∆ξ be such

that 1 +αj ≥ 0 for all j, and with initial auxiliary variables g0, k0, γ0, κ0

constructed according to Theorem 2.3.5 and Corollary 2.3.7 with aj =
1 + αj. Then, there exists a time T > 0 depending only on ‖Y0‖Eaux

∆ξ

such that (2.5.2) has a unique solution Y ∈ C1([0, T ],Eaux
∆ξ ) with initial

datum Y0.

Proof of Lemma 2.5.1. We will use the symmetry and anti-symmetry
identities (2.4.25) and (2.4.26) in our estimates and we explain now
why it can be done. First, we note that these identities hold initially
by the construction of (2.3.32) and (2.3.36). Then, from the evolution
equations (2.5.2e)–(2.5.2h) one can check that the symmetry identities
are preserved by the Picard fixed-point operator which we will use here
to prove the short-time existence of (2.5.2). Then, by establishing local
Lipschitz regularity of the right-hand side, we can prove the existence
of a short-time solution in the closed subset of Eaux

∆ξ where (2.4.25) and
(2.4.26) hold.

Let us consider two functions in Eaux
∆ξ ,

Y = (ζ, U,H, r, α, β, h, g, k, γ, κ)

and

Ỹ =
(
ζ̃, Ũ , H̃, r̃, α̃, β̃, h̃, g̃, k̃, γ̃, κ̃

)
.

For the Lipschitz estimates, we first treat the right-hand sides of (2.5.2e)–
(2.5.2h). We only provide details for (2.5.2e) as (2.5.2f)–(2.5.2h) can be
treated similarly.

We start by considering the `̀̀∞-norm using the following splitting,

∣∣∣∣∣−∆ξ
∑

m∈Z
βm (gj,mgi,m − γi,mγj,m) +∆ξ

∑

m∈Z
β̃m (g̃j,mg̃i,m − γ̃i,mγ̃j,m)

∣∣∣∣∣

≤
∣∣∣∣∣∆ξ

∑

m∈Z
βmgj,mgi,m −∆ξ

∑

m∈Z
β̃mg̃j,mg̃i,m

∣∣∣∣∣

+

∣∣∣∣∣∆ξ
∑

m∈Z
βmγi,mγj,m −∆ξ

∑

m∈Z
β̃mγ̃i,mγ̃j,m

∣∣∣∣∣

We estimate the first term as follows

∣∣∣∣∣∆ξ
∑

m∈Z
βmgj,mgi,m −∆ξ

∑

m∈Z
β̃mg̃j,mg̃i,m

∣∣∣∣∣
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≤ ‖g‖`̀̀∞ ‖g‖`̀̀2 ‖β−β̃‖`̀̀2+‖g‖`̀̀∞ ‖β̃‖`̀̀2 ‖g − g̃‖`̀̀2+‖β̃‖`̀̀2 ‖g̃‖`̀̀2 ‖g − g̃‖`̀̀∞

and the second term has a similar estimate. For the `̀̀1-norm, use the
same splitting and consider again only the first term. We make use of
the symmetry properties of the kernel operators, as given in Lemma
(2.4.3), to switch between indices and obtain

∆ξ
∑

i∈Z

∣∣∣∣∣∆ξ
∑

m∈Z
βmgj,mgi,m −∆ξ

∑

m∈Z
β̃mg̃j,mg̃i,m

∣∣∣∣∣

≤ ‖g‖`̀̀1 ‖g‖`̀̀2 ‖β−β̃‖`̀̀2 +‖g‖`̀̀1 ‖β̃‖`̀̀2 ‖g − g̃‖`̀̀2 +‖β̃‖`̀̀2 ‖g̃‖`̀̀2 ‖g − g̃‖`̀̀1 ,

From (2.5.1) we get ‖g−g̃‖`̀̀2 ≤ 1
2(‖g − g̃‖`̀̀∞+‖g−g̃‖`̀̀1) and therefore we

can conclude that the right-hand side in (2.5.2e) is Lipschitz-continuous
with respect to the Eaux

∆ξ -norm.

Let us consider Lipschitz properties of R and Q. We decompose Q
in Q1 +Q2 where

(Q1)j := ∆ξ
∑

i∈Z
gi,jUi(D+Ui), (2.5.3a)

(Q2)j := ∆ξ
∑

i∈Z
κi,j (hi + ρ∞r̄i) . (2.5.3b)

Similarly, we decompose R in R1 +R2 where

(R1)j := ∆ξ
∑

i∈Z
γi,jUi(D+Ui), (2.5.4a)

(R2)j := ∆ξ
∑

i∈Z
ki,j (hi + ρ∞r̄i) . (2.5.4b)

We have Q2 = κ ∗ f for f = h+ ρ∞r so that

‖f‖`̀̀2 = ‖h+ ρ∞r‖`̀̀2 ≤ ‖h‖`̀̀2 + ρ∞‖r‖`̀̀2 .

Starting with Q2, we have

‖Q2 − Q̃2‖`̀̀2 = ‖κ ∗ f − κ̃ ∗ f̃‖`̀̀2 ≤ ‖(κ− κ̃) ∗ f‖`̀̀2 + ‖κ̃ ∗ (f − f̃)‖`̀̀2

For the first term above, applying the Young’s inequality (2.4.24) with
r = p = 2 and q = 1, we get

‖(κ− κ̃) ∗ f‖`̀̀2 ≤ ‖κ− κ̃‖
1
2
`̀̀1
‖(κ− κ̃)>‖

1
2
`̀̀1
‖f‖`̀̀2
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Using the antisymmetry property (2.4.26) of κ and κ̃, namely κ> = −γ
and κ̃> = −γ̃, we get

‖(κ− κ̃) ∗ f‖`̀̀2 ≤ ‖κ− κ̃‖
1
2
`̀̀1
‖γ − γ̃‖

1
2
`̀̀1
‖f‖`̀̀2

Hence, we obtain the following estimate in `̀̀2-norm,

‖Q2 − Q̃2‖`̀̀2 ≤
‖γ − γ̃‖`̀̀1 + ‖κ− κ̃‖`̀̀1

2
‖f‖`̀̀2 +

‖γ̃‖`̀̀1 + ‖κ̃‖`̀̀1
2

‖f − f̃‖`̀̀2 .

For the `̀̀∞-norm, we use the same splitting

‖Q2 − Q̃2‖`̀̀∞ ≤ ‖(κ− κ̃) ∗ f‖`̀̀∞ + ‖κ ∗ (f − f̃)‖`̀̀∞ .

Applying Young’s inequality (2.4.24), for r =∞ and p = q = 2, and the
symmetry property of κ, we obtain in a similar way as before that

‖Q2 − Q̃2‖`̀̀∞ ≤ ‖γ − γ̃‖`̀̀2‖f‖`̀̀2 + ‖γ̃‖`̀̀2‖f − f̃‖`̀̀2 .

In a similar fashion as for Q2 we find

‖R2 − R̃2‖`̀̀2 ≤ ‖k − k̃‖`̀̀1 ‖f‖`̀̀2 + ‖k̃‖`̀̀1‖f − f̃‖`̀̀2 ,
‖R2 − R̃2‖`̀̀∞ ≤ ‖k − k̃‖`̀̀2 ‖f‖`̀̀2 + ‖k̃‖`̀̀2‖f − f̃‖`̀̀2 .

Furthermore, analogous applications of (2.4.24) and (2.4.26) produce

‖Q1 − Q̃1‖`̀̀2 ≤ ‖g − g̃‖`̀̀2 ‖Uβ‖`̀̀1 + ‖g̃‖`̀̀2‖Uβ − Ũ β̃‖`̀̀1 ,
‖Q1 − Q̃1‖`̀̀∞ ≤ ‖g − g̃‖`̀̀∞ ‖Uβ‖`̀̀1 + ‖g̃‖`̀̀∞‖Uβ − Ũ β̃‖`̀̀1 ,
‖R1 − R̃1‖`̀̀2 ≤ ‖γ − γ̃‖`̀̀2 ‖Uβ‖`̀̀1 + ‖γ̃‖`̀̀2‖Uβ − Ũ β̃‖`̀̀1 ,
‖R1 − R̃1‖`̀̀∞ ≤ ‖γ − γ̃‖`̀̀∞ ‖Uβ‖`̀̀1 + ‖γ̃‖`̀̀∞‖Uβ − Ũ β̃‖`̀̀1 .

For the `̀̀1-norms above we then apply the Cauchy–Schwarz inequality
to obtain

‖Uβ‖`̀̀1 ≤ ‖U‖`̀̀2 ‖β‖`̀̀2 , ‖Uβ−Ũ β̃‖`̀̀1 ≤ ‖U‖`̀̀2 ‖β−β̃‖`̀̀2+‖Ũ‖`̀̀2‖β−β̃‖`̀̀2 ,

which contain the relevant norms.

From the preceding estimates on Q1 and Q2 the local Lipschitz prop-
erty of the right-hand side of the second equation in (2.5.2a) in the
`̀̀2 ∩ `̀̀∞-norm is clear. Furthermore, since U ∈ `̀̀∞, the previous `̀̀∞-
estimates on R and Q also show that the right-hand sides of (2.5.2c)
and (2.5.2d) are locally Lipschitz in the `̀̀2-norm. For the last equation
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in (2.5.2a), we introduce the right-shift operator (τR)j = Rj−1 and we
have

‖U(τR)− Ũ(τR̃)‖`̀̀∞ ≤ ‖U − Ũ‖`̀̀∞ ‖τR‖`̀̀∞ + ‖Ũ‖`̀̀∞‖τ(R− R̃)‖`̀̀∞
≤ ‖U − Ũ‖`̀̀∞ ‖R‖`̀̀∞ + ‖Ũ‖`̀̀∞‖R− R̃‖`̀̀∞ ,

The remaining right-hand sides in (2.5.2a) and (2.5.2b) are linear in the
solution variables, and thus Lipschitz in their respective norms. Hence,
for (2.5.2) written as Ẏ = F̂ (Y ) we have

‖F̂ (Y )− F̂ (Ỹ )‖Eaux
∆ξ
≤ C(‖Y ‖Eaux

∆ξ
, ‖Ỹ ‖Eaux

∆ξ
)‖Y − Ỹ ‖Eaux

∆ξ
,

which is what we set out to prove.

The final step in obtaining short-time existence for (2.4.30) from the
auxiliary system, is to show that if the initial data for (2.5.2) satisfy

[
−Dj− (1 + αj)

(1 + αj) −Dj+

]
◦
[
γi,j ki,j
gi,j κi,j

]
=

1

∆ξ

[
δi,j 0
0 δi,j

]
(2.5.5a)

α = D+ζ, β = D+U, and h = D+H, (2.5.5b)

then these identities are preserved in time by the solution. The result
for (2.5.5a) has been proved in Lemma 2.4.3, as it only depends on
the identity (D+y)t = D+U , which is replaced here by αt = β. Using
(2.5.5a), we infer from (2.4.28) that

[
−D− (1 + αj)

(1 + αj) −D+

]
◦
[
Rj
Qj

]
=

[
Ujβj

hj + ρ∞r̄j

]
. (2.5.6)

From the definition of (2.5.2) we get

d

dt
(αj −D+ζj) = βj −D+Uj , (2.5.7a)

while the expression for D+Qj from (2.5.6) yields

d

dt
(βj −D+Uj) = 0, (2.5.7b)

and from the expression for D−Rj we obtain

d

dt
(hj −D+Hj) = −Rj(βj −D+Uj). (2.5.7c)

Hence, the equations (2.5.7) give us that (2.5.5b) holds for all time if it
holds initially. Then we have proved the following theorem.
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Theorem 2.5.2 (Short-time solution for (2.4.30)). Given X0 ∈ Eker
∆ξ

such that 1 + D+ζj ≥ 0 and g0, k0, γ0, and κ0 are constructed according
to Theorem 2.3.5 and Corollary 2.3.7 with aj = 1 + D+ζj. Then, there
exists a time T depending only on ‖X0‖Eker

∆ξ
such that (2.4.30) has a

unique solution X ∈ C1([0, T ],Eker
∆ξ) with initial datum X0.

The next step is to prove that there exists a subset, denoted by B, of
Eker
∆ξ which is preserved by the evolution equation. For this subset, the

solution exists globally in time. The subset B is defined as follows.

Definition 2.5.3. The set B is composed of all (ζ, U,H, r̄, g, k, γ, κ) ∈
Eker
∆ξ such that

(a) g, k, γ, κ satisfy the properties listed in Lemma 2.4.3 for a = D+y,

(b) (D+y,D+U,D+H, r̄) ∈ (`̀̀∞)4,

(c) 2(D+yj)(D+Hj) = (Uj)
2(D+yj)

2 + (D+Uj)
2 + r̄2

j for all j,

(d) D+yj ≥ 0, D+Hj ≥ 0, D+yj + D+Hj > 0 for all j.

Lemma 2.5.4 (Properties preserved by the flow). Given initial datum
X0 ∈ B, let X(t) ∈ C1([0, T ],Eker

∆ξ) be the corresponding short-time so-
lution given by Theorem 2.5.2. Then X(t) ∈ B for all t ∈ [0, T ].

Proof of Lemma 2.5.4. Property (a) follows from Lemma 2.4.3, since the
solution variables in X(t) satisfy D+ẏj = D+Uj and D+U ∈ `̀̀2, where
we as usual have D+yj = 1 + D+ζj .

The proof of property (b) essentially follows [30, Lem. 3.3], which
again is based on [36, Lem. 2.4], and the argument is as follows. Consider
U , R, Q defined in (2.5.3a), (2.5.3b), (2.5.4a) and (2.5.4b) as given
functions for t ∈ [0, T ] based on the solution variables in X(t). Then
we can read off from (2.5.2) that the variables (D+y,D+U,D+H, r̄)(t)
coming from X(t) satisfy the following affine system,

α̇j = βj

β̇j = −Rjαj + hj + ρ∞rj

ḣj =
(
(Uj)

2 −Rj
)
βj − UjQjαj ,

ṙj = −ρ∞βj ,

(2.5.8)

in the respective variables (α, β, h, r). We know that U , R, and Q are
bounded in the `̀̀∞-norm, and so the affine system (2.5.8) has bounded
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coefficients. Then we may take any norm we like, in particular the `̀̀∞-
norm, and right-hand side of (2.5.8) will be locally Lipschitz in that
norm. Hence, the result follows from a standard contraction argument.

To prove (c) we simply differentiate the identity with respect to time
while applying (2.4.28) and (2.4.30), or (2.5.2) if you will, to find

d

dt

[
(D+yj)hj −

1

2
(Uj)

2(D+yj)
2 − 1

2
(D+Uj)

2 − 1

2
r̄2
j

]

= (D+yj)ḣj + (D+ẏj)hj − UjU̇j(D+yj)
2 − (Uj)

2(D+yj)(D+ẏj)

− (D+Uj)(D+U̇j)− r̄j ˙̄rj

= (D+yj)
[(

(Uj)
2 −Rj

)
(D+Uj)− UjQj(D+yj)

]

+ (D+Uj)hj + UjQj(D+yj)
2 − (Uj)

2(D+yj)(D+Uj)

+ (D+Uj) [Rj(D+yj)− hj − ρ∞r̄j ] + r̄jρ∞(D+Uj)

= 0,

where we identify hj and D+Hj . Consequently, if (c) holds for t = 0,
then it will hold for all t ∈ (0, T ].

To prove (d) we fix j ∈ Z and define

t∗ := sup{t ∈ [0, T ] : D+yj(t
′) ≥ 0, t′ ∈ [0, t]},

and assume t∗ < T . Since D+yj is continuous with respect to time we
have D+yj(t

∗) = 0, which by (c) and h ∈ `̀̀∞ from (b) implies

D+ẏj(t
∗) = D+Uj(t

∗) = r̄j(t
∗) = 0.

From (2.4.28) and (2.4.30) we get

D+ÿj = −D+Qj = −Rj(D+yj) + hj + ρ∞r̄j ,

implying D+ÿj(t
∗) = hj(t

∗). Assume first hj(t
∗) = 0 which implies

(D+yj ,D+Uj , hj , r̄j)(t
∗) = (0, 0, 0, 0).

Uniqueness of solutions for (2.5.8) then yields

(D+yj ,D+Uj , hj , r̄j)(0) = (0, 0, 0, 0),

which contradicts X0 ∈ B. Assume then hj(t
∗) < 0. This contradicts

the definition of t∗ as there would then be a neighborhood of t∗ where
D+yj < 0. Therefore we must have hj(t

∗) > 0 and so there must be
a neighborhood of t∗ where D+yj > 0 contradicting the definition of
t∗. Hence t∗ = T and we have proved D+yj(t) ≥ 0 for t ∈ [0, T ].
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When D+yj > 0 it follows from (2.4.22) that hj ≥ 0. On the other
hand, if D+yj(t) = 0 we have just seen that hj(t) < 0 would imply that
D+yj < 0 in a punctured neighborhood of t, which is impossible. Thus
we must have hj(t) ≥ 0 for t ∈ [0, T ]. For the last inequality, assume
that D+yj+hj > 0 does not hold for t ∈ [0, T ]. Then by continuity there
is a t such that (D+yj + hj)(t) = 0, but this would again by uniqueness
of solutions for (2.5.8) mean that (D+yj + hj)(0) = 0 which contradicts
X0 ∈ B.

For the rest of the paper we will only consider X ∈ B ∩ Eker
∆ξ , as

solutions in this set contains all the relevant solutions to the original
2CH system (2.1.2). Lemma 2.5.4, and in particular the preservation of
the identity

2(D+yj)hj = U2
j (D+yj)

2 + (D+Uj)
2 + r̄2

j , (2.5.9)

allows us to prove useful estimates for the solutions in B. We have

∆ξ
∑

j∈Z
|Uj | |D+Uj | ≤ H∞(t), (2.5.10)

where H∞(t) = limn→+∞Hn is the total energy of the discrete system.
This quantity corresponds to Hdis in (2.2.13). Indeed, the Hamiltonian
(2.2.14) is conserved for t ∈ [0, T ], that is H∞(t) = H∞(0) < ∞ for
t ∈ [0, T ]. We denote the preserved total energy H∞(t) by H∞. Turning
back to the inequality (2.5.10), it can be proved as follows,

∆ξ
∑

j∈Z
|Uj | |D+Uj | ≤ ∆ξ

∑

j∈Z
|Uj |

√
(D+yj)[2hj − U2

j (D+yj)]

≤ 1

2
∆ξ
∑

j∈Z
U2
j (D+yj) +

1

2
∆ξ
∑

j∈Z
[2hj − U2

j (D+yj)]

= H∞,

where in the first inequality we have used (2.5.9), and in the second
inequality we have used D+yj ≥ 0 together with the Cauchy–Schwarz
inequality. An immediate consequence of (2.5.10) is that ‖U‖`̀̀∞ can be
uniformly bounded by a constant depending only on H∞. To show this,
we note that by adding and subtracting in (2.2.5) we have the identity

D±(Ui)
2 = 2Ui(D±Ui)±∆ξ(D±Ui)2.

Taking advantage of the decay of U at infinity, we may then write

(Uj)
2 = −2∆ξ

∞∑

i=j

Ui(D+Ui)− (∆ξ)2
∞∑

i=j

(D+Ui)
2 ≤ 2∆ξ

∑

i∈Z
|Ui| |D+Ui| ,
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from which the bound

sup
0≤t≤T

‖U(t)‖`̀̀∞ ≤
√

2H∞ (2.5.11)

follows. From (2.5.11) and (2.4.30a) we then obtain the estimate

‖ζ(t)‖`̀̀∞ ≤ ‖ζ(0)‖`̀̀∞ +
√

2H∞t. (2.5.12)

Another useful estimate coming from (2.5.9) is

|r̄j | ≤
√

2(D+yj)hj . (2.5.13)

Now that Lemma 2.5.4 has established D+yj(t) ≥ 0 in the short-time
solution for t ∈ [0, T ], we can apply Lemma 2.3.9 with aj = D+yj .
Indeed, the sequences g, γ, k, and κ solve (2.4.19) and belong to `̀̀∗ for
t ∈ [0, T ], and so they correspond to the unique decaying solution. These
properties contained in Lemmas 2.3.9 and 2.4.3 are essential to establish
the a priori estimates contained in the next lemma.

Lemma 2.5.5 (A priori relations and inequalities for the kernels). As
a consequence of establishing the preservation of the summation kernels
and their sign properties over time, we have the identities

∆ξ
∑

j∈Z
(D+yj)|γi,j | = ∆ξ

∑

j∈Z
|Dj+gi,j | = 2 ‖g‖`̀̀∞ , (2.5.14a)

∆ξ
∑

j∈Z
(D+yj)|κi,j | = ∆ξ

∑

i∈Z
|Dj−ki,j | = 2 ‖k‖`̀̀∞ , (2.5.14b)

as well as

∆ξ
∑

j∈Z
(D+yj)gi,j = ∆ξ

∑

j∈Z
(A[D+y]gi)j = 1, (2.5.15a)

∆ξ
∑

i∈Z
(D+yj)ki,j = ∆ξ

∑

j∈Z
(B[D+y]ki)j = 1, (2.5.15b)

and the bounds

‖g‖`̀̀∞ , ‖k‖`̀̀∞ , ‖γ‖`̀̀∞ , ‖κ‖`̀̀∞ ≤ 1, (2.5.16)

‖g‖`̀̀1 ≤ 1 + 2 ‖ζ‖`̀̀∞ , ‖k‖`̀̀1 ≤ 1 + 2 ‖ζ‖`̀̀∞ ,
‖γ‖`̀̀1 ≤ 2 [1 + ‖ζ‖`̀̀∞ ] , ‖κ‖`̀̀1 ≤ 2 [1 + ‖ζ‖`̀̀∞ ] .

(2.5.17)
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Proof of Lemma 2.5.5. To prove (2.5.14a) we use D+yj ≥ 0 and (2.4.19)
for the leftmost equalities, while for the rightmost equalities we use the
monotonicity properties of (2.3.38) to write

∆ξ
∑

j∈Z
|Dj+gi,j | = ∆ξ

i−1∑

j=−∞
Dj+gi,j −∆ξ

∞∑

j=i

Dj+gi,j = 2gi,i = 2 ‖g‖`̀̀∞ .

We obtain (2.5.14a) in the same way. To obtain (2.5.15), we use the
definitions of the operators A in (2.2.16) and B in (2.3.33), and apply
telescopic cancellation to the differences Dj+γi,j and Dj−κi,j in the iden-
tities (2.4.19). In the same manner, telescopic cancellation applied to
(2.4.19) yields

γi,j =

{
∆ξ
∑j

m=−∞(D+ym)gi,m, j ≤ i− 1,

−∆ξ∑∞m=j+1(D+ym)gi,m, j ≥ i,

Using the fact that D+yj ≥ 0 and gi,j ≥ 0, the triangle inequality and
(2.5.15) yield (2.5.16) for γ. We proceed similarly for κ. For g, observe
that, using (2.4.19), we can rewrite them as

gi,j =
∑

m∈Z
gi,mδj,m

= ∆ξ
∑

m∈Z
gi,m [(D+ym)gj,m −Dm−γj,m]

= ∆ξ
∑

m∈Z
(D+ym) [gi,mgj,m + γi,mγj,m] .

(2.5.18)

Using the decay at infinity we can then write

(gi,i)
2 =

+∞∑

m=i

[
(gi,m+1)2 − (gi,m)2

]

= ∆ξ
+∞∑

m=i

[gi,m+1 + gi,m] Dm+gi,m

= ∆ξ

+∞∑

m=i

[gi,m+1 + gi,m] (D+ym)|γi,m|

≤ 2∆ξ
+∞∑

m=i

gi,m(D+ym)|γi,m|

≤ ∆ξ
+∞∑

m=i

(D+ym)
[
(gi,m)2 + (γi,m)2

]
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≤ ∆ξ
∑

m∈Z
(D+ym)

[
(gi,m)2 + (γi,m)2

]

= gi,i,

where we have used (2.3.38) for the first inequality, and (2.5.18) for
the final identity. The bound gi,i ≤ 1 follows, and note how the above
estimates align nicely with those in the proof of Proposition 2.4.1. We
then use 0 ≤ gi,j ≤ gi,i from (2.3.38) to conclude. A similar procedure
can be applied to prove that ki,j ≤ 1. Furthermore, we have

∆ξ
∑

j∈Z
gi,j = ∆ξ

∑

j∈Z
[D+yj −D+ζj ] gi,j

= 1 +∆ξ
∑

j∈Z
ζj+1(Dj+gi,j), from (2.5.15),

= 1 +∆ξ
∑

j∈Z
ζj+1(D+yj)γi,j , from (2.4.19),

≤ 1 + ‖ζ‖`̀̀∞ ∆ξ
∑

j∈Z
(D+yj)|γi,j |,

and the result on the `̀̀1 bound of g follows from (2.5.14) and (2.5.16).
A similar procedure proves the bound on ‖k‖`̀̀1 . For the bound on ‖γ‖`̀̀1
we find

∆ξ
∑

j∈Z
|γi,j |

= ∆ξ
∑

j∈Z
[D+yj −D+ζj ] |γi,j |

= 2gi,i −∆ξ
i−1∑

j=−∞
(D+ζj)γi,j +∆ξ

+∞∑

j=i

(D+ζj)γi,j

= 2 ‖g‖`̀̀∞ − 2ζiγi,i−1 +∆ξ

i−1∑

j=−∞
ζj(Dj−γi,j)−∆ξ

+∞∑

j=i

ζj(Dj−γi,j)

= 2 ‖g‖`̀̀∞ + (1− 2γi,i−1)ζi +∆ξ
∑

j∈Z
sgn

(
i− j − 1

2

)
ζi(D+yj)gi,j

≤ 2 ‖g‖`̀̀∞ + ‖ζ‖`̀̀∞


|1− 2γi,i−1|+∆ξ

∑

j∈Z
(D+yj)gi,j


 ,

where in the second equality we use Lemma 2.3.9, the third equality uses
summation by parts (2.3.5), and the fourth is due to the kernel definition
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property (2.4.19). Then the result follows from (2.5.15), (2.5.16), and
0 ≤ γi,i−1 ≤ 1. A similar procedure proves the bound on ‖κ‖`̀̀1 .

A direct consequence of (2.5.16) is that the `̀̀∞-norms of the ker-
nels remain bounded by 1 for all time. Moreover, combining (2.5.17)
with (2.5.12) we find that the `̀̀1-norms remain bounded for any finite t,
namely

‖g(t)‖`̀̀1 , ‖k(t)‖`̀̀1 ≤ 1 + 2
[
‖ζ(0)‖`̀̀∞ +

√
2H∞t

]
,

‖γ(t)‖`̀̀1 , ‖κ(t)‖`̀̀1 ≤ 2
[
1 + ‖ζ(0)‖`̀̀∞ +

√
2H∞t

]
.

(2.5.19)

Furthermore, Lemma 2.5.5 allows us to find a bound similar to
(2.5.11) for ‖R‖`̀̀∞ and ‖Q‖`̀̀∞ . For Q we find

‖Q‖`̀̀∞ ≤ ‖g ∗ (U(D+U))‖`̀̀∞ + ‖κ ∗ (h+ ρ∞r̄)‖`̀̀∞
≤ ‖g‖`̀̀∞‖U(D+U)‖`̀̀1 + ‖κ‖`̀̀∞‖h‖`̀̀1 + ρ∞‖κ ∗ |r̄| ‖`̀̀∞ .

(2.5.20)

Using (2.5.13) and the Cauchy–Schwarz inequality, we have

ρ∞‖κ ∗ |r̄| ‖`̀̀∞ ≤
1

2
ρ2
∞‖ |κ| ∗ (D+y)‖`̀̀∞ +

1

2
‖ |κ| ∗ (2h)‖`̀̀∞

which by (2.5.14) and (2.5.16) simplifies to

ρ∞‖κ ∗ |r̄| ‖`̀̀∞ ≤
1

2
ρ2
∞(2‖k‖`̀̀∞) + ‖κ‖`̀̀∞‖h‖`̀̀1 ≤ ρ2

∞ +H∞.

Using (2.5.10), we get ‖UD+U‖`̀̀1 ≤ H∞. Hence, from (2.5.20), we get

‖Q‖`̀̀∞ ≤ 3H∞ + ρ2
∞.

An analogous estimate for R can be obtained so that we can conclude
with the bounds

sup
0≤t≤T

‖R(t)‖`̀̀∞ ≤ 3H∞ +
1

2
ρ2
∞, sup

0≤t≤T
‖Q(t)‖`̀̀∞ ≤ 3H∞ + ρ2

∞.

(2.5.21)
Now we are set to prove global existence for solutions of (2.4.30).

Theorem 2.5.6 (Global existence). Given initial datum X0 in the set B
from Definition 2.5.3, the system (2.4.30) admits a unique global solution
X ∈ C1([0,∞),E∆ξ), such that X ∈ B for all times. In particular, for
t > 0, the norm ‖X(t)‖E∆ξ is bounded by C ‖X(0)‖E∆ξ for a constant
C depending only on t, the total energy H∞, the asymptotic density ρ∞,
and ‖ζ(0)‖`̀̀∞.
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Proof. The solution has a finite time of existence T only if

‖X‖E∆ξ = ‖ζ‖V∆ξ + ‖U‖h1 + ‖H‖V∆ξ + ‖r̄‖`̀̀2

blows up as t approaches T . Otherwise the solution can be prolonged by
a small time interval by Theorem 2.5.2. Let X be the short-time solution
given by 2.5.2 for initial datum X0. We will prove sup0≤t≤T ‖X‖E∆ξ <
∞.

From the definition of the h1-norm and (2.3.4) we find that the right-

hand side of (2.4.30a) is bounded in the V∆ξ-norm by 2+
√

2
2 ‖U‖h1 , while

the right-hand side of (2.4.30d) is bounded in `̀̀2-norm by ρ∞ ‖U‖h1 .
Next, we estimate the right hand side of (2.4.30b),

‖Q‖h1 ≤ ‖Q‖`̀̀2 + ‖D+Q‖`̀̀2 ≤ ‖Q‖`̀̀2 + ‖R(1 + D+ζ)− h− ρ∞r̄‖`̀̀2
≤ ‖Q‖`̀̀2 + ‖R‖`̀̀2 + ‖R‖`̀̀∞ ‖D+ζ‖`̀̀2 + ‖h+ ρ∞r̄‖`̀̀2 ,

where we have used the definition of the h1-norm, (2.4.28) and the de-
composition D+yj = 1 + D+ζj . Then, recalling the definitions (2.5.3a)
and (2.5.3b) and applying the Young inequality (2.4.24) to the final
expression above we see that it is bounded by

‖g‖`̀̀1 ‖U(D+U)‖`̀̀2 + ‖γ‖
1
2

`̀̀1
‖κ‖

1
2

`̀̀1
‖h+ ρ∞r̄‖`̀̀2 + ‖γ‖

1
2

`̀̀1
‖κ‖

1
2

`̀̀1
‖U(D+U)‖`̀̀2

+ ‖R‖`̀̀∞ ‖D+ζ‖`̀̀2 + ‖k‖`̀̀1 ‖h+ ρ∞r̄‖`̀̀2 + ‖h+ ρ∞r̄‖`̀̀2

≤
[
‖g‖`̀̀1 + ‖γ‖

1
2

`̀̀1
‖κ‖

1
2

`̀̀1

]
‖U‖`̀̀∞ ‖D+U‖`̀̀2 + ‖R‖`̀̀∞ ‖D+ζ‖`̀̀2

+

[
‖k‖`̀̀1 + ‖γ‖

1
2

`̀̀1
‖κ‖

1
2

`̀̀1

]
[‖h‖`̀̀2 + ρ∞ ‖r̄‖`̀̀2 ] .

Then, applying (2.5.10), (2.5.11), (2.5.19), (2.5.21) and the definitions
of the V∆ξ- and h1-norms we obtain

‖Q‖h1 ≤
(

3 + 4[‖ζ(0)‖`̀̀∞ +
√

2H∞t]
)

[‖U‖h1 + ‖H‖V∆ξ + ρ∞ ‖r̄‖`̀̀2 ]

+

(
3H∞ +

1

2
ρ2
∞

)
‖ζ‖V∆ξ .

Finally, the V∆ξ-norm of the right-hand side of (2.4.30c) can be esti-
mated as

‖U(τR)‖V∆ξ = ‖U(τR)‖`̀̀∞ +
∥∥[U2 −R](D+U)− UQ[1 + D+ζ]

∥∥
`̀̀2

≤ ‖R‖`̀̀∞ ‖U‖`̀̀∞ + [‖U‖2`̀̀∞ + ‖R‖`̀̀∞ ] ‖D+U‖`̀̀2
+ ‖Q‖`̀̀∞ ‖U‖`̀̀2 + ‖Q‖`̀̀∞ ‖U‖`̀̀∞ ‖D+ζ‖`̀̀2
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≤
(

2 +
√

2

2
(3H∞ + ρ2

∞) + 2H∞

)
‖U‖h1

+
√

2H∞

(
3H∞ +

1

2
ρ2
∞

)
‖ζ‖V∆ξ ,

where we again use the notation (τR)j = Rj−1. In the first identity
above we have employed (2.4.28), while in the final line we have used
the definitions of the V∆ξ- and h1-norms together with (2.3.4), (2.5.11)
and (2.5.21).

Gathering all the above estimates of the right-hand sides, writing
(2.4.30) in integral form, and taking norms we obtain the following in-
equality for X(t) = (ζ, U,H, r̄)(t),

‖X(t)‖E∆ξ ≤ ‖X(0)‖E∆ξ+C(H∞, ‖ζ(0)‖`̀̀∞ , ρ∞)

∫ t

0
(1+s) ‖X(s)‖E∆ξ ds,

for t ∈ [0, T ] and some constant C(H∞, ‖ζ(0)‖`̀̀∞ , ρ∞) depending only
on H∞, ‖ζ(0)‖`̀̀∞ and ρ∞. Grönwall’s inequality then yields

‖X(t)‖E∆ξ ≤ ‖X(0)‖E∆ξ exp

{
C(H∞, ‖ζ(0)‖`̀̀∞ , ρ∞)

[
t+

1

2
t2
]}

for t ∈ [0, T ], which shows that ‖X(T )‖E∆ξ is bounded, and we may
according to Theorem 2.5.2 extend our solution indefinitely.

In retrospect, with the estimates (2.5.11) and (2.5.21) in hand, we
see that a Grönwall estimate applied to (2.5.8) shows that the `̀̀∞-norm
of D+y, D+U , h and r̄ at time t ∈ [0, T ] is bounded by their `̀̀∞-norm
at time t = 0 times a factor exp{C(H∞, ρ∞)t}, where the constant
C(H∞, ρ∞) depends only on H∞ and ρ∞.

We also mention that if ρ > 0 initially, the smoothness of the initial
data for the 2CH system (2.1.2) is preserved, see [30]. This is because
the characteristics do not collide in this case, and yξ remains positive for
all time. In the discrete setting, this property takes the form of a lower
bound for D+y. For any given time T , there exists a constant C > 0
depending on maxt∈[0,T ] ‖X(t)‖E∆ξ , ρ∞ and T such that

(D+y)j(t) ≥
ρ2

0,j

C
,

for all j and t ∈ [0, T ]. This follows from (c) in Definition 2.5.3. Thus,
if ρ0,j > 0, we will have yj(t) < yj+1(t) for all time.
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2.5.2 The choice of initial data

In this subsection we will elaborate upon the choice of initial data for
(2.4.30). Let us first consider (2.1.2) where we in addition to u0 ∈ H1,
assume u0,x, ρ0− ρ∞ ∈ L2 ∩L∞. This allows us to choose yj = ξj as the
initial positions of the characteristics, since there is no concentration
of energy in any points. As a consequence, ζj(0) = 0 and the initial
conditions for (2.4.30) can be chosen as Uj(0) = U0(ξj) and ρj(0) =
ρ0(ξj). Then we define initial values for the auxiliary variables through

r̄j(0) = ρj(0)− ρ∞,

Hj(0) = ∆ξ

j−1∑

m=−∞

[
(Um(0))2 + (D+Um(0))2 + (r̄m(0))2

]
.

Moreover, since in this case gi,j(0), ki,j(0) are Green’s functions for
A[1] = B[1] = Id−D−D+, they can be computed explicitly. Indeed,
for D+yj = 1 we have

gi,j(0) = ki,j(0) =
(λ+)−|j−i|√

4 +∆ξ2
,

with λ+ defined in (2.3.10). Thus, initially we have the Eulerian Green’s
sequences as computed in [34].

On the other hand, in our construction of the Green’s functions we
have allowed for D+yj = 0, and so our discretization should be able
to handle singular initial data as well. To fix the ideas we consider
the CH equation (2.1.1) only, that is, we set ρ0 ≡ 0, ρ∞ = 0 and thus
r, r̄ ≡ 0. Moreover, we take u0 ∈ H1 and the positive, finite Radon
measure µ0 to be given, where the absolutely continuous part of µ0

satisfies dµ0,ac = (u2
0 + u2

0,x) dx, and we allow its singular part to be
atomic. This means that µ0((−∞, x)) may contain jump discontinuities.

In the usual manner we introduce the equispaced grid on R. Inspired
by works on conservative solutions of (2.1.1) in Lagrangian coordinates,
we then define

yj(0) := sup{x : µ0((−∞, x)) + x < ξj}.

This is of course the same as interpolating the function

y0(ξ) := sup{x : µ0((−∞, x)) + x < ξ} (2.5.22)

in the gridpoints ξj . In fact, (2.5.22) is given in [36, Eq. (3.21a)], and
we can use the results therein to show that our choice of initial data will
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satisfy Definition 2.5.3. We also adopt their definition of U0, U0(ξ) =
u0 ◦y0(ξ), in [36, Eq. (3.21)], but we will have to modify the definition of
H to satisfy our discrete identity (2.5.9). In our endeavor we will use that
the continuous-setting variables (y0, U0, H0) ∈ V×H1×V. From [36] we
have |y0(ξ)− ξ| ≤ µ0(R), and since the total energy µ0(R) is bounded,
we have ‖y0 − Id‖L∞ ≤ µ0(R). Since yj(0) = y0(ξj), this carries directly
over to our setting, |yj(0)− ξj | ≤ µ0(R), meaning ‖ζ(0)‖`̀̀∞ ≤ µ0(R).
Moreover, they prove ξ 7→ y0(ξ) to be 1-Lipschitz, which yields

|y0(ξj+1)− y0(ξj)| ≤ |ξj+1 − ξj | = ∆ξ =⇒ |D+yj(0)| ≤ 1,

thus D+y(0) ∈ `̀̀∞. They also prove ξ →
∫ y(ξ)
−∞ u2

x(x)dx to be 1-Lipschitz.
Then we have

|U0(ξj+1)− U0(ξj)| =
∣∣∣∣∣

∫ y(ξj+1)

y(ξj)
u(x) dx

∣∣∣∣∣

≤
√
y(ξj+1)− y(ξj)

√∫ y(ξj+1)

y(ξj)
u2
x(x)dx.

(2.5.23)

Using that both factors in the final expression of (2.5.23) are 1-Lipschitz
we obtain |Uj+1(0)− Uj(0)| ≤ ∆ξ, implying |D+Uj(0)| ≤ 1 and D+U(0) ∈
`̀̀∞. In addition, as u0 ∈ L∞ it is clear from Uj(0) = u(yj(0)) that
‖U(0)‖`̀̀∞ ≤ ‖u0‖L∞ .

Now we need to choose Hj in such a way as to satisfy property (c) in
Definition 2.5.3, and we will separate two possible cases. If D+yj(0) > 0
we define hj(0) ≥ 0 such that it satisfies 2hj(D+yj) = (Uj)

2(D+yj)
2 +

(D+Uj)
2. On the other hand, if D+yj(0) = 0 we set hj(0) = 1

2 . Then

we define Hj(0) = ∆ξ
∑j−1

m=−∞ hm(0). Let us estimate hj(0) in the case
D+yj(0) > 0, where we note that another takeaway from (2.5.23) is
|Uj+1(0)− Uj(0)| ≤ √∆ξ

√
yj+1(0)− yj(0), or equivalently |D+Uj(0)| ≤√

D+yj(0). Using this and D+yj(0) ≤ 1 together with property (c) we
find

2hj = U2
j D+yj +

(D+Uj)
2

D+yj
≤ U2

j + 1 ≤ ‖u0‖2L∞ + 1.

Thus, h(0) ∈ `̀̀∞. Finally,

hj(0) + D+yj(0) =

{
1
2 > 0, D+yj(0) = 0,

hj(0) + D+y(0) > 0, D+yj(0) > 0,

and the requirements (a)–(d) in Definition 2.5.3 are satisfied.
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It remains to verify (ζ(0), U(0), H(0), 0) ∈ E∆ξ. We already know
that ζ(0) ∈ `̀̀∞. We know y0 is continuous, so it follows that ζ0 = y0− Id
is bounded and continuous, and we may write

|ζ0(ξj+1)− ζ0(ξj)|2 =

∣∣∣∣∣

∫ ξj+1

ξj

(ζ0)ξ(ξ) dξ

∣∣∣∣∣

2

≤ ∆ξ
∫ ξj+1

ξj

|(ζ0)ξ(ξ)|2 dξ,

or equivalently

∆ξ |D+ζj(0)|2 ≤
∫ ξj+1

ξj

|(ζ0)ξ(ξ)|2 dξ.

Summing over j in the above equation we obtain ‖D+ζ(0)‖`̀̀2 ≤ ‖(ζ0)ξ‖L2 ,
and so ζ(0) ∈ V∆ξ. A completely analogous procedure shows that
‖D+U(0)‖`̀̀2 ≤ ‖(U0)ξ‖L2 . For the L2-norm of U we estimate

∆ξ
∑

j∈Z
|Uj(0)|2 =

∑

j∈Z

∫ ξj+1

ξj

∣∣∣∣∣U0(ξ)−
∫ ξ

ξj

(U0)ξ(s) ds

∣∣∣∣∣

2

≤ 2
∑

j∈Z

∫ ξj+1

ξj

|U0(ξ)|2 dξ

+ 2
∑

j∈Z

∫ ξj+1

ξj

(∫ ξj+1

ξj

|(U0)ξ(s)| ds
)2

dξ

≤ 2 ‖U0‖2L2 + 2
∑

j∈Z
∆ξ2

∫ ξj+1

ξj

|(U0)ξ(s)|2 ds,

which translates into ‖U(0)‖2`̀̀2 ≤ 2 ‖U0‖2L2 + 2∆ξ2 ‖(U0)ξ‖L2 , and so
U(0) ∈ h1. Then it remains to check that H(0) ∈ V∆ξ, and from (2.5.9)
we estimate

2hj = U2
j D+yj + (D+Uj)

2 − 2hjD+ζj

≤ U2
j + (D+Uj)

2 + 2hj |D+ζj |
≤ U2

j + (D+Uj)
2 + hj + hj |D+ζj |2 .

Now, summing over j we find ‖h(0)‖`̀̀1 ≤ ‖U(0)‖2h1+‖h(0)‖`̀̀∞ ‖D+ζ(0)‖2`̀̀2 ,
where the right-hand side is bounded by our previous estimates. Since
hj(0) > 0, it follows from our definition of Hj(0) that Hj(0) < Hj+1(0)
and Hj < ‖h(0)‖`̀̀1 , which yields ‖H(0)‖`̀̀∞ = ‖h(0)‖`̀̀1 . Finally, we have
‖h(0)‖`̀̀2 ≤ ‖h(0)‖`̀̀∞ ‖h(0)‖`̀̀1 , so H(0) ∈ V∆ξ. In conclusion we have the
following theorem, where the functions involved should be compared to
Definition 3.1 in [36].
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Theorem 2.5.7. We consider initial data of the Camassa–Holm equa-
tion given by a pair u0 ∈ H1 and µ0, where µ0 is a positive, finite Radon
measure whose absolutely continuous part satisfies dµ0,ac = (u2 +u2

x) dx,
while its singular part is atomic. Then we can construct sequences of
initial data of the type (ζ0, U0, H0, g0, k0, γ0, κ0) ∈ V∆ξ×h1×V∆ξ× (`̀̀∗)4

for the semi-discrete system (2.4.30), which belongs to the set B in Def-
inition 2.5.3 (for r̄ ≡ 0).

The drawback of not having yj = ξj is that we do not have an
explicit expression for the initial Green’s functions. However, Theorem
2.3.5 guarantees their existence, so the semi-discrete scheme can still be
used. In [26], the discretization (2.4.30) as a numerical method for the
periodic version of (2.1.2). As the problem then is finite-dimensional,
computing the Green’s functions amounts to inverting a matrix and we
are able to find them for any D+yj ≥ 0. An interesting feature is then
that we may allow for singular initial data from the very beginning in
our numerical experiments. For instance, we could let µ0((−∞, x)) be
a pure step-function, meaning that all initial energy is concentrated in
separated points on the domain, and then our scheme would yield the
conservative solutions for this system.

2.6 Convergence of the scheme

In this section we interpolate the solutions of the semi-discrete scheme
analyzed in Section 2.5. We shall then show that these interpolated
functions converge to the solution of the 2CH system as written in (2.4.5)
and (2.4.6). Let us in this section use Y∆ξ to denote the tuple of grid
functions obtained in Theorem 2.5.6 for t ∈ [0, T ],

Y∆ξ(t) = (ζ, U,H, r̄)(t) ∈ E∆ξ = V∆ξ × h1 ×V∆ξ × `̀̀2, (2.6.1)

to avoid confusing the sequence {Uj}j∈Z ∈ h1 with the reference solution
U ∈ H1, etc. In order to ease notation below, we will write ‖Y∆ξ‖ for
sup0≤t≤T ‖Y∆ξ(t)‖. We define the interpolated functions as follows

V∆(t, ξ) =
∑

j∈Z
[Vj(t) + (ξ − ξj)(D+Vj(t))]χj(ξ),

r̄∆(t, ξ) =
∑

j∈Z
r̄j(t)χj(ξ),

R∆(t, ξ) =
∑

j∈Z
[Rj(t) + (ξ − ξj+1)(D−Rj(t))]χj(ξ),

(2.6.2)



100 Paper 2. A variational discretization for a 2CH system

where V is a placeholder for ζ, U , H, and Q, while χj(ξ) denotes the
indicator function for the interval [ξj , ξj+1). We also introduce the func-
tions

y∆(t, ξ) := ξ + ζ∆(t, ξ), r∆(t, ξ) := r̄∆(t, ξ) + ρ∞
∂y∆(t, ξ)

∂ξ
. (2.6.3)

Observe that the interpolated functions above are piecewise linear and
continuous, except for r∆, r̄∆ which are piecewise constant. In particular
we note the identity

Rj + (ξ − ξj+1)(D−Rj) = Rj−1 + (ξ − ξj)(D−Rj), ξ ∈ [ξj , ξj+1],

which shows R∆(t, ξj) = Rj−1. Let us also recall the definition of the
space E in (2.4.8). A consequence of Theorem 2.5.6 is that the tuple of
interpolated functions

X∆(t) := (ζ∆(t, ·), U∆(t, ·), H∆(t, ·), r̄∆(t, ·)) (2.6.4)

satisfies X∆(t) ∈ C1([0, T ],E) for any fixed T > 0 and ∆ξ > 0. Let
us now consider a given initial datum X0 = (ζ0, U0, H0, r̄0) ∈ E for the
equivalent 2CH system (2.4.5). Assume we have a sequence of initial
data Y∆ξ,0 ∈ E∆ξ such that the interpolation of Y∆ξ,0, denoted by X∆,0,
converges to X0, i.e.,

lim
∆ξ→0

‖X∆,0 −X0‖E = 0. (2.6.5)

For T > 0 and each Y∆ξ,0, let Y∆ξ be the corresponding solution given
by Theorem 2.5.6. Furthermore, we denote by X ∈ C([0, T ],E) the
solution to (2.4.5) with initial datum X0, while X∆ ∈ C([0, T ],E) is the
function interpolated from Y∆ξ using (2.6.2). Then we have the following
convergence result.

Theorem 2.6.1 (Convergence). The approximation X∆ in (2.6.4) con-
verges to the solution X of the 2CH system (2.4.5) in C([0, T ],E).

Proof of Theorem 2.6.1. The strategy of the proof is to show that our
interpolated functions (y∆, U∆, H∆, r∆) satisfy (2.4.5) and (2.4.6), where
we allow for a small error of order O(∆ξ). For (2.4.5a), (2.4.5b), and
(2.4.5d), we observe that, by construction, we have

∂y∆
∂t

= U∆,
∂U∆
∂t

= −Q∆,
∂r∆
∂t

= 0
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due to (2.4.28), (2.4.30a), (2.4.30b), and (2.4.30d). Thus, the three linear
equations in (2.4.5) are satisfied exactly by our interpolants. The next
step is to check how well H∆ satisfies (2.4.5c), and we find

∂H∆

∂t
= −

∑

j∈Z
[UjRj−1 + (ξ − ξj)[Uj(D−Rj) +Rj(D+Uj)]]χj

= −
∑

j∈Z
[Uj [Rj−1 + (ξ − ξj)(D−Rj)] +Rj(ξ − ξj)(D+Uj)]χj

= −
∑

j∈Z
[Uj + (ξ − ξj)(D+Uj)] [Rj−1 + (ξ − ξj)(D−Rj)]χj

+
∑

j∈Z
(ξ − ξj)(ξ − ξj+1)(D+Uj)(D−Rj)χj

= −U∆R∆ +
∑

j∈Z
(ξ − ξj)(ξ − ξj+1)(D+Uj)(D−Rj)χj .

This identity then implies

(
∂H∆

∂t
+ U∆R∆

)

ξ

=
∑

j∈Z
(2ξ − ξj − ξj+1)(D+Uj)(D−Rj)χj ,

almost everywhere. Combining the above identities we can estimate the
error in the V-norm as follows,
∥∥∥∥
∂H∆

∂t
+ U∆R∆

∥∥∥∥
V

≤ ∆ξ2
∑

j∈Z
|D+Uj | |D−Rj |+


∆ξ

∑

j∈Z
∆ξ2 |D+Uj |2 |D−Rj |2




1
2

≤ ∆ξ ‖D+U‖`̀̀2 ‖D−R‖`̀̀2 +∆ξ ‖D+U‖`̀̀∞ ‖D−R‖`̀̀2
≤ ∆ξ (‖D+U‖`̀̀2 + ‖D+U‖`̀̀∞) ‖(D+y)Q− U(D+U)‖`̀̀2
≤ ∆ξ (‖D+U‖`̀̀2 + ‖D+U‖`̀̀∞) (‖D+y‖`̀̀∞ ‖Q‖`̀̀2 + ‖U‖`̀̀∞ ‖D+U‖`̀̀2) .

(2.6.6)

Now, for the relations (2.4.6), we measure the error in L2-norm.
From (2.4.28), we obtain the relation

∂y∆
∂ξ

Q∆−
∂R∆
∂ξ
−U∆

∂U∆
∂ξ

=
∑

j∈Z
(ξ− ξj)

[
(D+yj)(D+Qj)− (D+Uj)

2
]
χj ,

and find
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∥∥∥∥
∂y∆
∂ξ

Q∆ −
∂R∆
∂ξ
− U∆

∂U∆
∂ξ

∥∥∥∥
L2

≤ ∆ξ (‖D+y‖`̀̀∞ ‖D+Q‖`̀̀2 + ‖D+U‖`̀̀∞ ‖D+U‖`̀̀2) . (2.6.7)

Finally, using (2.4.28) once more, we have

∂y∆
∂ξ

R∆ −
∂S∆
∂ξ
− ∂H∆

∂ξ
− ρ∞r̄∆ =

∑

j∈Z
(ξ − ξj+1)(D−Rj)(D+yj)χj

which can be estimated as

∥∥∥∥
∂y∆
∂ξ

R∆ −
∂S∆
∂ξ
− ∂H∆

∂ξ
− ρ∞r̄∆

∥∥∥∥
L2

≤ ∆ξ ‖D+y‖`̀̀∞ ‖D−R‖`̀̀2 .
(2.6.8)

The estimate (2.6.6) is exactly as we want it, (2.4.5c) is satisfied in the
appropriate norm up to some small remainder. However, the estimates
(2.6.7) and (2.6.8) require some more work, as we shall see next.

Let us estimate the E-norm of the difference between X∆(T ) and the
exact solution X(T ) := (ζ, U,H, r̄)(T ). From the above estimates and
(2.4.5) we find

‖(ζ∆ − ζ)(T, ·)‖V ≤ ‖(ζ∆ − ζ)(0, ·)‖V +

∫ T

0
‖(U∆ − U)(t, ·)‖V dt

‖(U∆ − U)(T, ·)‖H1 ≤ ‖(U∆ − U)(0, ·)‖H1 +

∫ T

0
‖(Q∆ −Q)(t, ·)‖H1 dt

‖(H∆ −H)(T, ·)‖V ≤ ‖(H∆ −H)(0, ·)‖V

+

∫ T

0
‖(U∆R∆ − UR)(t, ·)‖V dt

+∆ξCH(‖Y∆ξ‖)T
‖(r̄∆ − r̄)(T, ·)‖L2 ≤ ‖(r̄∆ − r̄)(0, ·)‖L2

+ ρ∞

∫ T

0

∥∥∥∥
∂(U∆ − U)(t, ·)

∂ξ

∥∥∥∥
L2

dt,

(2.6.9)

where we have used that the final expression in (2.6.6) can be bounded
by ∆ξCH(‖Y∆ξ‖) for some constant CH depending only on ‖Y∆ξ‖.

From (2.6.9), it is clear that we need estimates of ‖Q∆ −Q‖H1 ,
‖R∆ −R‖L∞ , and ‖(R∆ −R)ξ‖L2 in terms of

‖X∆ −X‖E = ‖ζ∆ − ζ‖V + ‖U∆ − U‖H1 + ‖H∆ −H‖V + ‖r̄∆ − r̄‖L2 ,
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and by definition of the H1-norm and the Sobolev inequality (2.4.18), it
will be sufficient to bound ‖Q∆ −Q‖H1 and ‖R∆ −R‖H1 . To this end,
we note that by the estimates (2.6.7) and (2.6.8), it follows that

[
−∂ξ (y∆)ξ

(y∆)ξ −∂ξ

]
◦
[
R∆
Q∆

]
=

[
U∆(U∆)ξ

(H∆)ξ + ρ∞r̄∆

]
+∆ξ

[
v∆
w∆

]
(2.6.10)

for some functions v∆, w∆ ∈ L2 which are bounded by a constant de-
pending only on the norm ‖Y∆ξ‖ of (2.6.1). Recalling (2.4.12) and the
operators defined in (2.4.10) we know that R(t, ξ) and Q(t, ξ) can be
written as

R(t, ξ) =

∫

R
κ[t](η, ξ)UUξ(t, η) dη +

∫

R
g[t](η, ξ)[Hξ + ρ∞r̄](t, η) dη

= K (UUξ) + G (Hξ + ρ∞r̄) ,

Q(t, ξ) =

∫

R
g[t](η, ξ)UUξ(t, η) dη +

∫

R
κ[t](η, ξ)[Hξ + ρ∞r̄](t, η) dη

= G (UUξ) +K (Hξ + ρ∞r̄)

with kernels

g[t](η, ξ) := 1
2e
−|y(t,ξ)−y(t,η)|, κ[t](η, ξ) := − sgn(ξ − η)g[t](η, ξ).

Due to the obvious similarities between (2.6.10) and (2.4.16) we would
like to generalize the operator identity (2.4.10) by replacing y(t, ξ) with
any function b(t, ξ) such that b(t, ·)− Id ∈ V and bξ(t, ξ) ≥ 0, in partic-
ular this holds for our y∆(t, ξ) in (2.6.3) by virtue of Lemma 2.5.4. This
is can be done, and the unique H1-solution of

[
−∂ξ bξ(t, ξ)
bξ(t, ξ) −∂ξ

] [
φ(t, ξ)
ψ(t, ξ)

]
=

[
v(t, ξ)
w(t, ξ)

]

for v(t, ·), w(t, ·) ∈ L2 is then

φ(t, ξ) =

∫

R

1

2
e−|b(t,ξ)−b(t,η)| [w(t, η)− sgn(ξ − η)v(t, η)] dη,

ψ(t, ξ) =

∫

R

1

2
e−|b(t,ξ)−b(t,η)| [v(t, η)− sgn(ξ − η)w(t, η)] dη.

Consequently, we can generalize G and K from (2.4.10) to be operators
from V × L2 to H1 as follows,

G[t, ξ](b− Id, f) :=

∫

R

1

2
e−|b(t,ξ)−b(t,η)|f(η) dη,



104 Paper 2. A variational discretization for a 2CH system

K[t, ξ](b− Id, f) := −
∫

R
sgn(ξ − η)

1

2
e−|b(t,ξ)−b(t,η)|f(η) dη.

Using these operators, we may write the general solutions φ(t, ξ), ψ(t, ξ)
as

φ(t, ξ) = K[t, ξ](b− Id, v) + G[t, ξ](b− Id, w),

ψ(t, ξ) = G[t, ξ](b− Id, v) +K[t, ξ](b− Id, w).

An argument analogous to [30, Lem. 3.1] then proves that the operators

R1[t, ·] : (ζ, U,H, r̄) 7→ K[t, ·](ζ, UUξ) + G[t, ·](ζ,Hξ + ρ∞r̄)

and
R2[t, ·] : (ζ, v, w) 7→ K[t, ·](ζ, v) + G[t, ·](ζ, w)

are locally Lipschitz as operators from E → H1 and V × (L2)2 → H1

respectively, and the same is true for

Q1[t, ·] : (ζ, U,H, r̄) 7→ G[t, ·](ζ, UUξ) +K[t, ·](ζ,Hξ + ρ∞r̄)

and
Q2[t, ·] : (ζ, v, w) 7→ G[t, ·](ζ, v) +K[t, ·](ζ, w).

Finally turning back to the functions we are interested in, we note
that, since our interpolants R∆ and Q∆ are solutions of (2.6.10), they
can be written as

R∆(t, ξ) = R1[t, ξ] (ζ∆, U∆, H∆, r̄∆) +∆ξR2[t, ξ](ζ∆, v∆, w∆),

Q∆(t, ξ) = Q1[t, ξ] (ζ∆, U∆, H∆, r̄∆) +∆ξQ2[t, ξ](ζ∆, v∆, w∆).

These should then be compared to R and Q for the exact solution, which
now can be written as

R(t, ξ) = R1[t, ξ](ζ, U,H, r̄),

Q(t, ξ) = Q1[t, ξ](ζ, U,H, r̄).

Then, we write

Q∆(t, ξ)−Q(t, ξ) = Q1 (ζ∆, U∆, H∆, r̄∆)−Q1 (ζ, U,H, r̄)

+∆ξQ2[t, ξ](ζ∆, v∆, w∆)

and it follows from the Lipschitz property that

‖Q∆(t, ·)−Q(t, ·)‖H1 ≤ CQ,1(‖X∆(t)‖E , ‖X(t)‖E) ‖X∆(t)−X(t)‖E
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+∆ξCQ,2(‖Y∆ξ‖)
for constants CQ,1, CQ,2, and we can derive an analogous estimate for
‖R∆(t, ·)−R(t, ·)‖H1 .

From the above estimates, the obvious inequality ‖fξ‖L2 ≤ ‖f‖H1 ,

and ‖f‖V ≤ 2+
√

2
2 ‖f‖H1 coming from (2.4.18), we may add the equa-

tions in (2.6.9) to obtain

‖X∆(T )−X(T )‖E ≤ ‖X∆(0)−X(0)‖E +∆ξC1(‖Y∆ξ‖)T

+ C2(‖Y∆ξ‖ , ‖X‖)
∫ T

0
‖X∆(t)−X(t)‖E dt,

where we have used that both sup0≤t≤T ‖X∆‖E ≤ C(‖Y∆ξ‖) and ‖X‖ :=
sup0≤t≤T ‖X(t)‖E and are bounded by constants depending on T and the
E-norm of their initial data. In particular, by Theorem 2.5.6 we know
‖Y∆ξ‖ is bounded by a constant depending only on T , H∞, ‖ζ(0)‖`̀̀∞ ,
and ρ∞. Grönwall’s inequality then yields the estimate

‖X∆(T )−X(T )‖E ≤ C3 (‖Y∆ξ‖ , ‖X‖)
× [‖X∆(0)−X(0)‖E +∆ξC1(‖Y∆ξ‖)T ] .

Combining this estimate with (2.6.5), we obtain the desired result.

Since convergence in Lagrangian coordinates implies convergence in
the corresponding Eulerian coordinates, see [27] for details, this shows
that interpolated solutions of the discrete two-component Camassa–
Holm system can be used to obtain conservative solutions of the 2CH
system (2.1.2). In particular, as conservative solutions of (2.1.1) are
unique according to [4], our discretization of the CH equation corre-
sponds to the unique conservative solution of (2.1.1).
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Appendix 2.A Proofs of Propositions 2.3.1
and 2.4.2

Proof of (2.3.3). This is a consequence of the following inequalities,

|aj |2 =
1

∆ξ
∆ξ|aj |2 ≤

1

∆ξ
∆ξ
∑

j∈Z
|aj |2,
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and

∆ξ
∑

j∈Z
|aj |2 ≤

1

∆ξ
∆ξ
∑

j∈Z
|aj |∆ξ

∑

i∈Z
|ai| =

1

∆ξ


∆ξ

∑

j∈Z
|aj |




2

,

where we have used the definitions (2.2.6).

Proof of (2.3.4). We rewrite (aj)
2 as

(aj)
2 =

1

2

j−1∑

i=−∞

(
(ai+1)2 − (ai)

2
)
− 1

2

∞∑

i=j

(
(ai+1)2 − (ai)

2
)

=
∆ξ

2




j−1∑

i=−∞
(ai+1 + ai)D+ai −

∞∑

i=j

(ai+1 + ai)D+ai




≤ ∆ξ

4

∑

i∈Z

(
|ai+1|2 + |ai|2 + 2 |D+ai|2

)

=
1

2
‖a‖2h1 ,

where we have applied (2.3.1).

Proof of (2.3.5). Telescopic cancellations yield

∆ξ
n∑

j=m

(D+aj)bj =
n∑

j=m

(aj+1 − aj)bj

=
n∑

j=m

aj+1bj −
n∑

j=m

ajbj−1 −
n∑

j=m

aj(bj − bj−1)

= an+1bn − ambm−1 −∆ξ
n∑

j=m

aj(D−bj).

A proof of (2.3.6) follows that of the continuous case, see, e.g., [7,
Ex. 4.4]. To be precise, it comes from applying induction to the standard
Hölder inequality.

Proof of (2.3.7). Without loss of generality we may assume k ≤ j and
compute

|aj − ak| =
∣∣∣∣∣∆ξ

j−1∑

m=k

D+am

∣∣∣∣∣
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≤
(
∆ξ

j−1∑

m=k

|D+am|2
)1/2(

∆ξ

j−1∑

m=k

1

)1/2

≤ ‖D+a‖`̀̀2 |∆ξ(j − k)|1/2.

The result follows from taking supremum over j and k.

Proof of (2.3.8). We first note

‖D+a‖2`̀̀2 = ∆ξ
∑

|j|<n
|D+aj |2 +∆ξ

∑

|j|≥n
|D+aj |2 =: ln + un, n ∈ N,

where ln ↗ ‖D+a‖2`̀̀2 and un ↘ 0 as n → +∞ by Bolzano–Weierstraß.
Furthermore,

√
∆ξ|D+aj | =

(
∆ξ|D+aj |2

)1/2

≤ min






∆ξ

+∞∑

k=j

|D+ak|2



1/2

,

(
∆ξ

j∑

k=−∞
|D+ak|2

)1/2




so that

lim
j→±∞

√
∆ξ |D+aj | ≤ lim

j→±∞


∆ξ

∑

|k|≥|j|
|D+ak|2




1/2

= lim
j→±∞

(u|j|)
1/2 = 0.

Proof (2.4.24). Let us denote h = g ∗ f . Note that r < ∞ =⇒ p, q <
∞, which shows that some configurations are impossible and can be
excluded. We deal with the three remaining cases:

(i) r <∞: From the generalized Hölder inequality we obtain

|hj | ≤ ∆ξ
∑

i∈Z

(
|fi|

p
r |gi,j |

q
r

)
|fi|1−

p
r |gi,j |1−

q
r

≤
[
∆ξ
∑

i∈Z

(
|fi|

p
r |gi,j |

q
r

)r
] 1
r
[
∆ξ
∑

i∈Z

(
|fi|1−

p
r

) rp
r−p

] r−p
rp

×
[
∆ξ
∑

i∈Z

(
|gi,j |1−

q
r

) rq
r−q

] r−q
rq
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≤
[
∆ξ
∑

i∈Z
|fi|p|gi,j |q

] 1
r
[
∆ξ
∑

i∈Z
|fi|p

] r−p
rp

×


sup
j∈Z

(
∆ξ
∑

i∈Z
|gi,j |q

) 1
q




r−q
r

which implies

∆ξ
∑

j∈Z
|hj |r

≤ ‖f‖r−p`̀̀p


sup
j∈Z

(
∆ξ
∑

i∈Z
|gi,j |q

) 1
q



r−q

∆ξ
∑

j∈Z
∆ξ
∑

i∈Z
|fi|p|gi,j |q

≤ ‖f‖r−p`̀̀p


sup
j∈Z

(
∆ξ
∑

i∈Z
|gi,j |q

) 1
q



r−q

∆ξ
∑

i∈Z
|fi|p∆ξ

∑

j∈Z
|gi,j |q

≤ ‖f‖r`̀̀p


sup
j∈Z

(
∆ξ
∑

i∈Z
|gi,j |q

) 1
q



r−q 
sup
i∈Z


∆ξ

∑

j∈Z
|gi,j |q




1
q




q

,

where we have used Fubini’s theorem in the second inequality. Taking
r-th roots we obtain the result.

(ii) r =∞, q <∞: We find

|hj | ≤ ∆ξ
∑

i∈Z
|gi,j ||fi| ≤ ‖f‖`̀̀p

(
∆ξ
∑

i∈Z
|gi,j |q

) 1
q

,

and taking supremum over j this corresponds to (2.4.24) where q/∞ = 0.
(iii) r = q =∞: We find

|hj | ≤ ∆ξ
∑

i∈Z
|gi,j ||fi|

≤ ∆ξ
∑

i∈Z
|fi|
(

sup
j∈Z
|gi,j |

)

≤ sup
i∈Z

(
sup
j∈Z
|gi,j |

)
∆ξ
∑

i∈Z
|fi|,

and taking supremum over j this corresponds to (2.4.24) where∞/∞ =
1.
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Abstract

The models introduced in this paper describe a uniform distribution of plant stems competing for sunlight. 
The shape of each stem, and the density of leaves, are designed in order to maximize the captured sunlight, 
subject to a cost for transporting water and nutrients from the root to all the leaves. Given the intensity 
of light, depending on the height above ground, we first solve the optimization problem determining the 
best possible shape for a single stem. We then study a competitive equilibrium among a large number of 
similar plants, where the shape of each stem is optimal given the shade produced by all others. Uniqueness 
of equilibria is proved by analyzing the two-point boundary value problem for a system of ODEs derived 
from the necessary conditions for optimality.
© 2020 Elsevier Inc. All rights reserved.
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1. Introduction

Optimization problems for tree branches have recently been studied in [3,5]. In these models, 
optimal shapes maximize the total amount of sunlight gathered by the leaves, subject to a cost for 
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building a network of branches that will bring water and nutrients from the root to all the leaves. 
Following [2,8,11,13,14], this cost is defined in terms of a ramified transport.

In the present paper we consider a competition model, where a large number of similar plants 
compete for sunlight. To make the problem tractable, instead of a tree-like structure we assume 
that each plant consists of a single stem. As a first step, assuming that the intensity of light I (·)
depends only on the height above ground, we determine the corresponding optimal shape of the 
stem. This will be a curve γ (·) which can be found by classical techniques of the Calculus of 
Variations or optimal control [4,6,7]. In turn, given the density of plants (i.e., the average number 
of plants growing per unit area), if all stems have the same shape γ (·) one can compute the 
intensity of light I (h) that reaches a point at height h.

An equilibrium configuration is now defined as a fixed point of the composition of the two 
maps I (·) �→ γ (·) and γ (·) �→ I (·). A major goal of this paper is to study the existence and 
properties of these equilibria, where the shape of each stem is optimal subject to the presence of 
all other competing plants.

In Section 2 we introduce our two basic models. In the first model, the length � of the stems 
and the thickness (i.e., the density of leaves along each stem) are assigned a priori. The only 
function to optimize is thus the curve γ : [0, �] �→ R2 describing the shape of the stems. In the 
second model, also the length and the thickness of the stems are allowed to vary, and optimal 
values for these variables need to be determined.

In Section 3, given a light intensity function I (·), we study the optimization problem for 
Model 1, proving the existence of an optimal solution and deriving necessary conditions for 
optimality. We also give a condition which guarantees the uniqueness of the optimal solution. 
A counterexample shows that, in general, if this condition is not satisfied multiple solutions 
can exist. In Section 4 we consider the competition of a large number of stems, and prove the 
existence of an equilibrium solution. In this case, the common shape of the plant stems can be 
explicitly determined by solving a particular ODE.

The subsequent sections extend the analysis to a more general setting (Model 2), where both 
the length and the thickness of the stems are to be optimized. In Section 5 we prove the existence 
of optimal stem configurations, and derive necessary conditions for optimality, while in Section 6
we establish the existence of a unique equilibrium solution for the competitive game, assuming 
that the density (i.e., the average number of stems growing per unit area) is sufficiently small. 
The key step in the proof is the analysis of a two-point boundary value problem, for a system of 
ODEs derived from the necessary conditions.

In the above models, the density of stems was assumed to be uniform on the whole space. As a 
consequence, the light intensity I (h) depends only of the height h above ground. Section 7, on the 
other hand, is concerned with a family of stems growing only on the positive half line. In this case 
the light intensity I = I (h, x) depends also on the spatial location x, and the analysis becomes 
considerably more difficult. Here we only derive a set of equations describing the competitive 
equilibrium, and sketch what we conjecture should be the corresponding shape of stems.

The final section contains some concluding remarks. In particular, we discuss the issue of 
phototropism, i.e. the tendency of plant stems to bend in the direction of the light source. Devising 
a mathematical model, which demonstrates phototropism as an advantageous trait, remains a 
challenging open problem. For a biological perspective on plant growth we refer to [9]. A recent 
mathematical study of the stabilization problem for growing stems can be found in [1].
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Fig. 1. By a reflection argument, it is not restrictive to assume that the tangent vector t(s) to the stem satisfies (2.4), i.e., 
it lies in the shaded cone.

2. Optimization problems for a single stem

We shall consider plant stems in the x-y plane, where y is the vertical coordinate. We assume 
that sunlight comes from the direction of the unit vector

n = (n1, n2), n2 < 0 < n1.

As in Fig. 1, we denote by θ0 ∈]0, π/2[ the angle such that

(−n2, n1) = (cos θ0, sin θ0). (2.1)

Moreover, we assume that the light intensity I (y) ∈ [0, 1] is a non-decreasing function of the 
height y. This is due to the presence of competing vegetation: close to the ground, less light can 
get through.

Model 1 (a stem with fixed length and constant thickness). We begin by studying a simple 
model, where each stem has a fixed length �. Let s �→ γ (s) = (x(s), y(s)), s ∈ [0, �], be an 
arc-length parameterization of the stem. As a first approximation, we assume that the leaves are 
uniformly distributed along the stem, with density κ . The total distribution of leaves in space is 
thus by a measure μ, with

μ(A) = κ · meas
({

s ∈ [0, �] ; γ (s) ∈ A
})

(2.2)

for every Borel set A ⊆R2.
Among all stems with given length �, we seek the shape which will collect the most sunlight. 

This can be formulated as an optimal control problem. Since γ is parameterized by arc-length, 
the map s �→ γ (s) is Lipschitz continuous with constant 1. Hence the tangent vector

t(s) = γ̇ (s) = (cos θ(s), sin θ(s))

is well defined for a.e. s ∈ [0, �]. The map s �→ θ(s) will be regarded as a control function.
According to the model in [5], calling �(·) the density of the projection of μ on the space E⊥

n
orthogonal to n, the total sunlight captured by the stem is
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S(γ ) =
∫ (

1 − exp{−�(z)}
)

dz

=
�∫

0

I (y(s)) ·
(

1 − exp
{ −κ

cos(θ(s) − θ0)

})
cos(θ(s) − θ0) ds. (2.3)

In order to maximize (2.3), we claim that it is not restrictive to assume that the angle satisfies

θ0 ≤ θ(s) ≤ π

2
for all s ∈ [0, �]. (2.4)

Indeed, for any measurable map s �→ θ(s) ∈] − π, π], we can define a modified angle function 
θ�(·) by setting

θ�(s) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
θ(s) if θ(s) ∈]0, θ0 + π/2],

−θ(s) if θ(s) ∈] − π, θ0 − π/2],
2θ0 + π − θ(s) if θ(s) ∈]θ0 + π/2,π],

2θ0 − θ(s) if θ(s) ∈]θ0 − π/2,0].

(2.5)

Calling γ � : [0, �] �→ R2 the curve whose tangent vector is γ̇ �(s) = (cos θ�(s), sin θ�(s)), since 
the light intensity function y �→ I (y) is nondecreasing, we have S(γ �) ≥ S(γ ).

By this first step, without loss of generality we can now assume θ(s) ∈]0, θ0 + π/2]. To 
proceed further, consider the piecewise affine map

ϕ(θ) =

⎧⎪⎨⎪⎩
θ if θ ∈]θ0,π/2],

π − θ if θ ∈ [π/2, θ0 + π/2],
2θ0 − θ if θ ∈ [0, θ0].

(2.6)

Call γ ϕ the curve whose tangent vector is γ̇ ϕ(s) =
(

cos(ϕ(θ(s))), sin(ϕ(θ(s)))
)

. Since I (·) is 

nondecreasing, we again have S(γ ϕ) ≥ S(γ ). We now observe that, since 0 < θ0 < π/2, there 
exists an integer m ≥ 1 such that the m-fold composition ϕm .= ϕ ◦ · · · ◦ ϕ maps [0, θ0 + π/2]
into [θ0, π/2]. An inductive argument now yields S(γ ϕm

) ≥ S(γ ), completing the proof of our 
claim.

As shown in Fig. 2, left, we call z the coordinate along the space E⊥
n perpendicular to n, and 

let y be the vertical coordinate. Hence

dz(s) = cos(θ(s) − θ0) ds, dy(s) = sin(θ(s)) ds. (2.7)

In view of (2.4), one can express both γ and θ as functions of the variable y. Introducing the 
function

g(θ)
.=
(

1 − exp
{ −κ

cos(θ − θ0)

}) cos(θ − θ0)

sin θ
, (2.8)

the problem can be equivalently formulated as follows.
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(OP1) Given a length � > 0, find h > 0 and a control function y �→ θ(y) ∈ [θ0, π/2] which 
maximizes the integral

h∫
0

I (y)g(θ(y)) dy (2.9)

subject to

h∫
0

1

sin θ(y)
dy = �. (2.10)

Model 2 (stems with variable length and thickness). Here we still assume that the plant 
consists of a single stem, parameterized by arc-length: s �→ γ (s), s ∈ [0, �]. However, now we 
give no constraint on the length � of the stem, and we allow the density of leaves to be variable 
along the stem.

Call u(s) the density of leaves at the point γ (s). In other words, μ is now the measure which 
is absolutely continuous w.r.t. arc-length measure on γ , with density u. Instead of (2.2) we thus 
have

μ(A) =
∫

{s ; γ (s)∈A}
u(s) ds . (2.11)

Calling I (y) the intensity of light at height y, the total sunlight gathered by the stem is now 
computed by

S(μ) =
�∫

0

I (y(s)) ·
(

1 − exp
{ −u(s)

cos(θ(s) − θ0)

})
cos(θ(s) − θ0) ds. (2.12)

As in [5], we consider a cost for transporting water and nutrients from the root to the leaves. This 
is measured by

Iα(μ) =
�∫

0

⎛⎝ �∫
s

u(t) dt

⎞⎠α

ds, (2.13)

for some 0 < α < 1. Notice that, in Model 1, this cost was the same for all stems and hence it did 
not play a role in the optimization.

For a given constant c > 0, we now consider a second optimization problem:

maximize: S(μ) − cIα(μ), (2.14)

subject to:

y(0) = 0, ẏ(s) = sin θ(s). (2.15)
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The maximum is sought over all controls θ : R+ �→ [0, π] and u :R+ �→ R+. Calling

z(t)
.=

+∞∫
t

u(s) ds, (2.16)

G(θ,u)
.=
(

1 − exp

{ −u

cos(θ − θ0)

})
cos(θ − θ0) , (2.17)

this leads to an optimal control problem in a more standard form.

(OP2) Given a sunlight intensity function I (y), and constants 0 < α < 1, c > 0, find controls 
θ : R+ �→ [θ0, π/2] and u :R+ �→ R+ which maximize the integral

+∞∫
0

[
I (y)G(θ,u) − c zα

]
dt, (2.18)

subject to

{
ẏ(t) = sin θ,

ż(t) = − u,

{
y(0) = 0,

z(+∞) = 0.
(2.19)

3. Optimal stems with fixed length and thickness

3.1. Existence of an optimal solution

Let I (y) be the light intensity, which we assume is a non-decreasing function of the verti-
cal component y. For a given κ > 0 (the thickness of the stem), we seek a curve s �→ γ (s), 
starting at the origin and with a fixed length �, which maximizes the sunlight functional defined 
at (2.9).

Theorem 3.1. For any non-decreasing function y �→ I (y) ∈ [0, 1] and any constants �, κ > 0
and θ0 ∈]0, π/2[ , the optimization problem (OP1) has at least one solution.

Proof. 1. Let M be the supremum among all admissible payoffs in (2.9). By the analysis in [5]
it follows that

0 ≤ M ≤ κ μ(R2) = κ �.

Hence there exists a maximizing sequence of control functions θn : [0, hn] �→ [θ0, π/2], so that

hn∫
0

1

sin θn(y)
dy = � for all n ≥ 1, (3.1)
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hn∫
0

I (y)g(θn(y)) dy → M. (3.2)

2. For each n, let θ�
n be the non-increasing rearrangement of the function θn. Namely, θ�

n is the 
unique (up to a set of zero measure) non-increasing function such that, for every c ∈ R

meas
(
{s ; θ�

n(s) < c}
)

= meas
(
{s ; θn(s) < c}

)
. (3.3)

This can be explicitly defined as

θ�
n(y) = sup

{
ξ ; meas

(
{σ ∈ [0, hn] ; θn(σ ) ≥ ξ}

)
> y
}

.

For every n ≥ 1 we claim that

hn∫
0

1

sin θ
�
n(y)

dy =
hn∫

0

1

sin θn(y)
dy = �, (3.4)

hn∫
0

I (y)g(θ�
n(y)) dy ≥

hn∫
0

I (y)g(θn(y)) dy. (3.5)

Indeed, to prove the first identity we observe that, by (3.3), there exists a measure-preserving 
map y �→ ζ(y) from [0, hn] into itself such that θ�

n(y) = θn(ζ(y)). Using ζ as new variable of 
integration, one immediately obtains (3.4).

To prove (3.5) we observe that the function g introduced at (2.8) is smooth and satisfies

g′(θ) ≤ 0 for all θ ∈ [θ0, π/2]. (3.6)

Therefore, the map y �→ g(θ
�
n(y)) coincides with the non-decreasing rearrangement of y �→

g(θn(y)). On the other hand, since I (·) is non-decreasing, it trivially coincides with the non-
decreasing rearrangement of itself. Therefore, (3.5) is an immediate consequence of the Hardy-
Littlewood inequality [10].

3. Since all functions θ�
n are non-increasing, they have bounded variation. Using Helly’s com-

pactness theorem, by possibly extracting a subsequence, we can find h > 0 and a non-increasing 
function θ∗ : [0, h] �→ [θ0, π/2] such that

lim
n→∞hn = h , lim

n→∞ θ�
n(y) = θ∗(y) for a.e. y ∈ [0, h]. (3.7)

This implies

h∫
0

1

sin θ∗(y)
dy = �,

h∫
0

I (y)g(θ∗(y)) dy = M,

proving the optimality of θ∗. �
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3.2. Necessary conditions for optimality

Let y �→ θ∗(y) be an optimal solution. By the previous analysis we already know that the 
function θ∗(·) is non-increasing. Otherwise, its non-increasing rearrangement achieves a better 
payoff. In particular, this implies that the left limit at the terminal point y = h is well defined:

θ∗(h) = lim
y→h− θ∗(y). (3.8)

Consider an arbitrary perturbation

θε = θ∗ + ε�, hε = h + εη.

The constraint (2.10) implies

h+εη∫
0

1

sin θε(y)
dy = �. (3.9)

Differentiating (3.9) w.r.t. ε one obtains

1

sin θ∗(h)
η −

h∫
0

cos θ∗(y)

sin2 θ∗(y)
�(y)dy = 0. (3.10)

Next, calling

Jε
.=

hε∫
0

I (y)g(θε(y))dy

and assuming that I (·) is continuous at least at y = h, by (3.10) we obtain

0 = d

dε
Jε

∣∣∣∣
ε=0

=
h∫

0

I (y)g′(θ∗(y))�(y)dy

+ I (h)g(θ∗(h)) · sin θ∗(h)

h∫
0

cos θ∗(y)

sin2 θ∗(y)
�(y)dy.

(3.11)

Since (3.11) holds for arbitrary perturbations �(·), the optimal control θ∗(·) should satisfy the 
identity

I (y)g′(θ∗(y)
)+ λ · cos θ∗(y)

sin2 θ∗(y)
= 0, for a.e. y ∈ [0, h], (3.12)
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where
λ = I (h)g(θ∗(h)) · sin θ∗(h). (3.13)

It will be convenient to write

g(θ) = G(θ)

sin θ
, G(θ)

.=
(

1 − exp
{ −κ

cos(θ − θ0)

})
cos(θ − θ0). (3.14)

Inserting (3.14) in (3.12) one obtains the pointwise identities

I (y)
(
G′(θ∗(y)) sin θ∗(y) − G(θ∗(y)) cos θ∗(y)

)
+ λ · cos θ∗(y) = 0. (3.15)

At y = h, the identities (3.13) and (3.15) yield

G′(θ∗(h)) tan θ∗(h) − G(θ∗(h)) = − I (h)G(θ∗(h))

I (h)
.

Hence

G′(θ∗(h)) tan θ∗(h) = 0,

which implies

θ∗(h) = θ0 , λ = I (h)g(θ0) sin θ0 = (
1 − e−κ

)
I (h) . (3.16)

Notice that (3.15) corresponds to

θ∗(y) = arg max
θ∈[0,π]

{
I (y)

G(θ)

sin θ
− λ

sin θ

}
. (3.17)

Equivalently, θ = θ∗(y) is the solution to

G′(θ) tan θ − G(θ) = − λ

I (y)
, (3.18)

where G is the function at (3.14).

Lemma 3.2. Let G be the function at (3.14). Then for every z ∈] − ∞, e−κ − 1] the equation

F(θ)
.= G′(θ) tan θ − G(θ) = z (3.19)

has a unique solution θ = ϕ(z) ∈ [θ0, π/2[ .

Proof. Observing that{
G(θ0) = 1 − e−κ ,

G′(θ0) = 0,

{
G′(θ) < 0

G′′(θ) < 0
for θ ∈]θ0,π/2[ , (3.20)
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we obtain F(θ0) = e−κ − 1 and

F ′(θ) = G′′(θ) tan θ + G′(θ) tan2 θ < 0 for θ ∈ [θ0,π/2[ .

Therefore, for θ ∈ [θ0, π/2[ , the left hand side of (3.19) is monotonically decreasing from
e−κ − 1 to −∞. We conclude that (3.19) has a unique solution θ = ϕ(z) for any z ∈] − ∞,

e−κ − 1]. �
The optimal control θ∗(·) determined by the necessary condition (3.18) is thus recovered by

θ∗(y) = ϕ

( −λ

I (y)

)
= ϕ

(
(e−κ − 1)I (h)

I (y)

)
. (3.21)

Next, we need to determine h so that the constraint

L(h)
.=

h∫
0

1

sin(θ∗(y))
dy = � (3.22)

is satisfied. As shown by Example 3.4 below, the solution of (3.21)-(3.22) may not be unique.
In the following, we seek a condition on I which implies that L is monotone, i.e.,

L′(h) = 1

sin(θ0)
+

h∫
0

cos θ∗(y)

sin2 θ∗(y)

1

F ′(θ∗(y))

I ′(h)

I (y)
G(θ0) dy > 0 . (3.23)

This will guarantee that (3.22) has a unique solution. To get an upper bound for F ′(θ), observe 
that, for θ ∈ [θ0, π/2[,

F ′(θ) ≤ tan(θ)G′′(θ)

= − tan(θ)

[
cos(θ − θ0)

(
1 −

(
κ

cos(θ − θ0)
+ 1

)
exp
{ −κ

cos(θ − θ0)

})
+ tan2(θ−θ0)

cos(θ−θ0)
κ2 exp

{ −κ
cos(θ−θ0)

}]
= − tan(θ) cos(π/2 − θ0)

(
1 − (κ + 1)e−κ

)
.

Since θ∗(y) ∈ [θ0, π/2] and G(θ0) = 1 − e−κ , using the above inequality one obtains

h∫
0

cos θ∗(y)

sin2 θ∗(y)
· 1

|F ′(θ∗(y))|
I ′(h)

I (y)
G(θ0) dy

≤ cos2 θ0

sin3 θ0
· 1 − e−κ

cos(π/2 − θ0)
(

1 − (κ + 1)e−κ
) h∫

0

I ′(h)

I (y)
dy .
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Fig. 2. Left: the optimal shape of a stem, as described in Theorem 3.3. Right: if the light intensity I changes abruptly as 
a function of the hight, the optimal shape may not be unique, as shown in Example 3.4.

Hence (3.23) is satisfied provided that

h∫
0

I ′(h)

I (y)
dy < tan2 θ0 · cos(π/2 − θ0)

(
1 − (κ + 1)e−κ

)
1 − e−κ

. (3.24)

From the above analysis, we conclude

Theorem 3.3. Assume that the light intensity function I is Lipschitz continuous and satisfies the 
strict inequality (3.24) for a.e. h ∈ [0, �]. Then the optimization problem (OP1) has a unique 
optimal solution θ∗ : [0, h∗] �→ [θ0, π/2]. The function θ∗ is non-increasing, and satisfies

θ∗(y) = ϕ

(
(e−κ − 1)

I (h∗)
I (y)

)
, (3.25)

where z �→ ϕ(z) = θ is the function implicitly defined by (3.19).

The following example shows that, without the bound (3.24) on the sunlight intensity function 
I (·), the conclusion of Theorem 3.3 can fail.

Example 3.4 (non-uniqueness). Choose n =
(

− 1√
2
, 1√

2

)
, � = 6/5 <

√
2, κ = 1,

I (y) =
{

ε if y ∈ [0,1],
1 if y > 1,

with ε > 0l.
By Theorem 3.1 at least one optimal solution exists. By the previous analysis, any optimal 

solution θ∗ : [0, h∗] �→ [θ0, π/2] satisfies the necessary conditions (3.25). In this particular case, 
this implies that θ∗(y) is constant separately for y < 1 and for y > 1. As shown in Fig. 2, right, 
these necessary conditions can have two solutions.

Solution 1. If h∗ < 1, then I (y) = ε for all y ∈ [0, h∗] and the necessary conditions (3.25)
yield
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θ∗
1 (y) = ϕ(e−1 − 1) = θ0 = π/4 for all y ∈ [0, h∗].

The total sunlight collected is

Sε(θ
∗
1 ) = 6

5
(1 − e−1) . (3.26)

Solution 2. If h∗ > 1, then I (h∗) = 1 and the necessary conditions (3.25) yield

θ∗
2 (y) = ϕ

(
(e−1 − 1)

I (h∗)
I (y)

)
=
⎧⎨⎩ ϕ

(
(e−1 − 1)ε−1

)
if y ∈ [0,1],

π/4 if y > 1.

Calling α = α(ε) .= ϕ
(
(e−1 − 1)ε−1

)
, the total sunlight collected in this case is

Sε(θ
∗
2 ) =

(
1 − exp

{
− 1

cos(α − π/4)

})
cos(α − π/4) ε +

(
6

5
− 1

sinα

)(
1 − e−1). (3.27)

We claim that, for a suitable choice of ε ∈]0, 1[ , the two quantities in (3.26) and (3.27) become 
equal. Indeed, as ε → 0+ we have

α(ε)
.= ϕ

(
e−1 − 1

ε

)
→ π

2
,

Sε(θ
∗
1 ) → 0, Sε(θ

∗
2 ) → 1 − e−1

5
. (3.28)

On the other hand, as ε → 1 we have α(ε) → π/4. By continuity, there exists ε1 ∈]0, 1[ such 
that

sinα(ε1) = 5

6
.

As ε → ε1+, we have

Sε(θ
∗
2 ) →

(
1 − exp

{
− 1

cos(α(ε1) − π/4)

})
cos(α(ε1) − π/4) ε1 < Sε1(θ

∗
1 ). (3.29)

Comparing (3.28) with (3.29), by continuity we conclude that there exists some ̂ε ∈]0, ε1[ such 
that Ŝε(θ

∗
1 ) = Ŝε(θ

∗
2 ). Hence for ε = ε̂ the optimization problem has two distinct solutions.

We remark that in this example the light intensity I (y) is discontinuous at y = 1. However, 
by a mollification one can still construct a similar example with two optimal configurations, also 
for I (·) smooth. Of course, in this case the derivative I ′(h) will be extremely large for h ≈ 1, so 
that the assumption (3.24) fails.
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4. A competition model

In the previous analysis, the light intensity function I (·) was a priori given. We now consider 
a continuous distribution of stems, and determine the average sunlight I (y) available at height y
above ground, depending on the density of vegetation above y.

Let the constants �, κ > 0 be given, specifying the length and thickness of each stem. We 
now introduce another constant ρ > 0 describing the density of stems, i.e. how many stems grow 
per unit area. Assume that all stems have the same height and shape, described by the function 
θ : [0, h] �→ [θ0, π/2]. For any y ∈ [0, h], the total amount of vegetation at height ≥ y, per unit 
length, is then measured by

ρ ·
h∫

y

κ

sin θ(y)
dy.

The corresponding light intensity function is defined as

I (y)
.= exp

⎧⎨⎩−ρ ·
h∫

y

κ

sin θ(y)
dy

⎫⎬⎭ for y ∈ [0, h], (4.1)

while I (y) = 1 for y ≥ h. We are interested in equilibrium configurations, where the shape of 
the stems is optimal for the light intensity I (·). We recall that θ0 is the angle of incoming light 
rays, as in (2.1), while the constants �, κ > 0 denote the length and thickness of the stems.

Definition 4.1. Given an angle θ0 ∈]0, π/2] and constants �, κ, ρ > 0, we say that a light in-
tensity function I ∗ : R+ �→ [0, 1] and a stem shape function θ∗ : [0, h∗] �→ [θ0, π/2] yield a
competitive equilibrium if the following holds.

(i) The stem shape function θ∗ : [0, h∗] �→ [θ0, π/2] provides an optimal solution to the opti-
mization problem (OP1), with light intensity function I = I ∗.

(ii) For all y ≥ 0, the light intensity at height y satisfies

I ∗(y) = exp

⎧⎪⎨⎪⎩−ρ ·
h∗∫

min{y,h∗}

κ

sin θ∗(y)
dy

⎫⎪⎬⎪⎭ . (4.2)

If the density of vegetation is sufficiently small, we now show that an equilibrium configura-
tion exists.

Theorem 4.2. Let the light angle θ0 ∈]0, π/2] be given, together with the constants �, κ > 0
determining the common length and thickness of all the stems. Then there exists a constant c0 > 0
such that, for all 0 < ρ ≤ c0, an equilibrium configuration exists.

Proof. 1. Consider the set of stem configurations

K .=
{
� : [0, �] �→ [θ0, π/2] , � is nonincreasing

}
, (4.3)
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and the set of light intensity functions

J .=
{
I : [0,+∞[ �→ [0,1] ; I is nondecreasing, I (y) = 1 for y ≥ �,

I is Lipschitz continuous with constant
ρκ

sin θ0

}
.

(4.4)

We observe that K is a compact, convex subset of L1([0, �]), while J is a compact, convex 
subset of C0([0, +∞[).

If �(·) ∈ K describes the common configuration of all stems, we denote by I�(·) the corre-
sponding light intensity function. Moreover, for a given function I (·), we denote by �∗(I ) the 
corresponding optimal configuration of plant stems.

In the following steps we shall prove that:

(i) The map � �→ I� is continuous from K into J .
(ii) The map I �→ �∗(I ) is continuous from J into K.

As a consequence, the composed map � �→ �∗(I�) is continuous from K into itself. By Schaud-
er’s theorem, it has a fixed point, which provides an equilibrium solution.

2. Given � ∈ K, define the constant

h̄
.=

�∫
0

sin�(t) dt . (4.5)

More generally, for s ∈ [0, �], set

y(s)
.=

s∫
0

sin�(t) dt ∈ [0, h̄]. (4.6)

We observe that, since �(t) ∈ [θ0, π/2], the inverse function y �→ s(y) from [0, h̄] into [0, �] is a 
strictly increasing bijection, with Lipschitz constant L = 1

sin θ0
. The corresponding light intensity 

function is determined by

I�(y) =
{

exp
{−ρκ(� − s(y))

}
if y ∈ [0, h̄],

1 if y > �.
(4.7)

From the above definitions it follows that � �→ I� is continuous from K into J .
3. Next, let I ∈ J . Given the constants �, κ , by choosing ρ > 0 small enough, any Lipschitz 

continuous function I : [0, �] �→ [0, 1] with Lipschitz constant L = ρκ
sin θ0

will satisfy the inequal-
ity (3.24). Hence, by Theorem 3.3, the optimization problem (OP1) has a unique optimal solution 
θ∗ : [0, h∗] �→ [θ0, π/2].

Notice that in Theorem 3.3 this solution is written in terms of the variable y ∈ [0, h∗], and 
satisfies the optimality condition (3.25). In terms of the arc-length parameter s ∈ [0, �], this cor-
responds to
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�∗(s) = θ∗(h(s))

where the variable y(s) ∈ [0, h∗] is implicitly defined by

y(s)∫
0

1

sin θ∗(z)
dz = s.

In view of (2.3), given I ∈ J and � ∈ K, the total sunlight collected by the stem is computed 
by

S(I,�) = =
�∫

0

I (y(s)) ·
(

1 − exp
{ −κ

cos(�(s) − θ0)

})
cos(�(s) − θ0) ds, (4.8)

where

y(s)
.=

s∫
0

sin�(s)ds.

From the above formulas it follows that the map (I, �) �→ S(I, �) is continuous on the compact 
set J × K. In particular, the function

I �→ max
�∈K

S(I,�) (4.9)

is continuous on the compact set J .
Given a light intensity function I ∈ J , call �∗(I ) ∈ K the unique optimal stem shape. We 

claim that the map I �→ �∗(I ) is continuous.
Indeed, this is a straightforward consequence of continuity and compactness. If continuity 

fails, there exists a convergent sequence In → I such that �(In) does not converge to �(I). By 
the compactness of K, we can extract a subsequence such that

�nk
→ �� �= �(I).

By continuity, one obtains

S(I,�(I)) = sup
�∈K

S(I,�) = lim
k→∞ sup

�∈K
S(Ink

,�)

= lim
k→∞S(Ink

,�(Ink
))) = S(I,��).

This contradicts the uniqueness of the optimal stem configuration, stated in Theorem 3.3. We 
thus conclude that the map I �→ �∗(I ) is continuous, completing the proof. �
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4.1. Uniqueness and representation of equilibrium solutions

By (3.21) and (4.2), this equilibrium configuration (h∗, θ∗) must satisfy the necessary condi-
tion

θ∗(y) = ϕ

⎛⎝(e−κ − 1) exp

⎧⎨⎩
h∗∫

y

ρκ

sin θ∗(y)
dy

⎫⎬⎭
⎞⎠ , y ∈ [0, h∗], (4.10)

where ϕ is the function defined in Lemma 3.2. Here the constant h∗ must be determined so that

h∗∫
0

1

sin θ∗(y)
dy = �. (4.11)

Based on (4.10), one obtains a simple representation of all equilibrium configurations, for any 
length � > 0. Indeed, for t ∈] − ∞, 0], let t �→ ζ̂ (t) be the solution of the Cauchy problem

ζ ′ = − ρκ

sin θ
, where θ = ϕ

(
(e−κ − 1) eζ

)
,

with terminal condition ζ(0) = 0.

Notice that the corresponding function t �→ θ̂ (t) = ϕ
(
(e−κ − 1) eζ̂ (t)

)
satisfies

θ̂ (0) = ϕ(e−κ − 1) = θ0 .

For any length � of the stem, choose h∗ = h∗(�) so that

0∫
−h∗

1

sin θ̂ (t)
dt = � . (4.12)

The shape of the stem that achieves the competitive equilibrium is then provided by

θ∗(y) = θ̂ (y − h∗) , y ∈ [0, h∗]. (4.13)

Since the backward Cauchy problem

ζ ′ = − ρκ

sin
(
ϕ
(
(e−κ − 1) eζ

)) , ζ(0) = 0, (4.14)

has a unique solution, we conclude that, if an equilibrium solution exists, by the representation 
(4.13) it must be unique. (See Fig. 3.)
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Fig. 3. Left: the curve γ , parameterized by the coordinate t . For t < 0, the tangent vector is dγ
dt

= (tan θ(t), 1), where 
θ(t) is obtained by solving the Cauchy problem (4.14). Right: for different lengths 0 < �1 < �2 < �3, the equilibrium 
configuration is obtained by taking the upper portion of the same curve γ , up to the length �i , i = 1, 2, 3.

5. Stems with variable length and thickness

We now consider the optimization problem (OP2), allowing for stems of different lengths and 
with variable density of leaves.

5.1. Existence of an optimal solution

Theorem 5.1. For any bounded, non-decreasing function y �→ I (y) ∈ [0, 1] and any constants 
0 < α < 1, c > 0 and θ0 ∈]0, π/2[ , the optimization problem (OP2) has at least one solution.

Proof. 1. Consider a maximizing sequence of couples (θk, uk) : R+ �→ [θ0, π/2] × R+. For 
k ≥ 1, let

s �→ γk(s) =
⎛⎝ s∫

0

cos θk(s) ds ,

s∫
0

sin θk(s) ds

⎞⎠
be the arc-length parameterization of the stem γk . Call μk the Radon measure on R2 describing 
the distribution of leaves along γk . For every Borel set A ⊆Rn, we thus have

μk(A) =
∫

{s ; γk(s)∈A}
uk(s) ds. (5.1)

For a given radius ρ > 0, we have the decomposition

μk = μ
�
k + μ

�
k ,

where μ�
k is the restriction of μk to the ball B(0, ρ), while μ�

k is the restriction of μk to the 
complement R2 \ B(0, ρ). By the same arguments used in steps 1-2 of the proof of Theorem 3.1 
in [3], if the radius ρ is sufficiently large, then

S(μ
�
k) − cIα(μ

�
k) ≥ S(μk) − cIα(μk) (5.2)
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for all k ≥ 1. Here S and Iα are the functionals defined at (2.12)-(2.13). According to (5.2), we 
can replace the measure μk with μ�

k without decreasing the objective functional.
Without loss of generality we can thus choose � > 0 sufficiently large and assume that

uk(s) = 0 for all s > �, k ≥ 1.

In turn, since S(μk) − cIα(μk) ≥ 0, we obtain the uniform bound

Iα(μk) ≤ κ1
.= 1

c
S(μk) ≤ �

c
. (5.3)

2. In this step we show that the measures μk can be taken with uniformly bounded mass. 
Consider a measure μk for which (5.3) holds. By (2.13), for every r ∈ [0, �] one has

Iα(μk) ≥ r ·
⎛⎝ �∫

r

uk(t) dt

⎞⎠α

.

In view of (5.3), this implies

�∫
r

uk(s) ds ≤
(κ1

r

)1/α

. (5.4)

It thus remains to prove that, in our maximizing sequence, the functions uk can be replaced with 
functions ũk having a uniformly bounded integral over [0, r], for some fixed r > 0.

Toward this goal we fix 0 < ε < β < 1, and, for j ≥ 1, we define rj = 2−j , and the interval 
Vj =]rj+1, rj ]. Given u = uk , if 

∫
Vj

u(s) ds > rε
j , we introduce the functions

uj (s)
.= χ

Vj
(s)u(s), ũj (s)

.= min{uj (s), cj }, (5.5)

choosing the constant cj ≥ 2r
β−1
j so that∫

Vj

ũj (s) ds = r
β
j . (5.6)

We then let μj = ujμ and μ̃j = ũjμ be the measures supported on Vj , corresponding to these 
densities.

For a fixed integer j∗, whose precise value will be chosen later, consider the set of indices

J
.=

⎧⎪⎨⎪⎩j ≥ j∗
∣∣∣∣ ∫
Vj

u(s) ds > rε
j

⎫⎪⎬⎪⎭ (5.7)

and the modified density
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ũ(s)
.= u(s) +

∑
j∈J

(ũj (s) − uj (s)). (5.8)

Moreover, call μ̃ the measure obtained by replacing u with ũ in (2.11). By (5.4) and (5.5) the 
total mass of μ̃ is bounded. Indeed

μ̃(R2) =
�∫

rj∗

ũ(s) ds +
rj∗∫
0

ũ(s) ds ≤
(

κ1

rj∗

)1/α

+
∑
j≥j∗

rε
j ≤

(
κ1

rj∗

)1/α

+
∑
j≥1

2−jε < +∞.

(5.9)

We now claim that

S(μ̃) − cIα(μ̃) ≥ S(μ) − cIα(μ). (5.10)

Toward a proof of (5.10), we estimate

S(μ) − S(μ̃) ≤
∑
j∈J

(∫
Vj

I (y(t)) cos(θ(t) − θ0) dt

−
∫
Vj

I (y(t))

(
1 − exp

{
− ũj (t)

cos(θ(t) − θ0)

})
cos(θ(t) − θ0) dt

)

≤
∑
j∈J

rj∫
rj+1

exp
{−ũj (t)

}
dt ≤

∑
j∈J

rj+1 exp
{
−2r

β−1
j

}
. (5.11)

To estimate the difference in the irrigation cost, we first observe that the inequality⎛⎝ �∫
r

u(t) dt

⎞⎠α

≤ 1

r
Iα(μ) = κ1

r

implies

⎛⎝ �∫
r

u(t) dt

⎞⎠α−1

≥
(κ1

r

) α−1
α

. (5.12)

Since ũ(s) ≤ u(s) for every s ∈ [0, �], using (5.12) we now obtain

Iα(μ) − Iα(μ̃) =
1∫

0

d

dλ
Iα
(
λμ + (1 − λ)μ̃

)
dλ

=
1∫

0

�∫
0

d

dλ

⎛⎝ �∫
s

[λu(t) + (1 − λ)ũ(t)]dt

⎞⎠α

ds dλ
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=
1∫

0

�∫
0

⎧⎪⎨⎪⎩α

⎛⎝ �∫
s

[λu(t) + (1 − λ)ũ(t)]dt

⎞⎠α−1 �∫
s

[u(t) − ũ(t)]dt

⎫⎪⎬⎪⎭ds dλ

≥
�∫

0

⎧⎪⎨⎪⎩α

⎛⎝ �∫
s

u(t) dt

⎞⎠α−1 �∫
s

[u(t) − ũ(t)]dt

⎫⎪⎬⎪⎭ds

≥
∑
j∈J

rj+1∫
rj+2

⎡⎢⎣α

⎛⎝ �∫
s

u(t) dt

⎞⎠α−1 rj∫
rj+1

(uj (t) − ũj (t)) dt

⎤⎥⎦ds

≥
∑
j∈J

α

(
κ1

rj+2

) α−1
α · (rε

j − r
β
j ) · rj+2

=
∑
j∈J

κ2r
1/α
j (rε

j − r
β
j ), (5.13)

where κ2 = α(4κ1)
α−1
α . Combining (5.11) with (5.13) we obtain

c[Iα(μ)−Iα(μ̃)]− [S(μ)−S(μ̃)] ≥
∑
j∈J

(
cκ2r

1/α
j (rε

j − r
β
j )− rj+1 exp

{
−2r

β−1
j

})
. (5.14)

By choosing the integer j∗ large enough in (5.7), for j ≥ j∗ all terms in the summation on the 
right hand side of (5.14) are ≥ 0. This implies (5.10).

3. By the two previous steps, w.l.o.g. we can assume that the measures μk have uniformly 
bounded support and uniformly bounded total mass. Otherwise, we can replace the sequence 
(uk)k≥1 with a new maximizing sequence (ũk)k≥1 having these properties.

By taking a subsequence, we can thus assume the weak convergence μk ⇀ μ. The upper 
semicontinuity of the functional S , proved in [5], yields

S(μ) ≥ lim sup
k→∞

S(μk). (5.15)

In addition, since all maps s �→ γk(s) are 1-Lipschitz, by taking a further subsequence we can 
assume the convergence

γk(s) → γ (s) (5.16)

for some limit function γ , uniformly for s ∈ [0, �].
Since each measure μk is supported on γk , the weak limit μ is a measure supported on the 

curve γ .
4. Since θk(s) ∈ [θ0, π/2], we can re-parameterize each stem γk in terms of the vertical vari-

able

yk(s) =
s∫

0

sin θk(t) dt.
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Calling s = sk(y) the inverse function, we thus obtain a maximizing sequence of couples

y �→ (θ̂k(y), ûk(y))
.=
(
θk(sk(y)), uk(sk(y))

)
, y ∈ [0, hk] .

Moreover, the stem γk can be described as the graph of the Lipschitz function

x = xk(y) =
sk(y)∫
0

cos θk(s) ds.

Since all functions xk(·) satisfy xk(0) = 0 and are non-decreasing, uniformly continuous with 
Lipschitz constant L = cos θ0/ sin θ0, by possibly extracting a further subsequence, we obtain 
the convergence hk → h̄ and xk(·) → x̄(·). Here x̄ : [0, h̄] �→ R is a nondecreasing continuous 
function with Lipschitz constant L, such that x̄(0) = 0. More precisely, the convergence xk → x̄

is uniform on every compact subinterval [0, h] with h < h̄.
5. We claim that the irrigation cost of μ is no greater that the lim-inf of the irrigation costs for 

μk . Let σ �→ γ (σ ) be an arc-length parameterization of γ . Since s �→ γ (s) is 1-Lipschitz, one 
has dσ/ds ≤ 1. We now compute

Iα(μ) =
σ(�)∫
0

⎛⎝ σ(�)∫
σ

u(t) dt

⎞⎠α

dσ =
σ(�)∫
0

⎛⎝ lim
k→∞

�∫
s

uk(t) dt

⎞⎠α

dσ(s)

≤ lim
k→∞

�∫
0

⎛⎝ �∫
s

uk(t) dt

⎞⎠α

ds = lim
k→∞Iα(μk).

(5.17)

6. Combining (5.15) with (5.17) we conclude that the measure μ, supported on the stem γ , is 
optimal.

Let ū be the density of the absolutely continuous part of μ w.r.t. the arc-length measure on 
γ̄ , and call μ∗ the measure that has density ū w.r.t. arc-length measure. Since S(μ∗) = S(μ), 
it follows that μ∗ = μ. Otherwise Iα(μ∗) < Iα(μ) and μ is not optimal. This argument shows 
that the optimal measure μ is absolutely continuous w.r.t. the arc-length measure on γ .

Calling σ �→ γ (σ ) the arc-length parameterization of γ , the optimal solution to (OP2) is now 
provided by σ �→ (θ(σ ), ū(σ )), where θ is the orientation of the tangent vector:

d

dσ
γ (σ ) = (

cos θ(σ ), sin θ(σ )
)
. �

5.2. Necessary conditions for optimality

Let t �→ (θ∗(t), u∗(t)) be an optimal solution to the problem (OP2). The necessary conditions 
for optimality [4,6,7] yield the existence of dual variables p, q satisfying

{
ṗ = − I ′(y)G(θ,u),

q̇ = cα zα−1,

{
p(+∞) = 0,

q(0) = 0,
(5.18)
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and such that the maximality condition

(θ∗(t), u∗(t)) = arg max
θ∈[0,π], u≥0

{
p(t) sin θ − q(t)u + I (y(t))G(θ,u) − czα

}
. (5.19)

We recall that G(θ, u) is the function defined at (2.17). An intuitive interpretation of the quanti-
ties on the right-hand side of (5.19) goes as follows:

• p(t) is the rate of increase in the gathered sunlight, if the upper portion of stem {γ (s) ; s > t}
is raised higher.

• q(t) is the rate at which the irrigation cost increases, adding mass at the point γ (t).
• I (y(t)) G(θ, u) is the sunlight captured by the leaves at the point γ (t).

6. Uniqueness of the optimal stem configuration

Aim of this section is to show that, if the light intensity I (y) remains sufficiently close to 1 for 
all y ≥ 0, then the shape of the optimal stem is uniquely determined. This models a case where 
the density of external vegetation is small.

Theorem 6.1. Let h �→ I (h) ∈ [0, 1] be a non-decreasing, absolutely continuous function which 
satisfies

I ′(y) ≤ Cy−β for a.e. y > 0, (6.1)

for some constants C > 0 and 0 < β < 1. If

I (0) ≥ 1 − δ (6.2)

for some δ > 0 sufficiently small, then the optimal solution to (OP2) is unique.

Proof. We will show that the necessary conditions for optimality have a unique solution. This 
will be achieved in several steps. 1. Given I, p, q , define the functions �, U by setting(

�(I,p, q), U(I,p, q)
)

.= arg max
θ∈[0,π], u≥0

{
p · sin θ − q u + I · G(θ,u) − czα

}
. (6.3)

We recall that G is the function defined at (2.17). Notice that one can write

G(θ,u) = uG̃

(
cos (θ − θ0)

u

)
with

G̃(x)
.=
(

1 − exp

{
− 1

x

})
x > 0, G̃′(x) ≤ 1, G̃′′(x) ≤ 0, for all x > 0.

(6.4)

Denote by

H(θ, u)
.= p · sin θ − q u + I (y)G(θ,u) − czα (6.5)
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the quantity to be maximized in (6.3). Differentiating H w.r.t. θ and imposing that the derivative 
is zero, we obtain

p

I
= −Gθ(θ,u)

cos θ

= sin (θ − θ0)

cos θ

[
1 − exp

{
− u

cos (θ − θ0)

}
− u

cos (θ − θ0)
exp

{
− u

cos (θ − θ0)

}]
.

(6.6)

Similarly, differentiating H w.r.t. u, we find

−q + IGu(θ,u) = − q + I exp

{
− u

cos (θ − θ0)

}
= 0.

This yields

u = − ln
(q

I

)
cos (θ − θ0). (6.7)

A lengthy but elementary computation shows that the Hessian matrix of second derivatives of H
w.r.t. θ, u is negative definite, and the critical point is indeed the point where the global maximum 
is attained. By (6.7) it follows

U(I,p, q) = − ln
(q

I

)
cos
(
�(I,p, q) − θ0

)
. (6.8)

Inserting (6.8) in (6.6) and using the identity

sin (θ − θ0)

cos θ
= cos θ0 tan θ − sin θ0

we obtain

�(I,p, q) = arctan

(
tan θ0 +

1
cos θ0

p
I

1 − q
I

+ q
I

ln
( q

I

)) . (6.9)

Introducing the function

w(I,p, q)
.= p/I

1 − q
I

+ q
I

ln
( q

I

) , (6.10)

by (6.9) one has the identities⎧⎪⎪⎪⎨⎪⎪⎪⎩
sin
(
�(I,p, q)

) = sin θ0 + w√
cos2 θ0 + (w + sin θ0)2

,

cos
(
�(I,p, q) − θ0

) = 1 + w sin θ0√
cos2 θ0 + (w + sin θ0)2

.

(6.11)

Note that w ≥ 0, because p, q, I ≥ 0. In turn, from (6.11) it follows
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cos
(
�(I,p, q)

) = cos θ0√
cos2 θ0 + (w + sin θ0)2

,

sin (�(I,p, q) − θ0) = w cos θ0√
cos2 θ0 + (w + sin θ0)2

.

(6.12)

2. The necessary conditions for the optimality of a solution to (OP2) yield the boundary value 
problem

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẏ(t) = sin�,

ż(t) = − U,

ṗ(t) = − I ′(y)G
(
�,U

)
,

q̇(t) = cαzα−1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y(0) = 0,

z(T ) = 0,

p(T ) = 0,

q(T ) = I (y(T )),

q(0) = 0.

(6.13)

Here [0, T [ is the interval where u > 0, while

� = �(I (y),p, q), U = U(I (y),p, q) (6.14)

are the functions introduced at (6.3), or more explicitly at (6.8)-(6.9). Notice that the length T of 
the stem is a quantity to be determined, using the boundary conditions in (6.13).

3. Since the control system (2.19) and the running cost (2.18) do not depend explicitly on 
time, the Hamiltonian function

H(y, z,p, q)
.= max

θ∈[0,π], u≥0

{
p · sin θ − q u + I (y)G(θ,u) − czα

}
(6.15)

is constant along trajectories of (6.13). Observing that the terminal conditions in (6.13) imply 
H(y(T ), z(T ), p(T ), q(T )) = 0, one has the first integral

H(y(t), z(t),p(t), q(t)) = 0 for all t ∈ [0, T ]. (6.16)

This yields

0 = p sin� +
[
I (y) − q + q ln

(
q

I (y)

)]
cos (� − θ0) − czα

=
p [sin θ0 + w] +

[
I (y) − q + q ln

(
q

I (y)

)]
[1 + w sin θ0]√

cos2 θ0 + (w + sin θ0)2
− czα

= I (y)

[
1 − q

I (y)
+ q

I (y)
ln

(
q

I (y)

)]√
cos2 θ0 + (w + sin θ0)2 − czα.

We can use this identity to express z as a function of the other variables:
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z
(
I (y),p, q

) =
{

I (y)

c

[
1 − q

I (y)
+ q

I (y)
ln

(
q

I (y)

)]√
cos2 θ0 + (w + sin θ0)2

}1/α

= c−1/α

{([
I (y) − q + q ln

( q

I (y)

)]
cos θ0

)2

+
(
p +

[
I (y) − q + q ln

(
q

I (y)

)]
sin θ0

)2
}1/2α

.

(6.17)

4. Since I is given as a function of the height y, it is convenient to rewrite the equations 
(6.13) using y as an independent variable. Using the identity (6.17), we obtain a system of two 
equations for the variables p, q:

d

dy
p(y) = − I ′(y)

[
1 − q(y)

I (y)

]
cos
(
�
(
I (y),p(y), q(y)

)− θ0
)

sin�
(
I (y),p(y), q(y)

)
= − I ′(y)

[
1 − q(y)

I (y)

]
1 + w sin θ0

w + sin θ0
.= − I ′(y)f1

(
I (y),p(y), q(y)

)
,

(6.18)

d

dy
q(y) = cα

[
z
(
I (y),p(y), q(y)

)]α−1

sin�
(
I (y),p(y), q(y)

)
= αc1/α

w + sin θ0

[
cos2 θ0 + (sin θ0 + w)2

]1− 1
2α

×
[
I (y)

(
1 − q

I (y)
+ q

I (y)
ln

(
q

I (y)

))]1− 1
α

.= f2
(
I (y),p(y), q(y)

)
,

(6.19)

where w = w(I, p, q) is the function introduced at (6.10). Note that under our assumptions, f1
remains bounded, while f2 diverges as q(y) → I (y). The system (6.13) can now be equivalently 
formulated as{

p′(y) = −I ′(y)f1
(
I (y),p, q

)
,

q ′(y) = f2
(
I (y),p, q

)
,

{
p(h) = 0,

q(h) = I (h),
q(0) = 0. (6.20)

5. To prove uniqueness of the solution to the boundary value problem (6.13), it thus suffices 
to prove the following (see Fig. 4, right).

(U) Call

y �→ (
p(y,h), q(y,h)

)
(6.21)

the solution to the system (6.20), with the two terminal conditions given at y = h. Then there 
is a unique choice of h > 0 which satisfies also the third boundary condition

q(0, h) = 0. (6.22)
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Fig. 4. Left and center: sketch of the solution of the system (5.18) in the case where I (y) ≡ 1. Left: the graphs of the 
functions z in (6.25) and u = − lnq . Center: the graph of the function q at (6.26). The figure on the right shows the case 
where I (·) is not constant. As before, h must be determined so that q(0, h) = 0.

To make the argument more clear, the uniqueness property (U) will be proved in two steps.

(i) When I (y) ≡ 1, the map

h �→ q(0, h) (6.23)

is strictly decreasing, hence it vanishes at a unique point h0.
(ii) For all functions I (·) sufficiently close to the constant map ≡ 1, the map (6.23) is strictly 

decreasing in a neighborhood of h0.

In the case I (y) ≡ 1, recalling (6.9) we obtain (see Fig. 4)

I ′(y) = 0, p(y,h) = 0, �(I,0, q) = θ0, G(θ0,U) = 1 − e−U ,

U(1,0, q) = argmax
u

{−qu + G(θ0,U)
} = argmax

u
{−qu + 1 − e−u} = − lnq,

The system (6.13) can now be written as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

p′(y) = 0,

q ′(y) = cαzα−1

sin θ0
,

z′(y) = lnq

sin θ0
,

⎧⎪⎪⎪⎨⎪⎪⎪⎩
p(h) = 0,

q(h) = 1,

z(h) = 0,

q(0) = 0. (6.24)

From (6.24) it follows p(y) ≡ 0, while

dz

dq
= lnq

cαzα−1 .

Integrating the above ODE with terminal conditions q = 1, z = 0, one obtains

z = c−1/α
[
1 + q lnq − q

]1/α

. (6.25)

The second equation in (6.24) thus becomes
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q ′(y) = αc1/α

sin θ0

[
1 + q ln |q| − q

] α−1
α

. (6.26)

Notice that here the right hand side is strictly positive for all q ∈] −1, 1[ . Of course, only positive 
values of q are relevant for the optimization problem, but for the analysis it is convenient to 
extend the definition also to negative values of q . The solution of (6.26) with terminal condition 
q(h) = 1 is implicitly determined by

h − y = sin θ0

αc1/α

1∫
q(y)

[
1 + s ln |s| − s

] 1−α
α

ds . (6.27)

The map h �→ q(0, h) thus vanishes at the unique point

h0 = sin θ0

αc1/α

1∫
0

[
1 + s ln |s| − s

] 1−α
α

ds. (6.28)

As expected, the height h0 of the optimal stem decreases as we increase the constant c in the 
transportation cost. A straightforward computation yields

∂

∂h
q(0, h) = − αc1/α

sin θ0

[
1 + q(0, h) ln |q(0, h)| − q(0, h)

] 1−α
α

. (6.29)

In particular, at h = h0 we have q(h0)(0) = 0 and hence

d

dh
q(0, h)

∣∣∣∣
h=h0

= − αc1/α

sin θ0
< 0. (6.30)

6. We will show that a strict inequality as in (6.30) remains valid for a more general function 
I (·), provided that the assumptions (6.1)-(6.2) hold.

Toward this goal, we need to determine how p and q vary w.r.t. the parameter h. Denoting by

P(y)
.= ∂p(y,h)

∂h
, Q(y)

.= ∂q(y,h)

∂h
(6.31)

their partial derivatives, by (6.20) one obtains the linear system(
P(y)

Q(y)

)′
=
(−I ′(y)f1,p −I ′(y)f1,q

f2,p f2,q

)(
P(y)

Q(y)

)
. (6.32)

The boundary conditions at y = h require some careful consideration. As y → h−, we expect 
f2(I (y), p(y), q(y)) → +∞ and Q(y) → −∞. To cope with this singularity we introduce the 
new variable

Q̃(y)
.= Q(y)

f2
(
I (y),p(y), q(y)

) . (6.33)
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The system (6.32), together with the new boundary conditions for P, Q̃, can now be written as⎧⎪⎨⎪⎩
P ′(y) = −I ′(y)

[
f1,pP + f1,qf2Q̃

]
,

Q̃′(y) = f2,p

f2
P − I ′(y)[f2,I − f2,pf1]

f2
Q̃,

{
P(h) = 0,

Q̃(h) = − 1.
(6.34)

To analyze this system we must compute the partial derivatives of f1 and f2. From the definition 
(6.10) it follows

∂w

∂I
= w2

p

[
1 − q

I

]
,

∂w

∂p
= w

p
,

∂w

∂q
= −w2

p
ln
(q

I

)
. (6.35)

Using (6.35), from (6.18), (6.19) we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f1,p

(
I (y),p, q

) = 1 − q
I (y)

I (y) tan2 �
[
1 − q

I (y)
+ q

I (y)
ln
(

q
I (y)

)] ,
f1,q

(
I (y),p, q

) = 1

I (y)

cos (� − θ0)

sin�
−

sin (� − θ0) cos�
[
1 − q

I (y)

]
ln
( q

I

)
I (y) sin2 �

[
1 − q

I (y)
+ q

I (y)
ln
(

q
I (y)

)] ,
f2,p

(
I (y),p, q

) = −
[

1 + α

sin2 �
− 2α

]
1

z
(
I (y),p, q

) ,
f2,q

(
I (y),p, q

)
) = −

[
(1 − α) sin θ0

sin2 �
− sin (� − θ0)

cos�

(
1 + α

sin2 �
− 2α

)] ln
(

q
I (y)

)
z
(
I (y),p, q

) ,
f2,I

(
I (y),p, q

) = −
[
(1 − α) sin θ0

sin2 �
+ sin (� − θ0)

cos�

(
1 + α

sin2 �
− 2α

)] 1 − q
I (y)

z
(
I (y),p, q

) .

(6.36)

At this stage, the strategy of the proof is straightforward. When I ′(y) ≡ 0, the solution to (6.34)
is trivially given by P(y) ≡ 0, Q̃(y) ≡ −1. This implies

∂

∂h
q(0, h) = Q̃(0) · f2(I (0),p(0), q(0)) < 0.

We need to show that the same strict inequality holds when δ > 0 in (6.2) is small enough. 
Notice that, if the right hand sides of the equations in (6.34) were bounded, letting ‖I ′‖L∞ →
0 a continuity argument would imply the uniform convergence P(y) → 0 and Q̃(y) → −1. 
The same conclusion can be achieved provided that the right hand sides in (6.34) are uniformly 
integrable. This is precisely what will be proved in the next two steps, relying on the identities 
(6.36).

7. In this step we prove an inequality of the form

0 < θ0 ≤ �(I,p, q) ≤ θ+ <
π

2
. (6.37)

As a consequence, this implies that all terms in (6.36) involving sin� or cos� remain uniformly 
positive.
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The lower bound � ≥ θ0 is an immediate consequence of (6.9). To obtain an upper bound on 
�, we set

q� .= q(y)

I (y)
.

By (6.13), a differentiation yields

q̇� = cαzα−1 − q�I ′ sin(�)

I
.

Next, we observe that, by (6.13), one has

dz

dq�
= lnq� ·cos(�−θ0) · I

cαzα−1 − q�I ′ sin(�)
= ϕ1(q

�) · lnq� ·αzα−1 ,

{
z(h) = 0,

q�(h) = 1.

In (6.2) we can now choose δ ≤ cαMα−1, where M ≥ z(0) is an a priori bound on the mass of 
the stem, derived in Section 5. This ensures that ϕ1 is a bounded, uniformly positive function for 
y close enough to h, say

0 < c− ≤ ϕ1 ≤ c+,

for some constants c−, c+. Integrating, we obtain

zα =
z∫

0

αζα−1 dζ = −
1∫

q�

ϕ1(s) ln s ds = − ϕ2(q
�)

1∫
q�

ln s ds = ϕ3(q
�) · (1 − q�)2, (6.38)

and

dq�

dy
= cα

sin�

⎛⎜⎝−
1∫

q�

ϕ1(s) ln s ds

⎞⎟⎠
α−1
α

= ϕ4(q
�) ·
⎛⎜⎝−

1∫
q�

ln s ds

⎞⎟⎠
α−1
α

= ϕ5(q
�) · (1 − q�)

2(α−1)
α . (6.39)

Here the ϕk are uniformly positive, bounded functions. Integrating (6.39) we obtain

1∫
q�

1

ϕ5(s)
(1 − s)

2(1−α)
α ds = h − y. (6.40)

To fix the ideas, assume

0 < c3 ≤ ϕ5(s) ≤ C3 .
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Then

1

c3

1∫
q�

(1 − s)
2(1−α)

α ds = α

(2 − α)c3
(1 − q�)

2−α
α ds ≥ h − y.

1 − q�(y) ≥
(

(2 − α)c3

α

) α
2−α

(h − y)
α

2−α . (6.41)

A similar argument yields

1 − q�(y) ≤
(

(2 − α)C3

α

) α
2−α

(h − y)
α

2−α . (6.42)

Using (6.1) and (6.42) in the equation (6.18) we obtain a bound of the form

−p′(y) ≤ C1(1 − q(y)) ≤ C2(h − y)
α

2−α (6.43)

for y in a left neighborhood of h, which yields

p(y) ≤ C2

α + 1
(h − y)

2
2−α . (6.44)

Since α < 1, using (6.41) and (6.44) in (6.9) we obtain the limit �(y) → θ0 as y → h−.
On the other hand, when y is bounded away from h, the denominator in (6.10) is strictly 

positive and the quantity w = w(I, p, q) remains uniformly bounded. By (6.9), we obtain the 
upper bound � ≤ θ+, for some θ+ < π/2.

8. Relying on (6.36), in this step we prove that all terms on the right hand sides of the ODEs 
in (6.34) are uniformly integrable.

(i) We first consider the terms appearing in the ODE for P(y). Concerning f1,p, as y → h−
one has

f1,p = O(1) ·
(

1 − q

I

)−1 = O(1) · (h − y)
−α
2−α , (6.45)

because of (6.41). Since α < 1, this implies that f1,p is an integrable function of y.
(ii) By the second equation in (6.36), as y → h− one has

f1,q = O(1) · (1 − q�) ln(q�)

1 − q� + q� ln(q�)
= O(1). (6.46)

(iii) The term f2 blows up as y → h−, due to the factor zα−1. However, this factor is integrable 
in y because, by (6.38), (6.41) and (6.42)

zα
(
I (y),p(y), q(y)

) = O(1) · (h − y)
2α

2−α . (6.47)
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This implies

f2
(
I (y),p(y), q(y)

)= O(1) · zα−1(I (y),p(y), q(y)
)

= O(1) · (h − y)−1+ α
2−α , (6.48)

showing that f2 is integrable, because α > 0.
(iv) We now solve the linear ODE for P in (6.34) with terminal condition P(h) = 0. By the 

estimates (6.45)-(6.46) and (6.48) one obtains a bound of the form

P(y) = O(1) · (h − y)
α

2−α , (6.49)

valid in a left neighborhood of y = h.
(v) In a neighborhood of the origin, the function f1,q contains a logarithm which blows up as 

y → 0+. However, this is integrable because, for y ≈ 0, we have

q(y)

I (y)
≈
(

d

dy

q(y)

I (y)

)∣∣∣∣
y=0

· y = cα

(z(0))1−αI (0) sin (�(0))
y,

and lny is integrable in y. Recalling (6.1), as y ranges in a right neighborhood of the origin, 
i.e. for y > 0, we conclude⎧⎨⎩ I ′(y) · f1,qf2 = O(1) · I ′(y)f1,q = O(1) · y−β lny,

I ′(y) · f1,p = O(1) · I ′(y) = O(1) · y−β .

(6.50)

This shows that, in (6.34), the coefficients in first equation are uniformly integrable in a 
right neighborhood of the origin.

(vi) It remains to consider the terms appearing in the ODE for Q̃(y). We first observe that

f2,p

f2
= − sin�

cα

[
1 + α

sin2 �
− 2α

]
z−α
(
I (y),p(y), q(y)

)
.

As y → h−, by (6.47) and (6.49) this implies

f2,p

f2
· P = O(1) · (h − y)

−2α
2−α · (h − y)

α
2−α , (6.51)

which is integrable for α < 1.
(vii) Finally, as y → h−, we consider

f2,I

f2
= − sin�

cα

[
(1 − α) sin θ0

sin2 �
+ sin (� − θ0)

cos�

(
1 + α

sin2 �
− 2α

)]
× 1 − q

I (y)

zα
(
I (y),p(y), q(y)

)
= O(1) · (1 − q�)z−α

(
I (y),p(y), q(y)

) = O(1) · (h − y)
α

2−α · (h − y)
−2α
2−α ,

(6.52)
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which is integrable in y since α < 1. Similarly, by (6.51), (6.18), and (6.42), it follows

f2,p

f2
· f1 = O(1) · (h − y)

−2α
2−α · (h − y)

α
2−α , (6.53)

which is again integrable.

9. The proof can now be accomplished by a contradiction argument. If the conclusion of 
the theorem were not true, one could find a sequence of absolutely continuous, non-decreasing 
functions In : R+ �→ [0, 1], all satisfying (6.1), with In(0) → 1, and such that, for each n ≥ 1, 
the optimization problem (OP2) has two distinct solutions, say (θ̌n, ǔn) and (θ̂n, ûn). As a 
consequence, for each n ≥ 1 the system (6.13) has two solutions. To fix the ideas, let the 
first solution be defined on [0, ȟn] and the second on [0, ĥn], with ȟn < ĥn. These two solu-
tions will be denoted by (p̌n, q̌n, ̌zn) and (p̂n, q̂n, ̂zn). They both satisfy the boundary condi-
tions

p̌n(ȟn) = p̂n(ĥn) = 0, q̌n(ȟn) = I (ȟn), q̂n(ĥn) = I (ĥn), q̌n(0) = q̂n(0) = 0.

(6.54)

As a preliminary, we observe that, for δ > 0 small, the heights ĥ, ȟ of optimal stems must 
remain uniformly positive. Indeed, by (2.3) the sunlight gathered by a stem γ of length � is 
bounded by

S(γ ) ≤ �.

Hence, for a sequence of stems γn with heights ĥn → 0, the total sunlight satisfies

S(γn) ≤ �n ≤ ĥn

sin θ0
→ 0.

Therefore, for n large, none of these stems can be optimal.
Thanks to the last identity in (6.54), by the mean value theorem there exists some intermediate 

point kn ∈ [ȟn, ĥn] such that, with the notation introduced at (6.21),

∂qn

∂h
(0, kn) = 0. (6.55)

For each n ≥ 1 consider the corresponding system⎧⎪⎨⎪⎩
P ′

n(y) = −I ′
n(y)

[
f1,pPn + f1,qf2Q̃n

]
,

Q̃′(y) = f2,p

f2
Pn − I ′

n(y)[f2,I − f2,pf1]
f2

Q̃n,

{
Pn(kn) = 0,

Q̃n(kn) = − 1.
(6.56)

Since f2
(
In(0), pn(0, kn), 0

)
> 0, by (6.55) it follows

Q̃n(0) = 1

f2
(
In(0),pn(0, kn),0

) · ∂qn

∂h
(0, kn) = 0. (6.57)
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Let

Pn(y)
.= ∂p(y, kn)

∂h
, Q̃n(y)

.= 1

f2
(
In(y),pn(y, kn), qn(y, kn)

) · ∂q(y, kn)

∂h
,

be the solutions to (6.56). By the previous steps, their derivatives 
(
P ′

n, Q̃
′
n

)
n≥1 form a sequence 

of uniformly integrable functions defined on the intervals [0, kn]. Note that the existence of an 
upper bound supn kn

.= h+ < +∞ follows from the existence proof.
Thanks to the uniform integrability, by possibly taking a subsequence, we can assume the 

convergence kn → h ∈ [0, h+], the weak convergence of derivatives P ′
n ⇀ P ′, Q̃′

n ⇀ Q̃′ in L1, 
and the convergence

Pn → P, Q̃n → Q̃,

uniformly on every subinterval [0, h] with h < h̄.
Recalling that every I ′

n satisfies the uniform bounds (6.1), since In(y) → I (y) ≡ 1 uniformly 
for all y ≥ 0, we conclude that (P, Q̃) provides a solution to the linear system (6.34) on [0, h̄], 
corresponding to the constant function I (y) ≡ 1. We now observe that, when I (y) ≡ 1, the 
solution to (6.34) is P(y) ≡ 0 and Q̃(y) ≡ −1. On the other hand, our construction yields

Q̃(0) = lim
n→∞ Q̃n(0) = 0.

This contradiction achieves the proof of Theorem 6.1. �
7. Existence of an equilibrium solution

Given a nondecreasing light intensity function I : R+ �→ [0, 1], in the previous section we 
proved the existence of an optimal solution (θ∗, u∗) for the maximization problem (OP2).

Conversely, let ρ0 > 0 be the constant density of stems, i.e. the number of stems growing 
per unit area. If all stems have the same configuration, described by the couple of functions 
y �→ (θ(y), u(y)) as in (2.18), then the corresponding intensity of light at height y above ground 
is computed as

I (θ,u)(y)
.= exp

⎧⎨⎩− ρ0

cos θ0

+∞∫
y

u(ζ )

sin θ(ζ )
dζ

⎫⎬⎭ . (7.1)

The main goal of this section is to find a competitive equilibrium, i.e. a fixed point of the 
composition of the two maps I �→ (θ∗, u∗) and (θ, u) �→ I (θ,u).

Definition 7.1. Given an angle θ0 ∈]0, π/2[ and a constant ρ0 > 0, we say that the light intensity 
function I ∗ : R+ �→ [0, 1] and the stem configuration (θ∗, u∗) : R+ �→ [θ0, π/2] × R+ yield a
competitive equilibrium if the following holds.

(i) The couple (θ∗, u∗) provides an optimal solution to the optimization problem (OP2), with 
light intensity function I = I ∗.

(ii) The identity I ∗ = I (θ∗,u∗) holds.
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The main result of this section provides the existence of a competitive equilibrium, assuming 
that the density ρ0 of stems is sufficiently small.

Theorem 7.2. Let an angle θ0 ∈]0, π/2[ be given. Then, for all ρ0 > 0 sufficiently small, a 
unique competitive equilibrium (I∗, θ∗, u∗) exists.

Proof. 1. Setting C = 1 and β = 1/2 in (6.1), we define the family of functions

F .=
{
I : R+ �→ [1 − δ, 1] ; I is absolutely continuous,

I ′(y) ∈ [0, y−1/2 ] for a.e. y > 0
}
,

(7.2)

where δ > 0 is chosen small enough so that the conclusion of Theorem 6.1 holds.
2. For each I ∈ F , let (θ(I), u(I)) describe the corresponding optimal stem. Calling

h(I) = sup
{
y ≥ 0 ; u(I)(y) > 0

}
the height of this stem, by the a priori bounds proved in Section 6 we have a uniform bound

h(I) ≤ h+

for all I ∈ F . Let p(I), q(I) : [0, h(I)] �→ R+ be the corresponding solutions of (6.20). For con-
venience, we extend all these functions to the larger interval [0, h+] by setting

p(I)(y)
.= p(I)

(
h(I)
)
, q(I)(y)

.= q(I)
(
h(I)
)
, for all y ∈ [h(I), h+].

3. By the analysis in Section 6, for any I ∈ F , the solution to the system of optimality condi-
tions (6.13) satisfies

θ0 ≤ �(I (y),p(y), q(y)) ≤ θ+ , c0 y ≤ q(y)

I (y)
≤ 1, (7.3)

for some θ+ < π/2 and c0 > 0 sufficiently small. In view of (6.8), this implies

U(I (y),p(y), q(y))
.= − ln

(
q(I )

I (y)

)
cos
(
�(I (y),p(y), q(y)) − θ0

) ≤ − ln(c0y). (7.4)

Note that �(I (y), p(I)(y), q(I)(y)) = θ(I)(y) and U(I (y), p(I)(y), q(I)(y)) = u(I)(y). Thus, 
if we choose ρ0 > 0 small enough, it follows that the corresponding light intensity function I (θ,u)

at (7.1) is again in F . A competitive equilibrium will be obtained by constructing a fixed point 
of the composition of the two maps

�1 : I �→ (
θ(I), u(I)

)
, �2 : (θ, u) �→ I (θ,u). (7.5)

In order to use Schauder’s theorem, we need to check the continuity of these maps, in a suitable 
topology.

208 Paper 4. Competition models for plant stems



A. Bressan et al. / J. Differential Equations 269 (2020) 1571–1611 1605

We start by observing that F ⊂ C0([0, h+]) is a compact, convex set. Again by the analysis 
in Section 6, as I varies within the domain F , the corresponding functions θ(I) are uniformly 
bounded in L∞([0, h+]), while u(I) is uniformly bounded in L1([0, h+]).

From the estimate (6.43) it follows that the functions p(I) are equicontinuous on [0, h+]. 
Recalling that q = q� · I , by (6.39) we conclude that the functions q(I) are equicontinuous as 
well.

4. Motivated by (7.3)-(7.4), we consider the set of functions

U .=
{
(θ, u) ∈ L1([0, h+] ; R2), θ(y) ∈ [θ0, θ

+], 0 ≤ u(y) ≤ − ln(c0y)
}
. (7.6)

Thanks to the uniform bounds imposed on θ and u in the definition (7.6), the continuity of the 
map �2 : U �→ C0, defined at (7.1) is now straightforward.

5. To prove the continuity of the map �1, consider a sequence of functions In ∈ F , with 
In → I uniformly on [0, h+]. Let (θn, un) : [0, h+] �→ R2 be the corresponding unique optimal 
solutions.

We claim that (θn, un) → (θ, u) in L1([0, h+]), where (θ, u) is the unique optimal solution, 
given the light intensity I .

To prove the claim, let (pn, qn) be the corresponding solutions of the system (6.20). By the 
estimates on p′, q ′ proved in Section 6, the functions (pn, qn) are equicontinuous. From any 
subsequence we can thus extract a further subsequence and obtain the convergence

pnj
→ p̂, qnj

→ q̂, Inj
→ I, (7.7)

for some functions p̂, ̂q , uniformly on [0, h+].
For every j ≥ 1 we now have

θnj
(y) = �

(
Inj

(y),pnj
(y), qnj

(y)
)
, unj

(y) = U
(
Inj

(y),pnj
(y), qnj

(y)
)
,

where U and � are the functions in (6.8)-(6.9). By the dominated convergence theorem, the con-
vergence (7.7) together with the uniform integrability of θnj

and unj
yields the L1 convergence

‖θnj
− θ̂‖L1 → 0, ‖unj

− û‖L1 → 0. (7.8)

In turn this implies that (p̂, ̂q) provide a solution to the problem (6.20), in connection with the 
light intensity I . By uniqueness, p̂ = p and ̂q = q . Therefore, ̂θ = θ and ̂u = u as well.

The above argument shows that, from any subsequence, one can extract a further subsequence 
so that the L1-convergence (7.8) holds. Therefore, the entire sequence (θn, un)n≥1 converges to 
(θ, u) in L1([0, h+]). This establishes the continuity of the map �1.

6. The map �2 ◦�1 is now a continuous map of the compact, convex domain F ⊂ C0([0, h+])
into itself. By Schauder’s theorem it admits a fixed point I ∗(·). By construction, the optimal stem 
configuration 

(
θ(I∗), u(I∗)) yields a competitive equilibrium, in the sense of Definition 7.1.

7. To prove uniqueness, we derive a set of necessary conditions satisfied by the equilibrium 
solution, and show that this system has a unique solution.
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Using (6.8) and (6.11), we can rewrite the light intensity function (7.1) as

I (y) = exp

{
ρ0

cos θ0

∞∫
y

ln
(q

I

)1 + w sin θ0

sin θ0 + w
dζ

}
,

where w = w(I, p, q) is the function introduced at (6.10). Differentiating w.r.t. y one obtains

I ′(y) = − ρ0

cos θ0
ln

(
q

I

)
1 + w sin θ0

sin θ0 + w
· I .= f3(I,p, q). (7.9)

Combining (7.9) with (6.20), we conclude that the competitive equilibrium satisfies the system 
of equations and boundary conditions⎧⎪⎪⎪⎨⎪⎪⎪⎩

p′(y) = −f1
(
I (y),p(y), q(y)

) · f3(I (y),p(y), q(y)),

q ′(y) = f2
(
I (y),p(y), q(y)

)
,

I ′(y) = f3(I (y),p(y), q(y)),

⎧⎪⎪⎨⎪⎪⎩
p(h) = 0,

q(h) = 1,

I (h) = 1,

(7.10)

together with

q(0) = 0. (7.11)

Here the common height of the stems h > 0 is a constant to be determined.
8. The uniqueness of solutions to (7.10) will be achieved by a contradiction argument. Since 

this is very similar to the one used in the proof of Theorem 6.1, we only sketch the main steps.
In analogy with (6.31), (6.33), denote by p(y, h), q(y, h), I (y, h) the unique solution to the 

Cauchy problem (7.10), with terminal conditions given at y = h. Consider the functions

P(y)
.= ∂p(y,h)

∂h
, Q̃(y)

.= 1

f2(I,p, q)

∂q(y,h)

∂h
, J (y)

.= ∂I (y,h)

∂h
.

By (7.10), these functions satisfy⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
P ′(y) = −[f3,I f1 + f3f1,I

]
J − [f3,pf1 + f3f1,p

]
P − [f3,qf1 + f3f1,q

]
f2Q̃,

Q̃′(y) = f2,I

f2
J + f2,p

f2
P − f3

f2

[
f2,I − f2,pf1

]
Q̃,

J ′(y) = f3,I J + f3,pP + f3,qf2Q̃,

(7.12)

with boundary conditions

P(h) = 0, Q̃(h) = −1, J (h) = 0.

Set d0 = ρ0
cos θ0

. Several of the partial derivatives on the right-hand side of (7.12) were computed 
in (6.36). The remaining ones are
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f1,I (I,p, q) = q

I 2 · 1 + w sin θ0

sin θ0 + w
− cos2 θ0

(sin θ0 + w)2

w2

p

[
1 − q

I

]
,

f3,I (I,p, q) = −d0

[(
ln
(q

I

)
− 1
)1 + w sin θ0

sin θ0 + w
− I ln

(q

I

) cos2 θ0

(sin θ0 + w)2

w2

p

(
1 − q

I

)]
,

f3,p(I,p, q) = d0I ln
(q

I

) cos2 θ0

(sin θ0 + w)2

w

p
,

f3,q(I,p, q) = −d0I

[
1

q
· 1 + w sin θ0

sin θ0 + w
+
[

ln
(q

I

)]2 cos2 θ0

(sin θ0 + w)2

w2

p

]
.

By the same arguments used in step 8 of the proof of Theorem 6.1, we conclude that the right-
hand side of (7.12) is uniformly integrable.

9. Let a density ρ0 > 0 be given. Assume that the problem (7.10)-(7.11) has two distinct 
solutions (p̂, q̂, Î ) and (p̌, q̌, Ǐ ), defined on [0, ĥ] and [0, ȟ] say with ĥ < ȟ. Since q̂(0) = q̌(0) =
0, by the mean value theorem there exists k ∈ [ĥ, ȟ] such that ∂q

∂h
(0, k) = 0.

Next, if multiple solutions exist for arbitrarily small values of the density ρ0, we can find 
a decreasing sequence ρ0,n ↓ 0 and corresponding solutions Pn, Qn, In of (7.12), defined for 
y ∈ [0, kn], such that

Pn(kn) = 0, Q̃n(kn) = −1, Jn(kn) = 0, Q̃n(0) = 0. (7.13)

Thanks to the uniform integrability of the right hand sides of (7.12), by possibly extracting a 
subsequence we can achieve the convergence kn → h̄ ∈ [0, h+], the weak convergence P ′

n ⇀ P ′, 
Q̃′

n ⇀ Q̃′, J ′
n ⇀ J ′ in L1, and the strong convergence

Pn → P, Q̃n → Q̃, Jn → J,

uniformly on every subinterval [0, h] with h < h̄.
To reach a contradiction, we observe that

Jn(y) = −
kn∫

y

J ′
n(z) dz

and the right-hand side of J ′
n in (7.12) consists of uniformly integrable terms which are multiplied 

by ρ0,n. This implies J (y) ≡ 0. This corresponds to the case of an intensity function I (y) ≡ 1. 
But in this case we know that Q̃(y) ≡ −1, contradicting the fact that, by (7.13),

Q̃(0) = lim
n→∞ Q̃n(0) = 0. �

8. Stem competition on a domain with boundary

We consider here the same model introduced in Section 2, where all stems have fixed length �
and constant thickness κ . But we now allow the sunlight intensity I = I (x, y) to vary w.r.t. both 
variables x, y. As shown in Fig. 5, left, we denote by
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Fig. 5. Left: to leading order, the amount of vegetation in the shaded region is proportional to κ ρ̄(ξ)dξds. Since the 
area is computed in terms of the cross product ∂γ

∂ξ
× ∂γ

∂s
, this motivates the formula (8.4). Right: a possible competitive 

equilibrium, where the light rays come from the direction n = ( −1√
2
, 1√

2
) and stems are distributed along the positive 

half line, with density as in (8.9). In this case, stems originating from points close to the origin have no incentive to 
grow upward, because they already receive a nearly maximum light intensity. Hence they bend to the right, almost 
perpendicularly to the light rays.

s �→ γ (s, ξ) = (x(s), y(s)), s ∈ [0, �], (8.1)

the arc-length parameterization of the stem whose root is located at (ξ, 0), and write g for the 
function introduced at (2.8). This leads to the optimization problem

(OP3) Given a light intensity function I = I (x, y), find a control s �→ θ(s) ∈ [0, π] which max-
imizes the integral

�∫
0

I (x(s), y(s)) g(θ(s)) ds (8.2)

subject to

d

ds
(x(s), y(s)) = (cos θ(s), sin θ(s)), (x(0), y(0)) = (ξ,0). (8.3)

Next, consider a function ρ̄(ξ) ≥ 0 describing the density of stems which grow near ξ ∈ R. 
At any point in space reached by a stem, i.e. such that

(x, y) = γ (s, ξ) for some ξ ∈ R, s ∈ [0, �],

the density of vegetation is

ρ(x, y) = ρ(γ (s, ξ)) = κ ρ̄(ξ) ·
[
∂γ

∂ξ
× ∂γ

∂s

]−1

. (8.4)
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The light intensity at a point P = (x, y) ∈ R2 is now given by

I (P ) = exp

⎧⎨⎩−
+∞∫
0

ρ(P + tn) dt

⎫⎬⎭ . (8.5)

Definition 8.1. Given the constants �, κ and the density ρ̄ ∈ L∞(R), we say that the maps γ :
[0, �] ×R and I : R ×R+ �→ [0, 1] yield a competitive equilibrium if the following holds:

(i) For each ξ ∈R, the stem γ (·, ξ) provides an optimal solution to (OP3).
(ii) The function I (·) coincides with the light intensity determined by (8.4)-(8.5).

We shall not analyze the existence or uniqueness of the competitive equilibrium, in the case 
where the distribution of stem roots is not uniform. We only observe that, if the stem γ (·, ξ) in 
(8.1) is optimal, the necessary conditions yield the existence of a dual vector s �→ p(s) satisfying

ṗ(s) = − ∇I
(
x(s), y(s)

)
g(θ(s)), p(�) = (0,0), (8.6)

and such that, for a.e. s ∈ [0, �], the optimal angle θ∗(s) satisfies

θ∗(s) = argmax
θ

{
p(s) · (cos θ, sin θ) + I (x(s), y(s))g(θ)

}
. (8.7)

Differentiating the expression on the right hand side of (8.7) one obtains an implicit equation for 
θ∗(s), namely

I
(
x(s), y(s)

)
)g′(θ∗(s)) + p(s) · n(s) = 0 (8.8)

for a.e. s ∈ [0, �]. Here n(s)
.= (− sin θ(s), cos θ(s)

)
is the unit vector perpendicular to the stem. 

Moreover, by (8.6) one has

p(s) =
�∫

s

∇I
(
x(σ ), y(σ )) g(θ∗(σ )

)
dσ.

An interesting case is where stems grow only on the half line {ξ ≥ 0}. For example, one can take

ρ̄(ξ) =
⎧⎨⎩

0 if ξ < 0,

b−1ξ if ξ ∈ [0, b],
1 if ξ > b.

(8.9)

In this case, we conjecture that the competitive equilibrium has the form illustrated in Fig. 5, 
right.
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Fig. 6. The stem γ1, oriented perpendicularly to the sun rays, collects much more sunlight than γ2. Indeed, γ1 would 
give the best orientation for solar panels. Notice that γ2 minimizes the sunlight gathered because the upper leaves put the 
lower ones in shade.

9. Concluding remarks

A motivation for the present study was to understand whether competition for sunlight could 
explain phototropism, i.e. the tendency of plant stems to bend toward the light source. A naive 
approach may suggest that, if a stem bends in the direction of the light rays, the leaves will 
be closer to the sun and hence gather more light. However, since the average distance of the 
earth from the sun is approximately 90 million miles, getting a few inches closer cannot make a 
difference.

As shown in Fig. 6, if a single stem were present, to maximize the collected sunlight it should 
be perpendicular to the light rays, not parallel. In the presence of competition among several 
plant stems, our analysis shows that the best configuration is no longer perpendicular to light 
rays: the lower part of the stems should grow in a nearly vertical direction, while the upper part 
bends away from the sun.

Still, our competition models do not predict the tilting of stems in the direction of the sun rays. 
This may be due to the fact that these models are “static”, i.e., they do not describe how plants 
grow in time. This leaves open the possibility of introducing further models that can explain 
phototropism in a time-dependent framework. As suggested in [12], the preemptive conquering 
of space, in the direction of the light rays, can be an advantageous strategy. We leave these issues 
for future investigation.
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Appendix 4.A Details on Paper 4

In the following we will provide some additional details to motivate and
explain some results in Paper 4 ([2]) which for publication reasons had
to be rather brief, leaving out several intermediate steps. We assume
below that the reader has some familiarity with the papers [3, 2], and
we will frequently refer to equations within these papers.

4.A.1 Details on Section 2 in Paper 4 [2]

Equation (2.3) in [2] gives the impression of being a straightforward
result from [3], but this derivation is somewhat involved. The equation
can be derived from Equations (2.22) and (2.23) in [3], which expresses
the amount of sunlight absorbed by the measure µ in the presence of
competing vegetation in form of a measure ν absolutely continuous with
respect to the Lebesgue measure.

Moreover, the aforementioned (2.22) is simply presented as is, mo-
tivated by the less general equation (2.20) where both µ and ν are ab-
solutely continuous with respect to the Lebesgue measure. We will first
give a formal argument for (2.22) being the generalization of (2.20),
before using (2.22) to justify Equation (2.3) in [2].

Following the notation in [3] we let n be the unit vector facing the
incoming sunlight, πn be the projection parallel to the light onto the per-
pendicular subspace E⊥n of dimension d−1, and µn denote the projected
measure

µn(A) = µ
(
{x ∈ Rd ; πn(x) ∈ A}

)

for every open set A ∈ E⊥n .

Generalizations to non-absolutely continuous measures

In [3], they generalize the expression for the sunlight absorbed by a
measure µ absolutely continuous with respect to the Lebesgue measure
md in Rd, which we denote by µ � md, and for which the Radon–
Nikodym derivative is dµ/dmd = f . To be precise, they take Equation
(2.3) which reads

Sn(µ) =

∫

E⊥n

(
1− exp

{
−
∫ ∞

−∞
f(y + tn)dt

})
dy

and generalize it to

Sn(µ) =

∫

E⊥n

(1− exp {−Φn(y)}) dy, (4.A.1)
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for µ with projection µn � md−1 onto E⊥n , where md−1 is the Lebesgue
measure on E⊥n and dµn/dmd−1 = Φn. This generalization is simply
claimed to be an easy generalization, and so we give a formal derivation
here for the reader’s benefit. Starting with µn(A) we find

µn(A) = µ(π−1
n (A))

µ�md=

∫

Rd
1π−1

n (A)f dmd =

∫

Rd
1A×Rf dmd.

By the Fubini–Tonelli theorem, the rightmost expression above is equal
to
∫

E⊥n

1A

∫ ∞

−∞
f(y + tn) dt dmd−1(y) =

∫

A

(∫ ∞

−∞
f(y + tn) dt

)
dmd−1(y).

Next, in the expression for the function Snµ,ν in (2.22) they generalize

∫ ∞

s
f(y + tn) dt

to Φn(z)µy([s,∞)). The explanation follows. First, observe that by the
procedure above we may write

µ(A× [s,∞)) =

∫

Rd
1A×[s,∞)f dmd

=

∫

E⊥n

1A

∫ ∞

−∞
1[s,∞)f(y + tn) dt dmd−1(y)

=

∫

A

(∫ ∞

s
f(y + tn) dt

)
dmd−1(y).

By the disintegration theorem, cf. [1, Thm. 2.28], we also have

µ(A× [s,∞)) =

∫

Rd
1A×[s,∞) dµ

=

∫

E⊥n

1A

∫ ∞

−∞
1[s,∞) dµ

y(t) dµn(y)

=

∫

A
µy ([s,∞)) dµn(y)

=

∫

A
µy ([s,∞)) Φn(y) dmd−1(y).

Combining the previous expressions we obtain

∫ ∞

s
f(z + tn) dt = Φn(z)µz ([s,∞)) (4.A.2)
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for md−1-a.e. z ∈ E⊥n . As µz is a probability measure on the real line it
follows that ∫ +∞

−∞
f(z + tn) dt = Φn(z), (4.A.3)

hence we obtain the generalization (4.A.1). Moreover, as (2.22) in [3]
comes from (2.20) by replacing the left-hand sides of (4.A.2) and (4.A.3)
with their respective right-hand sides, we have justified this generaliza-
tion as well.

Equation for sunlight collected by single stem

Here we motivate Equation (2.3) in [2], the expression for sunlight ab-
sorbed by a single stem with background vegetation in the form of a
light intensity function I. Let us assume that for m1-a.e. z ∈ E⊥n , the
stem does not cross En(z) := {z+sn |s ∈ R} more than once. Indeed, to
do otherwise would be suboptimal, as the stem would put itself in shade.
For z with a single value s defining the non-empty intersection between
the stem and En(z), we call this value σ(z). Since µz is a probability
measure which lives on the support of µ we must have µz = δσ(z) for
such z, and it follows that µz([s,∞[) = 1(−∞,σ(z)](s). Inserting this into
the last term of Sµ,ν(z) as defined in [3, Eq. (2.22)] we obtain

∫ ∞

−∞
g(z + sn) exp

{
−
∫ ∞

s
g(z + tn) dt

}
exp {−Φn(z)µz ([s,∞[)} ds

= exp {−Φn(z)}
∫ σ(z)

−∞
g(z + sn) exp

{
−
∫ ∞

s
g(z + tn) dt

}
ds

+

∫ ∞

σ(z)
g(z + sn) exp

{
−
∫ ∞

s
g(z + tn) dt

}
ds

= exp {−Φn(z)}

×
(

exp

{
−
∫ ∞

σ(z)
g(z + sn) ds

}
− exp

{
−
∫ ∞

−∞
g(z + sn) ds

})

+ 1− exp

{
−
∫ ∞

σ(z)
g(z + sn) ds

}
.

Using the above identity, the evaluation of Sµ,ν(z) yields two cancella-
tions and the expression

Sµ,ν(z) = exp

{
−
∫ ∞

σ(z)
g(z + sn) ds

}
(1− exp {−Φn(z)}) .
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This must hold for a.e. z ∈ E⊥n , since those z where the intersection of
the stem and En(z) is a non-empty interval, i.e., the stem is parallel to
n, can at most be countable. It then follows that the total amount of
sunlight absorbed by the stem is

Sµ,ν =

∫

E⊥n

exp

{
−
∫ ∞

σ(z)
g(z + sn) ds

}
(1− exp {−Φn(z)}) dz

which is exactly the expression

S(y) =

∫

E⊥n

I(z) (1− exp {−Φ(z)}) dz

from (2.3) in [2], where we identify the light intensity function I with
the exponential function involving the density g = dν/dmd,

I(z)
.
= exp

{
−
∫ ∞

σ(z)
g(z + sn) ds

}
.

For the final expression, note that the projection of an infinitesimal
segment dγ(s) of the stem onto E⊥n equals (γ̇(s) ·n⊥) ds to leading order.
As |dz| is the length of this projection it follows that

∣∣∣∣
ds

dz

∣∣∣∣ =
∣∣∣γ̇(s) · n⊥

∣∣∣ = |cos(θ(s)− θ0)| ,

which leads to

Φ(z(s)) = κ

∣∣∣∣
dz

ds

∣∣∣∣ =
κ

|cos(θ(s)− θ0)| .

Finally, because of the assumption θ0 ≤ θ(s) ≤ π
2 justified below, we

may remove the absolute value to recover exactly (2.3) in [2].

Reflection argument

A reflection argument is presented below Equation (2.4) to prove that
it is not restrictive to assume θ0 ≤ θ(s) ≤ π

2 . The argument with the
m-fold composition coming from (2.5) and (2.6) contains a lot written
between the lines, and we will give a more detailed exposition here.

The stem is above ground by definition, and so it should only be
necessary to include the first and third cases in (2.5). If one is in the
third case, the modified angle is a reflection about n which does not
change the contribution from Φ, but such a reflection will elevate part
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of the stem and since I increases with height this increases the sunlight
captured.

For the next step, we see that we are done if the new angle is mapped
to the interval [θ0, π/2]. Observe that if 0 ≤ θ < θ0 then the mapping
2θ0 − θ is a reflection about n⊥, which does not change the value of
|cos(θ(s)− θ0)|, but it will increase the contribution from I as part of
the stem is lifted.

If π/2 < θ ≤ θ0+π/2 then the mapping π−θ is a reflection about the
y-axis, which does not change the elevation of the stem, but it decreases
the angle between γ̇ and n⊥, which increases the value of |cos(θ(s)− θ0)|.
Since (1−e−1/x)x is monotone increasing in x, it follows that the amount
of absorbed sunlight increases.

To see that this iteration must end after finitely many steps, observe
that if we are in [0, θ0) then the mapping θ 7→ 2θ0 − θ sends us to
(θ0, 2θ0] ( (θ0, θ0 + π/2]. Likewise, if we are in (π/2, θ0 + π/2], the
mapping θ 7→ π−θ maps us to [π/2−θ0, π/2) ( [0, π/2). Let us assume
that we start with angle φ0 ∈ [0, θ0), and that we find the next iterate
φ1 ∈ (π/2, 2θ0]. Then it follows

φ2 = π − φ1 = π − (2θ0 − φ0) = φ0 + 2(π/2− θ0) > φ0.

This holds in general: if some angle φn ∈ [0, θ0) is not mapped into
[θ0, π/2] in the next iteration, we have φn+2 = φn + 2(π/2 − θ0) <
π/2. Similarly, if some angle φn+1 ∈ (π/2, θ0 + π/2] is not mapped into
[θ0, π/2] in the next iteration we have φn+3 = φn+1 − 2(π/2− θ0) > θ0.
Since θ0 < π/2, there must be some finite m for which φm ∈ [θ0, π/2].

4.A.2 Details on Section 5 in Paper 4 [2]

Here we recall the optimization problem (OP2). First we define the
functions

z(t) :=

∫ +∞

t
u(s) ds, G(θ, u) :=

(
1− exp

{ −u
cos(θ − θ0)

})
cos(θ− θ0).

Then (OP2) is defined as follows. Given a sunlight intensity function
I(y), and constants 0 < α < 1 and c > 0, find controls θ : R+ → [θ0,

π
2 ]

and u : R+ → R+ which maximize the integral
∫ +∞

0
[I(y(t))G(θ(t), u(t))− czα(t)] dt (4.A.4)

subject to

ẏ(t) = sin θ(t), y(0) = 0,

ż(t) = −u(t), z(+∞) = 0.
(4.A.5)
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In Section 5.2 it is simply stated that the necessary conditions for opti-
mality lead to the dual equations

ṗ(t) = −I ′(y(t))G(θ(t), u(t)), p(+∞) = 0,

q̇(t) = cαzα−1(t), q(0) = 0,
(4.A.6)

and the maximality condition

(θ∗(t), u∗(t)) = arg max
θ∈[0,π],u≥0

{p(t) sin θ − q(t)u+ I(y(t))G(θ, u)− czα(t)} .

(4.A.7)
This is in fact an application of the Pontryagin maximum principle, and
we will in the following provide details on how (4.A.6) and (4.A.7) are
derived. First we rewrite (OP2) as the Mayer problem (0.1.11)–(0.1.14).
To this end we introduce the auxiliary variable w(t) satisfying

ẇ(t) = I(y(t))G(θ(t), u(t))− czα(t), w(0) = 0,

for which we want to maximize φ0(+∞, (y, z, w)) = w(+∞) subject to
(4.A.5). Note that this Mayer problem does not correspond exactly
to the one considered in Theorem 0.1.1, as one does not give an ini-
tial condition for the primal variable z, but only a terminal condition
z(+∞) = 0. We shall indicate below how this affects the derivation.

For this maximization of w(+∞), let (θ∗, u∗) be a pair of optimal
controls with corresponding optimal trajectory (y∗, z∗, w∗). By virtue
of (0.1.15) we have dual variables p, q, and r satisfying the evolution
equation

[
ṗ q̇ ṙ

]
= −

[
p q r

]
·




0 0 0
0 0 0

I ′(y)G(θ, u) −cαzα−1 0




=
[
−rI ′(y)G(θ, u) rcαzα−1 0

]
,

(4.A.8)

where the matrix is the Jacobian corresponding to Dxf in (0.1.15).
For the terminal conditions of (p, q, r), we see that multiplying λi for
i = 0, . . . , k with the same positive constant we may assume λ0 = 1.
Moreover, we think of the endpoint condition z(+∞) = 0 as a con-
straint in (0.1.14) by setting φ1((y, z, w)) = z. Then it follows from
(0.1.17) that (p, q, r)(+∞) = (0, λ1, 1), where λ1 is arbitrary. In con-
sequence, we have p(+∞) = 0 and r(+∞) = 1, while q(+∞) is free.
The dual variable q will instead be specified at the initial time t = 0,
according to the Pontryagin principle presented in [5, Chap. 2], which
is more general in the sense that the primal variables may be specified
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at either the initial or terminal time. Indeed, replacing the initial con-
ditions x(0) = x̄ in (0.1.12) by a set of initial constraints analogous to
(0.1.14), there is an expression analogous to (0.1.17) which specifies the
dual variables at t = 0. Since in our case we may regard y(0) = 0 and
w(0) = 0 as initial constraints φi((y, z, w)) = 0 for φ2((y, z, w)) = y and
φ3((y, z, w)) = w, this leads to (p, q, r)(0) = (λ2, 0, λ3) where λ2 and λ3

are arbitrary. Hence, q(0) = 0, while p(0) and r(0) are free. Combin-
ing the initial and terminal conditions of (p, q, r) with (4.A.8) we obtain
r ≡ 1, and consequently (4.A.6).

4.A.3 Details on Section 6 in Paper 4 [2]

Equation (6.32) comes from the differential equation satisfied by the
derivative of a solution with respect to a parameter, details can be found
in, e.g., [6]. In step 9 of the proof of Theorem 6.1 it is stated that due
to uniform integrability one has weakly convergent subsequence in L1.
This is can be seen as an application of the Dunford–Pettis theorem, cf.
[4, Thm. 4.30].
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Abstract

This paper is concerned with a shape optimization problem, where the functional to be
maximized describes the total sunlight collected by a distribution of tree leaves, minus the
cost for transporting water and nutrient from the base of the trunk to all the leaves. In the
case of 2 space dimensions, the solution is proved to be unique, and explicitly determined.
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1 Introduction

In the recent papers [7, 9] two functionals were introduced, measuring the amount of light
collected by the leaves, and the amount of water and nutrients collected by the roots of a tree.
In connection with a ramified transportation cost [1, 14, 18], these lead to various optimization
problems for tree shapes.

Quite often, optimal solutions to problems involving a ramified transportation cost exhibit a
fractal structure [2, 3, 4, 12, 15, 16, 17]. In the present note we analyze in more detail the
optimization problem for tree branches proposed in [7], in the 2-dimensional case. In this
simple setting, the unique solution can be explicitly determined. Instead of being fractal, its
shape reminds of a solar panel.

The present analysis was partially motivated by the goal of understanding phototropism, i.e.,
the tendency of plant stems to bend toward the source of light. Our results indicate that this
behavior cannot be explained purely in terms of maximizing the amount of light collected by
the leaves (Fig. 1). Apparently, other factors must have played a role in the evolution of this
trait, such as the competition among different plants. See [6] for some results in this direction.

The remainder of this paper is organized as follows. In Section 2 we review the two functionals
defining the shape optimization problem and state the main results. Proofs are then worked
out in Sections 3 to 5.

1
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Figure 1: A stem γ1 perpendicular to the sun rays is optimally shaped to collect the most light. For
the stem γ2 bending toward the light source, the upper leaves put the lower ones in shade.

2 Statement of the main results

We begin by reviewing the two functionals considered in [7, 9].

2.1 A sunlight functional

Let µ be a positive, bounded Radon measure on Rd+
.
= {(x1, x2, . . . , xd) ; xd ≥ 0}. Thinking

of µ as the density of leaves on a tree, we seek a functional S(µ) describing the total amount
of sunlight absorbed by the leaves. Fix a unit vector

n ∈ Sd−1 .
= {x ∈ Rd ; |x| = 1},

and assume that all light rays come parallel to n. Call E⊥n the (d− 1)-dimensional subspace
perpendicular to n and let πn : Rd 7→ E⊥n be the perpendicular projection. Each point x ∈ Rd
can thus be expressed uniquely as

x = y + sn (2.1)

with y ∈ E⊥n and s ∈ R.

On the perpendicular subspace E⊥n consider the projected measure µn, defined by setting

µn(A) = µ
({
x ∈ Rd ; πn(x) ∈ A

})
. (2.2)

Call Φn the density of the absolutely continuous part of µn w.r.t. the (d − 1)-dimensional
Lebesgue measure on E⊥n .

Definition 2.1 The total amount of sunlight from the direction n captured by a measure µ
on Rd is defined as

Sn(µ)
.
=

∫

E⊥n

(
1− exp

{
−Φn(y)

})
dy . (2.3)

More generally, given an integrable function η ∈ L1(Sd−1), the total sunshine absorbed by µ
from all directions is defined as

Sη(µ)
.
=

∫

Sd−1

(∫

E⊥n

(
1− exp

{
−Φn(y)

})
dy

)
η(n) dn . (2.4)

In the formula (2.4), η(n) accounts for the intensity of light coming from the direction n.

2
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Remark 2.2 According to the above definition, the amount of sunlight Sn(µ) captured by the
measure µ only depends on its projection µn on the subspace perpendicular to n. In particular,
if a second measure µ̃ is obtained from µ by shifting some of the mass in a direction parallel
to n, then S(µ̃) = S(µ).

2.2 Optimal irrigation patterns

Consider a positive Radon measure µ on Rd with total mass M = µ(Rd), and let Θ = [0,M ].
We think of ξ ∈ Θ as a Lagrangian variable, labeling a water particle.

Definition 2.3 A measurable map

χ : Θ× R+ 7→ Rd (2.5)

is called an admissible irrigation plan if

(i) For every ξ ∈ Θ, the map t 7→ χ(ξ, t) is Lipschitz continuous. More precisely, for each
ξ there exists a stopping time T (ξ) such that, calling

χ̇(ξ, t) =
∂

∂t
χ(ξ, t)

the partial derivative w.r.t. time, one has

∣∣χ̇(ξ, t)
∣∣ =

{
1 for a.e. t ∈

[
0, T (ξ)

]
,

0 for t > T (ξ).
(2.6)

(ii) At time t = 0 all particles are at the origin: χ(ξ, 0) = 0 for all ξ ∈ Θ.

(iii) The push-forward of the Lebesgue measure on [0,M ] through the map ξ 7→ χ(ξ, T (ξ))
coincides with the measure µ. In other words, for every open set A ⊂ Rd there holds

µ(A) = meas
(
{ξ ∈ Θ ; χ(ξ, T (ξ)) ∈ A

})
. (2.7)

One may think of χ(ξ, t) as the position of the water particle ξ at time t.

To define the corresponding transportation cost, we first compute how many particles travel
through a point x ∈ Rd. This is described by

|x|χ .
= meas

({
ξ ∈ Θ ; χ(ξ, t) = x for some t ≥ 0

})
. (2.8)

We think of |x|χ as the total flux going through the point x. Following [13, 14], we consider

Definition 2.4 (irrigation cost). For a given α ∈ [0, 1], the total cost of the irrigation plan
χ is

Eα(χ)
.
=

∫

Θ

(∫ T (ξ)

0

∣∣χ(ξ, t)
∣∣α−1

χ
dt

)
dξ. (2.9)

The α-irrigation cost of a measure µ is defined as

Iα(µ)
.
= inf

χ
Eα(χ), (2.10)

where the infimum is taken over all admissible irrigation plans for the measure µ.
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Remark 2.5 Sometimes it is convenient to consider more general irrigation plans where, in
place of (2.6), for a.e. t ∈ [0, T (ξ)] the speed satisfies |χ̇(ξ, t)| ≤ 1. In this case, the cost (2.9)
is replaced by

Eα(χ)
.
=

∫

Θ

(∫ T (ξ)

0

∣∣χ(ξ, t)
∣∣α−1

χ
|χ̇(ξ, t)| dt

)
dξ. (2.11)

Of course, one can always re-parameterize each trajectory t 7→ χ(ξ, t) by arc-length, so that
(2.6) holds. This does not affect the cost (2.11).

Remark 2.6 In the case α = 1, the expression (2.9) reduces to

Eα(χ)
.
=

∫

Θ

(∫

R+

|χ̇t(ξ, t)| dt
)
dξ =

∫

Θ
[total length of the path χ(ξ, ·)] dξ .

Of course, this length is minimal if every path χ(·, ξ) is a straight line, joining the origin with
χ(ξ, T (ξ)). Hence

Iα(µ)
.
= inf

χ
Eα(χ) =

∫

Θ
|χ(ξ, T (ξ))| dξ =

∫
|x| dµ .

On the other hand, when α < 1, moving along a path which is traveled by few other particles
comes at a high cost. Indeed, in this case the factor

∣∣χ(ξ, t)
∣∣α−1

χ
becomes large. To reduce the

total cost, it is thus convenient that many particles travel along the same path.

For the basic theory of ramified transport we refer to the monograph [1]. For future use, we
recall that optimal irrigation plans satisfy

Single Path Property: If χ(ξ, τ) = χ(ξ′, τ ′) for some ξ, ξ′ ∈ Θ and 0 < τ ≤ τ ′, then

χ(ξ, t) = χ(ξ′, t) for all t ∈ [0, τ ]. (2.12)

2.3 The general optimization problem for branches.

Combining the two functionals (2.4) and (2.10), one can formulate an optimization problem
for the shape of branches:

(OPB) Given a light intensity function η ∈ L1(Sd−1) and two constants c > 0, α ∈ [0, 1], find a
positive measure µ supported on Rd+ that maximizes the payoff

Sη(µ)− c Iα(µ). (2.13)

2.4 Optimal branches in dimension d = 2.

We consider here the optimization problem for branches in the planar case d = 2. We as-
sume that the sunlight comes from a single direction n = (cos θ0, sin θ0), so that the sunlight

4
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functional takes the form (2.3). Moreover, as irrigation cost we take (2.10), for some fixed
α ∈ ]0, 1]. For a given constant c > 0, this leads to the problem

maximize: Sn(µ)− cIα(µ), (2.14)

over all positive measures µ supported on the half space R2
+
.
= {x = (x1, x2) ; x2 ≥ 0}. To fix

the ideas, we shall assume that 0 < θ0 < π/2. Our main goal is to prove that for this problem
the “solar panel” configuration shown in Fig. 2 is optimal, namely:

Theorem 2.7 Assume that 0 < θ0 ≤ π/2 and 1/2 ≤ α ≤ 1.Then the optimization problem
(2.14) has a unique solution. The optimal measure is supported along two rays, namely

Supp(µ) ⊂
{

(r cos θ, r sin θ) ; r ≥ 0, either θ = 0 or θ = θ0 +
π

2

}
.
= Γ0 ∪ Γ1 . (2.15)

When 0 < α < 1/2, the same conclusion holds provided that the angle θ0 satisfies

cos
(π

2
− θ0

)
≥ 1− 22α−1. (2.16)

0

Γ

0

0

Γ
1

n

θ

Figure 2: When the light rays impinge from a fixed direction n, the optimal distribution of leaves is
supported on the two rays Γ0 and Γ1.

In the case α = 1 the result is straightforward. Indeed, for any measure µ we can consider its
projection µ̃ on Γ0 ∪ Γ1, obtained by shifting the mass in the direction parallel to the vector
n. In other words, for x ∈ R2 call φn(x) the unique point in Γ0 ∪ Γ1 such that φn(x) − x is
parallel to n. Then let µ̃ be the push-forward of the measure µ w.r.t. φn. Since this projection
satisfies |φn(x)| ≤ |x| for every x ∈ R2

+, the transportation cost decreases. On the other hand,
by Remark 2.2 the sunlight captured remains the same. We conclude that

Sn(µ̃)− cI1(µ̃) ≥ Sn(µ)− cI1(µ),

with strict inequality if µ is not supported on Γ0 ∪ Γ1.

In the case 0 < α < 1, the result is not so obvious. Indeed, we do not expect that the
conclusion holds if the hypothesis (2.16) is removed. A proof of Theorem 2.7 will be worked
out in Sections 3 and 4.

Having proved that the optimal measure µ is supported on the two rays Γ0 ∪ Γ1, the density
of µ w.r.t. one-dimensional measure can then be determined using the necessary conditions
derived in [6]. Indeed, the density u1 of µ along the ray Γ1 provides a solution to the scalar
optimization problem

maximize: J1(u)
.
=

∫ +∞

0

(
1− e−u(s)

)
ds− c

∫ +∞

0

(∫ +∞

s
u(r) dr

)α
ds , (2.17)
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among all non-negative functions u : R+ 7→ R+. Here s is the arc-length variable along Γ1.
Similarly, the density u0 of µ along the ray Γ0 provides a solution to the problem

maximize: J0(u)
.
=

∫ +∞

0
sin θ0

(
1− e−u(s)/ sin θ0

)
ds− c

∫ +∞

0

(∫ +∞

s
u(r) dr

)α
ds . (2.18)

We write (2.17) in the form

maximize: J1(u)
.
=

∫ +∞

0

[(
1− e−u(s)

)
− czα

]
ds , (2.19)

subject to
ż = − u, z(+∞) = 0. (2.20)

The necessary conditions for optimality (see for example [8, 11]) now yield

u(s) = argmax
ω≥0

{
− e−ω − ωq(s)

}
= − ln q(s), (2.21)

where the dual variable q satisfies

q̇ = cαzα−1, q(0) = 0. (2.22)

Notice that, by (2.21), u > 0 only if q < 1. Combining (2.20) with (2.22) one obtains an ODE
for the function q 7→ z(q), with q ∈ [0, 1]. Namely

dz(q)

dq
=

z1−α ln q

cα
, z(1) = 0. (2.23)

This equation admits the explicit solution

z(q) = c−1/α [1 + q ln q − q]1/α . (2.24)

Inserting (2.24) in (2.22), we obtain an implicit equation for q(s):

s =
1

αc1/α

∫ q(s)

0
[1 + t ln t− t] 1−αα dt. (2.25)

In turn, the density u(s) of the optimal measure µ along Γ1, as a function of the arc-length
s, is recovered from (2.21). Notice that this measure is supported only on an initial interval
[0, `1], determined by

`1 =
1

αc1/α

∫ 1

0
[1 + s ln s− s] 1−αα ds.

The density of the optimal measure along the ray Γ0 is computed in an entirely similar way.
In this case, the equations (2.21) and (2.25) are replaced respectively by

u(s) = − (sin θ0) ln q(s),

s =
(sin θ0)

1−α
α

αc1/α

∫ q(s)

0
[1 + t ln t− t] 1−αα dt.

Again, the condition u(s) > 0 implies q(s) < 1. Along Γ0, the optimal measure µ is supported
on an initial interval [0, `0], where

`0 =
(sin θ0)

1−α
α

αc1/α

∫ 1

0
[1 + s ln s− s] 1−αα ds.
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2.5 The case α = 0.

In the analysis of the optimization problem (OPB), the case α = 0 stands apart. Indeed, the
general theorem on the existence of an optimal shape proved in [7] does not cover this case.

When α = 0, a measure µ is irrigable only if it is concentrated on a set of dimension ≤ 1.
When this happens, in any dimension d ≥ 3 we have Sη(µ) = 0 and the optimization problem
is trivial. The only case of interest occurs in dimension d = 2. In the following, 〈·, ·〉 denotes
the inner product in R2.

Theorem 2.8 Let α = 0, d = 2. Let η ∈ L1(S1) and define

K
.
= max

|w|=1

∫

n∈S1

∣∣∣〈w,n〉
∣∣∣ η(n) dn. (2.26)

(i) If K > c, then the optimization problem (OPB) has no solution, because the supremum
of all possible payoffs is +∞.

(ii) If K ≤ c, then the maximum payoff is zero, which is trivially achieved by the zero
measure.

A proof will be given in Section 5.

3 Properties of optimal branch configurations

In this section we consider the optimization problem (2.14) in dimension d = 2. As a step
toward the proof of Theorem 2.7, some properties of optimal branch configurations will be
derived.

By the result in [7] we know that an optimal measure µ exists and has bounded support,
contained in R2

+
.
= {(x1, x2) ; x2 ≥ 0}. Call M = µ(R2

+) the total mass of µ and let
χ : [0,M ]× R+ 7→ R2

+ be an optimal irrigation plan for µ.

χ (x)
_

0

χ (x)
+x

Figure 3: According to the definition (3.3), the set χ−(x) is a curve joining the origin to the point x.
The set χ+(x) is a subtree, containing all paths that start from x.

Next, consider the set of all branches, namely

B .
= {x ∈ R2

+ ; |x|χ > 0}. (3.1)

By the single path property, we can introduce a partial ordering among points in B. Namely,
for any x, y ∈ B we say that x � y if for any ξ ∈ [0,M ] we have the implication

χ(t, ξ) = y =⇒ χ(t′, ξ) = x for some t′ ∈ [0, t]. (3.2)

7
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This means that all particles that reach the point y pass through x before getting to y.

For a given x ∈ B the subsets of points y ∈ B that precede or follow x are defined as

χ−(x)
.
= {y ∈ B ; y � x}, χ+(x)

.
= {y ∈ B ; x � y}, (3.3)

respectively (see Fig. 3).

n

π

x
1

Γ

π#

0 P

x

x

Figure 4: If the set χ+(x) is not contained in the slab Γx (the shaded region), by taking the perpen-
dicular projections π] and π[ we obtain another irrigation plan with strictly lower cost, which irrigates
a new measure µ̃ gathering exactly the same amount of sunlight. Notice that here P is the point in
the closed set χ+(x) ∩ Re1 which has the largest inner product with n.

We begin by deriving some properties of the sets χ+(x). Introducing the unit vectors e1 =
(1, 0), e2 = (0, 1), we denote by Re1 the set of points on the x1-axis. As before, n =
(cos θ0, sin θ0) denotes the unit vector in the direction of the sunlight. Throughout the follow-
ing, the closure of a set A is denoted by A, while 〈·, ·〉 denotes an inner product.

Lemma 3.1 Let the measure µ provide an optimal solution to the problem (2.14), and let χ
be an optimal irrigation plan for µ. Then, for every x ∈ B, one has

χ+(x) ⊂ Γx
.
=
{
y ∈ R2

+ ; 〈n, y〉 ∈ [ax, bx]
}
, (3.4)

where ax
.
= 〈n, x〉, while bx is defined as follows.

• If χ+(x) ∩ Re1 = ∅, then bx = ax = 〈n, x〉.

• If χ+(x) ∩ Re1 6= ∅, then

bx = max {ax, b′x}, b′x
.
= sup

{
〈n, z〉 ; z ∈ χ+(x) ∩ Re1

}
.

Proof. The right-hand side of (3.4) is illustrated in Fig. 4. To prove the lemma, consider the
set of all particles that pass through x, namely

Θx
.
=
{
ξ ∈ [0,M ] ; χ(τ, ξ) = x for some τ ≥ 0

}
.

1. We first show that, by the optimality of the solution,

〈n , χ(ξ, t)〉 ≥ ax for all ξ ∈ Θx , t ≥ τ. (3.5)

Indeed, consider the perpendicular projection on the half plane

π] : R2 7→ S]
.
= {y ∈ R2 ; 〈n, y〉 ≥ ax}.

8
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Define the projected irrigation plan

χ](t, ξ)
.
=

{
π] ◦ χ(t, ξ) if ξ ∈ Θx , t ≥ τ,

χ(t, ξ) otherwise.

Then the new measure µ] irrigated by χ] is still supported on R2
+ and has exactly the same

projection on E⊥n as µ. Hence it gathers the same amount of sunlight. However, if the two
irrigation plans do not coincide a.e., then the cost of χ] is strictly smaller than the cost of χ,
contradicting the optimality assumption.

2. Next, we show that

〈n , χ(ξ, t)〉 ≤ bx for all ξ ∈ Θx t ≥ τ. (3.6)

Indeed, call

b′′ .
= sup

{
〈n, z〉 ; z ∈ χ+(x)

}
.

If b′′ ≤ bx, we are done. In the opposite case, by a continuity and compactness argument we
can find δ > 0 such that the following holds. Introducing the perpendicular projection on the
half plane

π[ : R2 7→ S[
.
= {y ∈ R2 ; 〈n, y〉 ≤ b′′ − δ},

one has {
π[(y) ; y ∈ χ+(x)

}
⊆ R2

+ . (3.7)

Similarly as before, define the projected irrigation plan

χ[(t, ξ)
.
=

{
π[ ◦ χ(t, ξ) if ξ ∈ Θx , t ≥ τ,

χ(t, ξ) otherwise.

Then the new measure µ[ irrigated by χ[ is supported on R2
+ ∩ S[ and has exactly the same

projection on E⊥n as µ. Hence it gathers the same amount of sunlight. However, if the two
irrigation plans do not coincide a.e., then the cost of χ[ is strictly smaller than the cost of χ,
contradicting the optimality assumption. This completes the proof of the Lemma.

(x)
+χ+

(y) χ

ω
0
= π/2 − θ

0

z
2

z
1

S

x

y

Figure 5: After a rotation of coordinates, the sunlight comes from the vertical direction. Here the
blue lines correspond to the set B∗ in (3.8).

Based on the previous lemma, we now consider the set

B∗ .
= {x ∈ B ; χ+(x) ∩ Re1 6= ∅}. (3.8)
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It will be convenient to rotate coordinates by an angle of π/2−θ0, and choose new coordinates
(z1, z2) oriented as in Fig. 5. In these new coordinates, the direction of sunlight becomes
vertical, while the positive x1-axis corresponds to the line

S
.
=
{

(z1, z2) ; z1 ≥ 0 , z2 = −λz1

}
, where λ = tan θ0 . (3.9)

Calling
(
z1(ξ, t), z2(ξ, t)

)
the corresponding coordinates of the point χ(ξ, t), from Lemma 3.1

we immediately obtain

Corollary 3.2 Let χ be an optimal irrigation plan for a solution to (2.14). Then

(i) For every ξ ∈ [0,M ], the map t 7→ z1(ξ, t) is non-decreasing.

(ii) If z̄ = (z̄1, z̄2) /∈ B∗, then χ+(z̄) is contained in a horizontal line. Namely,

χ+(z̄) ⊂ {(z̄1, s) ; s ∈ R}. (3.10)

To make further progress, we define

zmax
1

.
= sup

{
z1 ; (z1, z2) ∈ B∗

}
.

Moreover, on the interval [0, zmax1 [ we consider the function

ϕ(z1)
.
= sup

{
s ; (z1, s) ∈ B∗

}
. (3.11)

z
1

z
2 0

*γ

z
1

Q

S

π/2 − θ
0

ϕ

1

_ n
B

n

n

_
(z  )

P

ϕ ba

P

A

Figure 6: The construction used in the proof of Lemma 3.3.

Lemma 3.3 For every z1 ∈ [0, zmax1 [ , the supremum ϕ(z1) is attained as a maximum.

Proof. 1. Assume that, on the contrary, for some z̄1 the supremum is not a maximum. In
this case, as shown in Fig. 6, there exist a sequence of points Pn → P with Pn = (z̄1, sn),
P = (z̄1, z̄2), sn ↑ z̄2. Here Pn ∈ B∗ for every n ≥ 1 but P /∈ B∗.

2. Choose two values a, b such that

−λz̄1 < b < a < ϕ(z̄1).

10
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By construction, for every n ≥ 1 the set χ+(Pn) intersects S. Therefore we can find points

Pn ≺ An ≺ Bn

all in B∗, with

An = (tn, a), Bn = (t′n, b), z̄1 ≤ tn ≤ t′n ≤ zmax1 .

3. Since the branches χ+(An) are all disjoint, we have
∑

n≥1

|An|χ ≤ M
.
= µ(R2

+).

We can thus find N large enough so that

εN
.
= |AN |χ < (a− b) 1

1−α . (3.12)

Consider the modified transport plan χ̃, obtained from χ by removing all particles that go
through the point BN . More precisely, χ̃ is the restriction of χ to the domain

Θ̃
.
= Θ \ {ξ ; χ(ξ, τ) = BN for some τ ≥ 0}.

Let µ̃ be the measure irrigated by χ̃.

Since µ̃ ≤ µ, the total amount of sunlight gathered by the measure µ̃ satisfies

S(µ)− S(µ̃) ≤ (µ− µ̃)(R2). (3.13)

We now estimate the reduction in the transportation cost, achieved by replacing µ with µ̃.
Since all water particles reaching BN must pass through AN , they must cover a distance
≥ |BN −AN | ≥ a− b traveling along a path whose maximum flux is ≤ εN . The difference in
the transportation costs can thus be estimated by

Iα(µ)− Iα(µ̃) ≥ (a− b) · αεα−1
N · (µ− µ̃)(R2). (3.14)

If (3.12) holds, combining (3.13)-(3.14) we obtain

S(µ)− cIα(µ) < S(µ̃)− cIα(µ̃).

Hence the measure µ is not optimal. This contradiction proves the lemma.

By the previous result, the graph of ϕ is contained in one single maximal trajectory of the
transport plan χ. As in Figure 7, we let s 7→ γ(s) be the arc-length parameterization of this
curve, which provides the left boundary of the set B∗.

Along the curve γ, we now consider the set of points Cj = (z1,j , z2,j) where some horizontal
branch bifurcates on the left. A property of such points is given below.

Lemma 3.4 In the above setting, for every j, one has

ϕ(s) < z2,j for all s < z1,j . (3.15)

Proof. If (3.15) fails, there exists another point C∗j = (z∗1,j , z2,j) along the curve γ, with
z∗1,j < z1,j . We can now replace the measure µ by another measure µ̃ obtained as follows.
All the mass lying on the horizontal half-line {(z1,j , s) ; s ≥ z2,j} is shifted downward on the
half-line {(z∗1,j , s) ; s ≥ z2,j}. Since the functional Sn is invariant under vertical shifts, we
have Sn(µ̃) = Sn(µ). However, the transportation cost is strictly smaller: Iα(µ̃) < Iα(µ).
This contradicts the optimality of µ.
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C

C j

j
π/2 − θ

0

z
1

z
2 0

Q

S

γ *

σ

σ

q

γ

2
*

*

*
2

*

P

*

1
p*

p

*

Figure 7: The thick portions of the curve γ are the only points where a left bifurcation can occur.
If a horizontal branch σ bifurcates from Cj , all the mass on this branch can be shifted downward to
another branch σ∗ bifurcating from C∗

j . Furthermore, if some portion of the path γ between P ∗ and Q
lies above the segment γ∗ joining these two points, we can take a projection of γ on γ∗. In both cases,
the transportation cost is strictly reduced.

Next, as shown in Fig. 7, we consider a point P ∗ = (p∗1, p
∗
2) ∈ γ where the component z2

achieves its maximum, namely

p∗2 = max{z2 ; (z1, z2) ∈ γ} ≥ 0. (3.16)

Notice that such a maximum exists because γ is a continuous curve, starting at the origin.
If this maximum is attained at more than one point, we choose the one with smallest z1-
coordinate, so that

p∗1 = min{z1 ; (z1, p
∗
2) ∈ γ}. (3.17)

Moreover, call
q∗2

.
= inf{z2 ; (z1, z2) ∈ Supp(µ)},

and let Q∗ = (q∗1, q
∗
2) ∈ S be the point on the ray S whose second coordinate is q∗2. We observe

that, by the optimality of the solution, all paths of the irrigation plan χ must lie within the
convex set

Σ∗ .
= {(z1, z2) ; z1 ∈ [0, q∗1], z2 ≥ q∗2}.

Otherwise, calling π∗ : R2 7→ Σ∗ the perpendicular projection on the convex set Σ∗, the
composed plan

χ∗(ξ, t) .
= π∗

(
χ(ξ, t)

)

would satisfy
Sn(χ∗) = Sn(χ), Eα(χ∗) < Eα(χ),

contradicting the optimality assumption.

By a projection argument we now show that, in an optimal solution, all the particle paths
remain below the segment γ∗ with endpoints P ∗ and Q∗.

Lemma 3.5 In the above setting, let

γ∗ =
{

(z1, z2) ; z1 = a+ bz2 , z2 ∈ [q∗2, p
∗
2]
}

be the segment with endpoints P ∗, Q∗. If

(ξ, t) 7→ χ(ξ, t) = (z1(ξ, t), z2(ξ, t)
)

(3.18)

12
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is an optimal irrigation plan for the problem (2.14), then we have the implication

z2(ξ, t) ∈ [q∗2, p
∗
2] =⇒ z1(ξ, t) ≤ a+ b z2(ξ, t). (3.19)

Proof. 1. It suffices to show that the maximal curve γ lies below γ∗. If this is not the case,
consider the set of particles which go through the point P ∗ and then move to the right of P ∗,
namely

Ω∗ =
{
ξ ∈ [0,M ] ; χ(ξ, t∗) = P ∗ for some t∗ ≥ 0, z2(ξ, t) < p∗2 for t > t∗

}
. (3.20)

2. Consider the convex region below γ∗, defined by

Σ
.
=
{

(z1, z2) ; 0 ≤ z1 ≤ a+ bz2 , z2 ∈ [q∗2, p
∗
2]
}
.

Let π : R2 7→ Σ be the perpendicular projection. Then the irrigation plan

χ†(ξ, t) .
=





π
(
χ(ξ, t)

)
if ξ ∈ Ω∗, t > t∗,

χ(ξ, t) otherwise,
(3.21)

has total cost strictly smaller than χ. Indeed, for all x, ξ, t we have

∣∣π(x)
∣∣
χ† ≥ |x|χ ,

∣∣χ̇†(ξ, t)
∣∣ ≤

∣∣χ̇(ξ, t)
∣∣. (3.22)

Notice that, in (3.22), equality can hold for a.e. ξ, t only in the case where χ = χ†.

3. We now observe that the perpendicular projection on Σ can decrease the z2-component. As
a consequence, the measures µ and µ† irrigated by χ and χ† may have a different projections
on the z2 axis. If this happens, we may have Sn(µ) 6= Sn(µ†).

To address this issue, we observe that all particles ξ ∈ Ω∗ satisfy χ†(ξ, t∗) = χ(ξ, t∗) = P ∗. In
terms of the z1, z2 coordinates, this implies

z†2(ξ, t∗) = z2(ξ, t∗) = p∗2, z†2(ξ, T (ξ)) ≤ z2(ξ, T (ξ)) < p∗2 . (3.23)

By continuity, for each ξ ∈ Ω∗ we can find a stopping time τ(ξ) ∈ [t∗, T (ξ)] such that

z†2(ξ, τ(ξ)) = z2(ξ, T (ξ)).

Call χ̃ the truncated irrigation plan, such that

χ̃(ξ, t)
.
=





χ†(ξ, t) if ξ ∈ Ω∗, t ≤ τ(ξ),

χ(ξ, τ(ξ)) if ξ ∈ Ω∗, t ≥ τ(ξ),

χ(ξ, t) if ξ /∈ Ω∗.

(3.24)

By construction, the measures µ and µ̃ irrigated by χ and χ̃ have exactly the same projections
on the z2 axis. Hence Sn(µ̃) = Sn(µ). On the other hand, the corresponding costs satisfy

Eα(χ̃) ≤ Eα(χ†) < Eα(χ).

This contradicts optimality, thus proving the lemma.
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4 Proof of Theorem 2.7

In this section we give a proof of Theorem 2.7. As shown in Fig. 7, let P ∗ = (p∗1, p
∗
2) be the

point defined at (3.16). We consider two cases:

(i) P ∗ = 0 ∈ R2,

(ii) P ∗ 6= 0.

Assume that case (i) occurs. Then, by Lemma 3.4, the only branch that can bifurcate to the
left of γ must lie on the z2-axis. Moreover, by Lemma 3.5, the path γ cannot lie above the
segment with endpoints P ∗, Q∗. Therefore, the restriction of the measure µ to the half space
{z2 ≤ 0} is supported on the line S. Combining these two facts we achieve the conclusion of
the theorem.

The remainder of the proof will be devoted to showing that the case (ii) cannot occur, because
it would contradict the optimality of the solution.

To illustrate the heart of the matter, we first consider the elementary configuration shown in
Fig. 8, left, where all trajectories are straight lines. We call κ the flux along the segment P ∗Q
and σ the flux along the horizontal line bifurcating to the left of P ∗. As in Fig. 8, right, we
then replace the segments PP ∗ and P ∗Q by a single segment with endpoints P,Q. To fix the
ideas, the lengths of these two segments will be denoted by

`a = |P − P ∗|, `b = |Q− P ∗|. (4.1)

The angles between these segments and a horizontal line will be denoted by θa, θb, respectively.
Our main assumption is

0 ≤ θa ≤
π

2
, 0 ≤ θb <

π

2
− θ0 . (4.2)

Q

*P

P

P

Q

*

P
a

b

1

z
2

z
1 z

z
2

c

0

σ

σ

κκ

0

θ

θ
θ

Figure 8: The basic case: in a neighborhood of P ∗ the trajectories are straight lines. To show that
the configuration on the left is not optimal, we replace the portion of the trajectory between P and Q
with a single segment.

Having performed this modification, the previous transportation cost along PP ∗ and P ∗Q

(κ+ σ)α`a + κα`b
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is replaced by

κα
√
`2a + `2b − 2`a`b cos(θa + θb) + σα`a cos θa . (4.3)

Notice that the last term in (4.3) accounts for the fact that an amount σ of particles need to
cover a longer horizontal distance, reaching P instead of P ∗.

The difference in the cost is thus expressed by the function

f(`a, `b) = (κ+ σ)α`a − σα`a cos θa + κα
[
`b −

√
`2a + `2b − 2`a`b cos(θa + θb)

]
.

Notice that this function is positively homogeneous of degree 1 w.r.t. the variables `a, `b. We
observe that, by choosing the angle θc between the segment PQ and a horizontal line to be
just slightly larger than θb, we can render the ratio `a/`b as small as we like. Taking advantage
of this fact, we set

`a = ε`, `b = `

for some ε > 0 small. By the homogeneity of f it follows

f(ε`, `) = `
[
ε(κ+ σ)α − εσα cos θa + κα

(
1−

√
1 + ε2 − 2ε cos(θa + θb)

)]
.

This yields

d

d`
f(ε`, `) = ε(κ+ σ)α − εσα cos θa + κα

(
1−

√
1 + ε2 − 2ε cos(θa + θb)

)

= ε
[
(κ+ σ)α − σα cos θa + κα cos(θa + θb) +O(1) · ε

]
.

(4.4)

Setting

λ =
σ

κ+ σ

we now study the function

F (λ, θa, θb)
.
= 1− λα cos θa + (1− λ)α cos(θa + θb), (4.5)

and find under which conditions on θb this function F remains positive for all λ ∈ [0, 1],
θa ∈ [0, π/2].

Lemma 4.1 (i) For α ≥ 1/2 and any θa, θb ∈ [0, π/2], we always have F (λ, θa, θb) ≥ 0.

(ii) When 0 < α < 1/2 we have F (λ, θa, θb) ≥ 0 for every θa, θb ∈ [0, π/2] provided that θb
satisfies the additional bound

cos θb ≥ 1− 22α−1. (4.6)

Proof. The function F in (4.5) can be written in terms of an inner product:

F (λ, θa, θb) = 1− cos θa [λα − (1− λ)α cos θb]− sin θa(1− λ)α sin θb

= 1−
〈

(cos θa, sin θa) ,
(
λα − (1− λ)α cos θb , (1− λ)α sin θb

)〉
.

(4.7)

To prove that F ≥ 0 it thus suffices to show that the second vector on the right hand side of
(4.7) has length less than or equal to one, namely

λ2α + (1− λ)2α − 2λα(1− λ)α cos θb ≤ 1.
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This inequality holds provided that

cos θb ≥
λ2α + (1− λ)2α − 1

2λα(1− λ)α
. (4.8)

In the case where α ≥ 1/2 we have

λ2α + (1− λ)2α ≤ 1 for all λ ∈ [0, 1],

hence (4.8) holds.

To study the case where α < 1/2, consider the function

g(λ)
.
=

λ2α + (1− λ)2α − 1

2λα(1− λ)α
= 1 +

(
λα − (1− λ)α

)2 − 1

2λα(1− λ)α
.

We observe that, for 0 ≤ α ≤ 1
2 , one has

0 ≤ g(λ) ≤ g
(1

2

)
= 1− 22α−1, (4.9)

while
lim
λ→0+

g(λ) = lim
λ→1−

g(λ) = 0.

From (4.9) it now follows that the condition (4.6) guarantees that (4.8) holds, hence F ≥ 0,
as required.
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κ
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Figure 9: A more general configuration, compared with the one in Fig. 8.

We now consider the more general configuration shown in Fig. 9. Water is transported along
the path γ up to the point P ∗. Then the flux is split into a finite number of straight paths.
One goes horizontally to the left, with flux σ ≥ 0. The other pipes go to the right, with fluxes
κ1, . . . , κn > 0, at angles

0 ≤ θn < · · · < θ2 < θ1 <
π

2
− θ0. (4.10)

We compare this configuration with a modified irrigation plan, where a “bypass” is inserted
along a segment γ̃ with endpoints P , P1, at an angle β satisfying

θ1 < β <
π

2
− θ0. (4.11)
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In this case, water particles travel along γ until they reach P . Then, an amount σ of particles
bifurcates to the left. All the remaining particles are transported along the segment γ̃, until
they reach the points Pn, . . . , P1 along the old pipes. The next lemma estimates the saving in
the irrigation cost achieved by inserting the “bypass” along the segment PP1.

Lemma 4.2 As in Theorem 2.7, assume that either 1/2 ≤ α ≤ 1, or else (2.16) holds. In the
above setting, one has

[old cost]− [new cost] ≥ |P1 − P ∗| · δ(θ1, κ), (4.12)

where δ(θ1, κ) is a continuous function, strictly positive for 0 ≤ θ1 <
π
2 − θ0 and κ = κ1 +

· · ·+ κn > 0.

Proof. 1. As in the previous lemmas, we call θa the angle between the segment PP ∗ and a
horizontal line. The difference between the old cost and the new cost can be expressed as

|P−P ∗|


σ +

n∑

j=1

κj



α

+
n∑

j=1

καj |P ∗−Pj |−σα cos θa|P−P ∗|−
n∑

j=1

(
j∑

i=1

κi

)α
|Pj+1−Pj |, (4.13)

where, for notational convenience, we set Pn+1
.
= P . According to (4.13) we can write

[old cost]− [new cost] = A+ Sn , (4.14)

where

A
.
= |P − P ∗|




σ +

n∑

j=1

κj



α

− σα cos θa


+




n∑

j=1

κj



α (
|P ∗ − P1| − |P − P1|

)
, (4.15)

Sn =
n∑

j=1

καj |P ∗−Pj |−
( n∑

j=1

κj

)α(
|P ∗−P1|−|Pn+1−P1|

)
−

n∑

j=1

( j∑

i=1

κi

)α
|Pj+1−Pj |. (4.16)

2. Notice that the quantity A in (4.15) would describe the difference in the costs if all the
mass κ = κ1 + · · · + κn were flowing through the point P1. Using Lemma 4.1, we can thus
choose P = P1 close enough to P ∗ such that this difference is strictly positive. More precisely,
for a fixed κ > 0, we claim that one can achieve the lower bound

A ≥ |P − P ∗|
[
(σ + κ)α − σα cos θa + κα cos(θa + θ1)− κα

2

|P − P ∗|
|P1 − P ∗|

]

≥ |P1 − P ∗| · δ(θ1, κ) > 0.

(4.17)

Indeed, the last two terms within the square brackets in (4.17) are derived from

|P ∗ − P1| − |P − P1| = |P ∗ − P1|
[

1−
√

1− 2
|P − P ∗|
|P ∗ − P1|

cos(θa + θ1) +
|P − P ∗|2
|P ∗ − P1|2

]

≥ |P ∗ − P1|
[
1−

(
1− |P − P

∗|
|P ∗ − P1|

cos(θa + θ1) +
|P − P ∗|2

2|P ∗ − P1|2
)]

.

Moreover, since we have the strict inequalities




θ1 < π
2 if α ≥ 1

2 ,

θ1 <
π
2 − θ0 if α < 1

2 ,
(4.18)
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the same argument used in the proof of (4.8) in Lemma 4.1 now yields the strict inequality

cos θ1 >
λ2α + (1− λ)2α − 1

2λα(1− λ)α
. (4.19)

Given κ > 0 and P1, we can then choose P close enough to P ∗ so that

• the term within the square brackets in (4.17) is strictly positive,

• the ratio |P−P ∗|/|P1−P ∗| is small but uniformly positive, as long as θ1 remains bounded
away from π

2 or from π
2 − θ0 respectively, in the two cases considered in (4.18).

This proves our claim (4.17).

3. To complete the proof of the lemma, it remains to prove that Sn ≥ 0. This will be proved
by induction on n. Starting from (4.16) and using the inequalities

|Pn − P1| ≤ |P ∗ − P1|,
( n∑

i=1

κi

)α
≤ καn +

( n−1∑

i=1

κi

)α
,

we obtain

Sn =
n∑

j=1

καj |P ∗ − Pj | −
( n∑

j=1

κj

)α (
|P ∗ − P1| − |Pn − P1|

)
︸ ︷︷ ︸

≥0

−
n−1∑

j=1

( j∑

i=1

κi

)α
|Pj+1 − Pj |

≥
n−1∑

j=1

καj |P ∗ − Pj | −
( n−1∑

j=1

κj

)α(
|P ∗ − P1| − |Pn−1 − P1|

)
−
n−2∑

j=1

( j∑

i=1

κi

)α
|Pj+1 − Pj |

+καn|P ∗ − Pn| − καn
(
|P ∗ − P1| − |Pn − P1|

)

= Sn−1 + καn

(
|P ∗ − Pn| − |P ∗ − P1|+ |Pn − P1|

)
≥ Sn−1 .

(4.20)
Repeating this same argument, by induction we obtain

Sn ≥ Sn−1 ≥ · · · ≥ S1 .

Observing that

S1 = κα1 |P ∗ − P1| − κα1
(
|P ∗ − P1| − |P2 − P1|

)
− κα1 |P2 − P1| = 0,

we complete the proof of the lemma.

We now consider the most general situation, shown in Fig. 10. Differently from the setting of
Lemma 4.2, various scenarios must be considered.

• In addition to the horizontal path bifurcating to the left of P ∗ with flux σ, there can be
countably many additional horizontal branches bifurcating to the left of γ, below P ∗.
We shall denote by σn, n ≥ 1, the fluxes through these branches, at the bifurcation
points.

• There can be countably many distinct branches bifurcating to the right of P ∗, say with
fluxes κ∗j , j ≥ 1.
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• Furthermore, there can be countably many additional branches bifurcating to the right
of γ, at points close to P ∗. We shall denote by κ′i, i ≥ 1, the fluxes through these
branches, at the bifurcation points.

• Finally, the measure µ could concentrate a positive mass along the arc PP ∗.

We observe that, by optimality, all particle trajectories to the right of γ move in the right-
upward direction. Namely, setting χ(ξ, t) = (z1(ξ, t), z2(ξ, t)), for these paths we have

ż1(ξ, t) ≥ 0, ż2(ξ, t) ≤ 0.

We now construct a “bypass”, choosing a segment PQ with endpoints both lying on the curve
γ, making an angle β with the horizontal direction such that

β∗ < β <
π

2
− θ0 . (4.21)

Here β∗ denotes the angle between the segment P ∗Q∗ and a horizontal line.

Given ε > 0, we can choose N ≥ 1 large enough so that, among the branches bifurcating from
P ∗, one has ∑

j>N

κ∗j < ε. (4.22)

Moreover, by choosing Q sufficiently close to P ∗, the following can be achieved:

(i) The total flux along the horizontal branches bifurcating to the left of γ below P ∗ satisfies

∑

n≥1

σn < ε. (4.23)

(ii) The total flux along the branches bifurcating to the right of γ between P and P ∗, and
between P ∗ and Q satisfies ∑

i≥1

κ′i < ε. (4.24)

(iii) For each j = 1, . . . , N , there exists a path γj connecting P ∗ with a point Pj on the
segment PQ, along which the flux remains ≥ κj ≥ κ∗j − (ε/N). Here we denote by κj
the flux reaching Pj .

In other words, even if the j-th branch through P ∗ further bifurcates, most of the
particles along this branch cross the segment PQ at the same point Pj .

(iv) The total mass of µ along γ between P and P ∗ is < ε.

We estimate the difference in the new cost produced by these additional branches. Call
P = (p1, p2), Q = (q1, q2).

• The additional mass on the left branches, together with the mass of µ present between
P and P ∗ now travels along a horizontal line through P . By (i) and (iv) this mass is
< 2ε. Hence:

[additional cost] ≤ (2ε)1−α(z∗2 − z2). (4.25)
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Figure 10: In the fully general situation, we have additional branches bifurcating to the left of γ
between P and P ∗, and to the right of γ at any point between P and Q. In addition, there can be an
additional absolutely continuous source along the arc PP ∗.

• The additional mass bifurcating to the right of γ, not crossing the segment PQ at one
of the finitely many points P1, . . . , PN is < 3ε. The additional cost in transporting this
mass from P to some point between P and Q satisfies

[additional cost] < κα−1
0 · 3ε|P −Q|. (4.26)

We now use Lemma 4.2. Combining (4.12) with (4.25)-(4.26) we obtain

[old cost]− [new cost] ≥ |P1 − P ∗| · δ(θ1, κ)− (2ε)1−α|P − P ∗| − κα−1
0 · 3ε|P −Q|. (4.27)

By choosing ε > 0 small enough, the right hand side of (4.27) is strictly positive. Hence the
configuration with P ∗ 6= 0 is not optimal. This completes the proof of Theorem 2.7.

5 The case d = 2, α = 0

We give here a proof of Theorem 2.8.

1. Assume that there exists a unit vector w∗ ∈ R2 such that

K =

∫

n∈S1

∣∣∣〈w∗,n〉
∣∣∣ η(n) dn > c.

Let v = (cosβ, sinβ) be a unit vector perpendicular to w∗, with β ∈ [0, π]. Let µ be the mea-
sure supported on the segment {rv ; r ∈ [0, `]}, with constant density λ w.r.t. 1-dimensional
Lebesgue measure.

Then the payoff achieved by µ is estimated by

Sη(µ)− cI0(µ) = ` ·
∫

S1

(
1− exp

{
− λ∣∣〈w∗,n〉

∣∣
}) ∣∣∣〈w∗,n〉

∣∣∣ η(n) dn− c `

≥ ` · (1− e−λ)

∫

S1

∣∣∣〈w∗,n〉
∣∣∣ η(n) dn− c `

=
[
(1− e−λ)K − c

]
`.

(5.1)
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By choosing λ > 0 large enough, the first factor on the right hand side of (5.1) is strictly
positive. Hence, by increasing the length `, we can render the payoff arbitrarily large.

2. Next, assume that K ≤ c. Consider any Lipschitz curve s 7→ γ(s), parameterized by
arc-length s ∈ [0, `]. Then, for any measure µ supported on γ, the total amount of sunlight
from the direction n captured by µ satisfies the estimate

Sn(µ) ≤
∫ `

0

∣∣∣〈γ̇(s)⊥, n〉
∣∣∣ ds.

Indeed, it is bounded by the length of the projection of γ on the line E⊥n perpendicular to n.
Integrating over the various sunlight directions, one obtains

Sη(µ) ≤
∫ `

0

∫

S1

∣∣∣〈γ̇(s)⊥, n〉
∣∣∣ η(n) dn ds ≤ K `.

More generally, µ =
∑

i µi can be the sum of countably many measures supported on Lipschitz
curves γi. In this case, since the sunlight functional is sub-additive, one has

Sη(µ) ≤
∑

i

Sη(µi) ≤
∑

i

K`i .

Hence
Sη(µ)− cI0(µ) ≤

∑

i

K`i − c
∑

i

`i ≤ 0.

This concludes the proof of case (ii) in Theorem 2.8.
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