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Abstract—The articulated intervention autonomous underwa-
ter vehicle (AIAUV) is an underwater swimming manipulator
with intervention capabilities. Station-keeping and trajectory
tracking are essential for the AIAUV to be able to move in
confined spaces and to perform intervention tasks. In this paper,
we propose using a generalized super-twisting algorithm (GSTA),
which is an extension of the regular super-twisting algorithm, for
the trajectory tracking of the position and orientation of the base
of the AIAUV in 6DOF. We also propose using a higher-order
sliding mode observer (HOSMO) for estimating the linear and
angular velocities when velocity measurements are unavailable.
Furthermore, we show the ultimate boundedness of the tracking
errors for a control law using the GSTA and for a control law
that combines the GSTA with a HOSMO. We also prove that
the GSTA gives global uniform finite-time stability. Finally, we
demonstrate the applicability of the proposed control laws with
comprehensive simulation and experimental results.

Index Terms—Autonomous underwater vehicle, Control appli-
cation, Experimental results, Robotics, Sliding mode control.

I. INTRODUCTION

The articulated intervention autonomous underwater vehicle
(AIAUV) is an underwater vehicle with multiple joints, such as
a manipulator arm, and multiple thrusters, i.e., an underwater
swimming manipulator. The thrusters impart the AIAUV with
station-keeping capabilities and enable the AIAUV to perform
trajectory tracking without using body undulations, which are
necessary for underwater snake robots [1]. The joints enable
the AIAUV to operate as a manipulator arm, thus enabling
the AIAUV to perform intervention tasks. These manoeu-
vring capabilities and its slender body enable the AIAUV
to move around in confined spaces to which a remotely
operated vehicle (ROV) or survey autonomous underwater
vehicle would not have access. Moreover, the AIAUV has
adopted the high kinematic redundancy of underwater snake
robots and the fully energy-efficient hydrodynamic properties
and tetherless operation of autonomous underwater vehicles.
These properties enable the AIAUV to exploit the full potential
of the inherent kinematic redundancy [2], [3].

Station-keeping and trajectory tracking are essential for the
AIAUV to be able to move in confined spaces and to perform
intervention tasks. Since the AIAUV is a floating base robot
manipulator, standard control methods for fixed-base robot
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manipulators cannot be applied to the AIAUV. Moreover, the
AIAUV is subject to hydrodynamic and hydrostatic parameter
uncertainties, uncertain thruster characteristics, unknown dis-
turbances, and unmodeled dynamics. Furthermore, since the
coupling forces caused by the manipulator joint motion are
even larger for the AIAUV than for ROVs because the AIAUV
has no separate vehicle base while ROVs have a separate base
with a larger inertia compared to the manipulator arm, it is
essential for the control approach to be robust. The design
of a robust trajectory tracking controller for the AIAUV is
therefore the objective of this paper.

Sliding mode control (SMC) is a robust and versatile non-
linear control approach that has been used for many dif-
ferent systems and applications, including three-phase power
converters [4], Markovian jump systems [5], [6], stochastic
systems [7], [8] and microgrid control [9]. For underwater
vehicles, SMC has been used for singularity-free control [10],
to address partly unknown non-linear thruster characteristics
[11], [12] and for trajectory control [13] - [16]. SMC has also
been used to handle coupling forces between a manipulator
arm and an underwater vehicle [17]. In [18], SMC is applied to
land-based snake robots to achieve robust tracking of a desired
gait pattern and underactuated straight-line path following.

In recent years, SMC has been developed into higher-order
SMC schemes that remove the chattering problem. The super-
twisting algorithm (STA) with adaptive gains [19] has been
tested for the AIAUV in 2DOF and 6DOF in [20] and [21],
respectively, because this algorithm has been considered to
be the most powerful second-order continuous SMC algo-
rithm. The STA attenuates chattering, and no conservative
upper bound on the disturbance gradient has to be considered
to maintain sliding because of the adaptive gains. In [20],
tracking control of the centre of mass of the AIAUV in
2D was considered by using STA with adaptive gains [19]
and a higher-order sliding mode observer (HOSMO) [22]. It
was proven that the tracking errors were ultimately bounded,
and the simulation results demonstrated that the proposed
control method provided excellent tracking capabilities. The
results obtained in [20] were therefore extended to 6DOF in
[21]. In [21], the position, orientation and joint angles were
considered for the tracking problem, and equally good results
were obtained in theory and in simulations. In [20] and [21], a
HOSMO had to be used because velocity measurements were
unavailable. When using a HOSMO, quaternions cannot be
used to represent the system since the HOSMO does not work
with a different number of states in position versus velocity.
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In this paper the generalized super-twisting algorithm
(GSTA) [23] is used for trajectory tracking in 6DOF. GSTA
is an extension of STA that provides finite-time convergence
in the presence of time- and state-dependent perturbations,
which is essential for robust control of the AIAUV. Preliminary
results were presented in [24], where we considered the
position, orientation and joint angles for trajectory tracking,
but we assumed that velocity measurements were available.
We thus avoided using a HOSMO, which means that we could
use quaternions to represent the system. We then avoided sin-
gularities in the Jacobian matrix at θ = ±π/2, which is a well-
known problem when using Euler angles (xyz-convention).
Furthermore, we showed the ultimate boundedness of the
tracking error, and we illustrated our theoretical findings with
simulation results. We also proved that the GSTA is actually
globally uniformly finite-time stable, while in [23], the GSTA
was proven to be only globally finite-time table. Finally, GSTA
was compared with STA with adaptive gains. In this paper,
we also consider the case where velocity measurements are
unavailable by solving the tracking control problem by using
GSTA in combination with a HOSMO [22]. The reason we
chose to use the HOSMO is because of its strong stability
property. Specifically, the finite-time stability property of the
HOSMO enables us to show that the closed-loop system is
uniformly globally asymptotically stable. For this purpose, we
use Euler angles since we cannot use quaternions when the
HOSMO is used. Furthermore, we show the ultimate bound-
edness of the tracking errors when the HOSMO is included.
We also present comprehensive simulation and experimental
results that validate and show the applicability of both control
laws. The purpose of the experiments is to validate the theory
and the robustness of the control approaches, by showing that
the proposed approaches also work in experiments and not
only in the ideal case presented by simulations. This argument
goes for both the GSTA and the HOSMO, as, to the best of
the authors knowledge, few experimental results exist for these
methods.

The contributions of this paper can be summarized as
follows. The trajectory tracking control problem of an AIAUV
in 6DOF is solved using GSTA. The tracking errors are
proven to be ultimately bounded. Furthermore, the GSTA is
proven to give global uniform finite-time stability, whereas
in [23], the GSTA was only proven to give global finite-
time stability. Comprehensive simulation and experimental
results that validate that the approach is well suited for control
of an AIAUV are presented. The trajectory tracking control
problem of an AIAUV in 6DOF is also solved via GSTA
combined with a HOSMO. Additionally, the tracking errors
are proven to be ultimately bounded, and comprehensive
simulation and experimental results are presented that validate
that the approach is well suited for control of an AIAUV.

The remainder of this paper is organized as follows. In
Sec. II, the model and the tracking control problem for the
AIAUV are defined mathematically. The control law for track-
ing the desired trajectory is presented in Sec. III. In Sec. IV,
we prove the ultimate boundedness of the tracking errors.
A description of the simulation model implemented for this
paper and the simulation results are presented in Sec. V, and

a description of the robot used for the experiments, the set-up
and the experimental results are given in Sec. VI. Conclusions
and suggestions for future work are given in Sec. VII.

II. MODELLING AND THE TRACKING CONTROL PROBLEM

In this section, we present the model and the mathematical
definition of the tracking control problem for the AIAUV. The
AIAUV is composed of n links connected by n−1 motorized
joints, where each joint is regarded as a one-dimensional
Euclidean joint. We consider link 1 to be the base and link n to
be the front, where the end-effector is positioned. Furthermore,
the AIAUV is equipped with m thrusters. To provide station-
keeping capabilities, it has tunnel thrusters acting through
the links, and to provide forward thrust, it has one or more
thrusters acting along the body of the AIAUV. For control
purposes, the AIAUV is considered to be a floating-base
manipulator operating in an underwater environment, subject
to added mass forces, dissipative drag forces, and gravity
and buoyancy forces. This allows us to model the AIAUV
as an underwater vehicle manipulator system (UVMS), with
dynamic equations given in matrix form as [25], [26]

M(q)ζ̇ + C(q, ζ)ζ +D(q, ζ)ζ + g(q,RIB) = τ(q) (1)

where q ∈ R(n−1) is the vector representing the joint angles,
M(q) is the inertia matrix including added mass terms, C(q, ζ)
is the Coriolis-centripetal matrix, D(q, ζ) is the damping ma-
trix, and g(q,RIB) is the matrix of gravitational and buoyancy
forces. The control input is given by the generalized forces:

τ(q) =

[
T (q) 06×(n−1)

0(n−1)×m I(n−1)×(n−1)

] [
τthr
τq

]
(2)

where T (q) ∈ R6×m is the thruster configuration matrix,
τthr ∈ Rm is the vector of thruster forces, and τq ∈ R(n−1)

represents the joint torques. To implement the control input,
a thruster allocation scheme as proposed in [27] needs to be
implemented to distribute the desired control inputs onto the
thrusters. The vector of body-fixed velocities, ζ, is defined as

ζ =
[
vT ωT q̇T

]T ∈ R6+(n−1) (3)

where v and ω are the body-fixed linear and angular velocities
of the base of the AIAUV and q̇ is the vector of joint angle
velocities. In [21], we used Euler angles to represent the
orientation of the AIAUV, and in [24], we used quaternions.
In this paper, we use both Euler angles and quaternions
to represent the orientation. Specifically, we use quaternions
when the HOSMO is not used and Euler angles when the
HOSMO is used. The reason for this choice is that the
HOSMO does not work with quaternions; finding a HOSMO
that works with quaternions is a task for future work.

A. Model represented using quaternions

In this section, the model represented using quaternions will
be described. By using quaternions, we can avoid singularities
in the Jacobian matrix at θ = ±π/2, which is a well-
known problem when using Euler angles (xyz-convention).
Using Euler parameters rather than Euler angles thus provides
us the advantage of a well-defined Jacobian matrix, which
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is necessary to be able to use the inverse of the Jacobian
matrix. However, at the same time, we cannot use the HOSMO
from [22], which means that we need velocity measurements
to control the system. The complete state vector specifying
the position, orientation, and shape of the AIAUV is then
represented as

ξ =
[
ηT1 pT qT

]T ∈ R7+(n−1) (4)

where η1 =
[
x y z

]T ∈ R3 is the position of the base
and p =

[
εT η

]T
=
[
ε1 ε2 ε3 η

]T ∈ R4 is the unit
quaternion describing the orientation of the base in the inertial
frame. The Euler parameters η and ε satisfy

η2 + εT ε = 1. (5)

The kinematic differential equation for the unit quaternion can
be written as in [25] as[

ε̇
η̇

]
=

1

2

[
ηI3 + S(ε)
−εT

]
ω = Jk,oq(p)ω (6)

where I3 is the (3× 3) identity matrix and S(·) is the cross-
product operator defined as in [28, Definition 2.2]. To complete
the dynamic model, we can write the relationship between the
body-fixed velocities and the complete state vector specifying
the position, orientation, and shape of the AIAUV as

ξ̇ = J(p)ζ =

 RIB(p) 03×3 03×(n−1)
04×3 Jk,oq(p) 04×(n−1)

0(n−1)×3 0(n−1)×3 I(n−1)×(n−1)

 ζ (7)

where RBI is the rotation matrix expressing the transformation
from the inertial frame to the body-fixed frame.

The desired velocities are denoted as

ζd =
[
vTd ωTd q̇Td

]T
(8)

in the body-fixed frame. The desired velocities, ζd, are typ-
ically given by the inverse kinematics, as described in [29].
The desired trajectory,

[
ηT1,d pTd qTd

]T
, can then be recon-

structed from the desired velocity using, for instance, a CLIK
algorithm [30, Ch. 11]. The desired orientation of the base
of the AIAUV with respect to the inertial reference frame
is given by the unit quaternion, pd =

[
εTd ηd

]T
, and the

corresponding rotation matrix R(pd). The orientation error can
then be specified by the composite rotation

RT (pd)R(p) = R(p̃) (9)

where
p̃ =

[
ε̃
η̃

]
=

[
ηεd − ηdε+ S(εd)ε

ηηd + εT εd

]
(10)

is the unit quaternion representing the orientation error. For
the orientation, the aim is to ensure that p = ±pd, which
corresponds to p̃ =

[
01×3 ±1

]T
. The tracking errors then

consist of the position error η̃1, the orientation error ε̃ and the
joint angle error q̃, and the tracking error vector is then

ξ̃ =

η̃1ε̃
q̃

 =

 η1 − η1,d
ηεd − ηdε+ S(εd)ε

q − qd

 . (11)

The goal of the tracking problem is to make the error vector, ξ̃,
converge to zero. The tracking control objective is therefore to

make (ξ̃, ζ̃) = (0, 0) an asymptotically stable equilibrium point
of (1) and (7), which will ensure that the tracking error will
converge to zero. Note that η̃ is not included as an independent
state in (11) since η̃ and ε̃ satisfy (5). When ε̃ → 0, then
p̃ =

[
01×3 ±1

]T
.

B. Model represented using Euler angles

In this section, the model represented using Euler angles
will be described. The Jacobian matrix can become singular,
but we can then use the HOSMO from [22], which means that
we do not require velocity measurements to control the system.
The complete state vector specifying the position, orientation,
and shape of the AIAUV is represented as

ξ =
[
ηT1 ηT2 qT

]T
, ∈ R6+(n−1) (12)

where η1 =
[
x y z

]T ∈ R3 is the position of the base
and η2 =

[
φ θ ψ

]T ∈ R3 are the Euler angles describing
the orientation of the base in the inertial frame. To complete
the dynamic model, we can write the relationship between the
body-fixed velocities and the complete state vector as

ξ̇=J(η2)ζ =

 RIB 03×3 03×(n−1)
03×3 J−1k,o 03×(n−1)

0(n−1)×3 0(n−1)×3 I(n−1)×(n−1)

ζ (13)

where Jk,o is the Jacobian matrix. The desired velocities are
defined as in (8), and the desired trajectories are defined as
ξd =

[
ηT1,d ηT2,d qTd

]T
. The vector of tracking errors is then

ξ̃ =

η̃1η̃2
q̃

 =

η1 − η1,dη2 − η2,d
q − qd

 . (14)

The goal of the tracking problem is to make the error vector,
ξ̃, converge to zero. The tracking control objective is therefore
to make (ξ̃, ζ̃) = (0, 0) an asymptotically stable equilibrium
point of (1) and (13), which will ensure that the tracking errors
will converge to zero.

III. SLIDING MODE CONTROL

In this section, we propose two tracking control laws for
the AIAUV based on SMC: first, we present one control law
where we use the GSTA; then, we present a control law where
the GSTA is combined with a HOSMO.

A. Control law using the generalized super-twisting algorithm

In this subsection, the tracking control law for the AIAUV
using the GSTA will be presented.

1) Error dynamics: Define x̃1 = ξ̃, where ξ̃ is given by
(11) and

x̃2 =

 RIB(p̃) 03×3 03×(n−1)
03×3

1
2 (η̃I3 + S(ε̃)) 03×(n−1)

0(n−1)×3 0(n−1)×3 I(n−1)×(n−1)

(ζ − ζd)
= T (p̃)ζ̃

(15)

where ζ and ζd are defined in (3) and (8), respectively. The
reason for choosing x̃2 = T (·)ζ̃ is that this makes x̃2 = ˙̃x1,
and by using that, we can prove that the error variables
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asymptotically converge to zero when the sliding surface is
equal to zero (see Sec. III-A2 for the proof), which is a
requirement when designing the sliding surface. If x̃2 was
chosen to be equal to ζ̃, then this would not have been the
case. By differentiating (11) and (15) and using ζ̇ from (1)
and ξ̇ from (7), the error dynamics is

˙̃x1 = x̃2

˙̃x2 =
d

dt

(
T (p̃)

)
T−1(p̃)x̃2 +M−1(q̃ + qd)T (p̃)(

− C
(
q̃ + qd, T

−1(p̃)x̃2 + ζd
)(
T−1(p̃)x̃2 + ζd

)
−

D
(
q̃ + qd, T

−1(p̃)x̃2 + ζd
)(
T−1(p̃)x̃2 + ζd

)
−

g(q̃ + qd, R
I
B) + τ(q̃ + qd)−M(q̃ + qd)ζ̇d

)
.

(16)

To reduce the space used to write the error dynamics, we
will introduce some new functions, f1(·) = d

dt (T (·))T−1(·)
and f2(·) = −C(·)(T−1(·)x̃2 + ζd)−D(·)(T−1(·)x̃2 + ζd)−
g(·)−M(·)ζ̇d, such that the error dynamics can be written as

˙̃x1 = x̃2
˙̃x2 = f1(·)x̃2 +M−1(·)T (·)

(
f2(·) + τ(·)

) (17)

2) Sliding surface: To use an SMC approach, we must
first design a sliding surface. The sliding surface should be
designed such that when the sliding variable σ goes to zero,
the error variables asymptotically converge to zero and such
that the control input τ(·) appears in the first derivative of σ.
The sliding surface is chosen as

σ = x̃1 + x̃2 ∈ R6+(n−1). (18)

If σ = 0, we will have x̃1 + x̃2 = 0. Since x̃2 = ˙̃x1, we can
write this as

˙̃x1 = −x̃1 (19)

which ensures that x̃1 globally exponentially converges to
zero. Since x̃1 = ξ̃, the original state variable ξ̃ will also
globally exponentially converge to zero if σ = 0. GSTA, which
is described in Sec. III-A3, is then used to drive the sliding
surface to zero.

3) Generalized super-twisting algorithm: In this section,
the equations describing GSTA are presented in detail. The
GSTA proposed in [23] can be written as

uGSTA = −k1φ1(σ) + z ∈ R6+(n−1)

ż = −k2φ2(σ)
(20)

where

φ1(σ) = dσc
1
2 + βGSTAσ

φ2(σ) =
1

2
dσc0 +

3

2
βGSTAdσc

1
2 + β2

GSTAσ
(21)

where dacb = |a|b sgn(a) and k1 ∈ R6+(n−1), k2 ∈ R6+(n−1)

and βGSTA ∈ R6+(n−1) are controller gains. With the extra
linear term, compared to STA, three degrees of freedom are
obtained in the design of GSTA gains: k1, k2 and βGSTA.
The linear growth term βGSTAσ in φ1 helps to counteract the
effects of state-dependent perturbations, which can exponen-
tially increase in time. By choosing the gains as described in
[23], the algorithm is proven to make σ go to zero, globally

and in finite time, in the presence of state- and time-dependent
uncertain control coefficients and perturbations. Note that the
gains, when chosen as described in [23], are defined based on
bounds on the perturbations.

4) Control input: In this section, we design a control law
based on the GSTA described in Sec. III-A3, which we show
achieves the tracking control objective in Sec. IV-A. By using
the fact that ˙̃x1 = x̃2 from (16), (18) can be written as

˙̃x1 = σ − x̃1. (22)

By differentiating (18), we obtain

σ̇ = ˙̃x1+ ˙̃x2 = x̃2+f1(·)x̃2+M−1(·)T (·)
(
f2(·)+τ(·)

)
(23)

and by using x̃2 = σ − x̃1, we obtain

σ̇ = σ− x̃1+f1(·)(σ+ x̃1)+M−1(·)T (·)
(
f2(·)+τ(·)

)
. (24)

Now, we want the control input τ(·) to be chosen such that
σ̇ = uGSTA, such that σ and σ̇ reach zero in finite time.
However, since we do not know f1(·) and f2(·), we choose
our control input to be

τ(·) = T−1(·)uGSTA (25)

and in Sec. IV-A, we will show that this control input achieves
the tracking control objective.

B. Control law using the generalized super-twisting algorithm
combined with a higher-order sliding mode observer

In this subsection, the tracking control law for the AIAUV
using the GSTA combined with the HOSMO will be presented.

1) Third-order sliding mode observer: Because velocity
measurements are unavailable, a HOSMO will be developed in
this subsection for state estimation. We want to use the third-
order SMO presented in [22] because the third-order SMO
has been proven to be finite-time stable in [31]. To use this
HOSMO, we introduce a change of variables. Define x1 = ξ,
where ξ is given by (12), and x2 = J(η2)ζ, where J(η2)ζ is
given by (13); then, the dynamics can be written as

ẋ1 = x2

ẋ2 =
d

dt
(J(η2))J−1(η2)x2 +M−1(q)J(η2)(

− C
(
q, J−1(η2)x2

)
J−1(η2)x2

−D
(
q, J−1(η2)x2

)
J−1(η2)x2 − g(q,RIB) + τ(q)

)
(26)

Since d
dt (J(·)) is well defined and small, we will con-

sider d
dt (J(·))J−1(·)x2 to be a small bounded disturbance

called d(t), and we also introduce a new function f(·) =
−C(·)J−1(·)x2 − D(·)J−1(·)x2 − g(·) to reduce the space
used to write the model. The model can then be written as

ẋ1 = x2

ẋ2 = d(t) +M−1(·)J(·)
(
f(·) + τ(·)

) (27)

Now that we have introduced the change of variables, the
HOSMO can be introduced. By designing the HOSMO struc-
ture as in [22], the HOSMO is chosen as
˙̂x1 = x̂2+z1,

˙̂x2 = x̂3+z2+M−1(·)J(·)τ(·),
˙̂x3 =z3,

z1 = k1|e1|2/3 sgn(e1)

z2 = k2|e1|1/3 sgn(e1)

z3 = k3 sgn(e1)

(28)
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where k1 ∈ R6+(n−1), k2 ∈ R6+(n−1) and k3 ∈ R6+(n−1) are
gains to be chosen according to [32] and [33], where e1 =
x1 − x̂1 ∈ R6+(n−1). One choice of parameters that satisfies
the requirements in [32] and [33] is, according to [34], k1 =
6L1/3, k2 = 11L1/2 and k3 = 6L, where L ∈ R6+(n−1) is
a sufficiently large constant. By defining e2 = x2 − x̂2 and
e3 = −x̂3 + F (·), where F (·) = d(t) + M−1(·)J(·)f(·), the
error dynamics of the HOSMO can be written as

ė1 = −k1|e1|2/3 sgn(e1) + e2

ė2 = −k2|e1|1/3 sgn(e1) + e3

ė3 = −k3 sgn(e1) + Ḟ (·)
. (29)

If |Ḟ (·)| < ∆, then the HOSMO errors go to zero in finite
time [31]. Since F (·) is a combination of d(t), C(·)J−1(·)x2,
D(·)J−1(·)x2 and g(·), and since the AIAUV is a mechanical
system, these matrices will not change infinitely fast. There-
fore, assuming that Ḟ (·) is bounded is a valid assumption.

2) Sliding surface: As previously discussed, to use an SMC
approach, we must first design a sliding surface. The sliding
surface should be designed such that when the sliding variable
σ goes to zero, the state variables asymptotically converge to
zero and such that the control input τ(·) appears in the first
derivative of σ. If we had velocity measurements available,
we would choose the sliding surface as

σ = x̃1 + x̃2, ∈ R6+(n−1) (30)

where x̃1 = x1 − x1,d = ξ̃ and x̃2 = x2 − x2,d = J(η2)ζ −
J(η2,d)ζd. Now, if σ = 0, we will have x̃1 + x̃2 = 0. Since
x̃2 = x2 − x2,d = ẋ1 − ẋ1,d = ˙̃x1, we can write this as

˙̃x1 = −x̃1 (31)

which will ensure that x̃1 globally exponentially converges to
zero. Now, since x̃1 = ξ̃, the state variables ξ̃ will also globally
exponentially converge to zero if σ = 0. Since the velocity
measurement is not available, the observed state values are
used, and we can therefore write the sliding surface with the
observed values as

σ̂ = ˆ̃x1 + ˆ̃x2, ∈ R6+(n−1) (32)

where ˆ̃x1 = x̂1−x1,d and ˆ̃x2 = x̂2−x2,d. Since the HOSMO
errors in (29) go to zero in finite time, σ̂ = σ after some finite
time. Thus, if σ̂ = 0, the tracking objective will be satisfied.

3) Control input: In this section, we will design a control
law based on the GSTA described in Sec. III-A3, which we
will show achieves the tracking control objective in Sec. IV-B.
By designing the control input τ(·) such that ˙̂σ = uGSTA, we
thus achieve that σ̂ and ˙̂σ reach zero in finite time since the
GSTA is finite-time stable. Taking the time derivative of (32)
and substituting ˙̂x1 and ˙̂x2, defined in (28), we find that

˙̂σ =
˙̂
x̃1 +

˙̂
x̃2 = ˙̂x1 − ẋ1,d + ˙̂x2 − ẋ2,d = x̂2 + z1−

ẋ1,d + x̂3 + z2 +M−1(·)J(·)τ(·)− ẋ2,d
(33)

By choosing τ(·) to be

τ(·) =J−1(·)M(·)
(
− x̂2 − z1 + ẋ1,d − x̂3−

z2 + ẋ2,d + uGSTA

) (34)

we obtain
˙̂σ = uGSTA. (35)

IV. STABILITY ANALYSIS

In this section, we will analyse the closed-loop system
resulting from the control laws proposed in Sec. III-A and
Sec. III-B, and we show that the tracking error converges
asymptotically to zero for both cases.

A. System with the control law from Sec. III-A

In this section, the system with the control law proposed in
Sec. III-A, i.e., without the HOSMO, will be analysed. Parts
of the analysis build upon the results obtained in [23], but
we extend these results by proving uniformity for the GSTA,
which makes it possible to show the ultimate boundedness of
the tracking errors for the complete system.

1) Overall closed-loop dynamics: By introducing
ϕ(σ, x̃1, t) = ϕ1(σ, x̃1, t) + ϕ2(σ, x̃1, t), where
ϕ1(0, x̃1, t) = 0, Γ(·) = M−1(·), and using τ(·) as in
(25), we can rewrite (24) as

σ̇ = −k1Γ(·)φ1(σ)+ϕ1(σ, x̃1, t)+Γ(·)
(
z+Γ−1(·)ϕ2(σ, x̃1, t)

)
(36)

where ϕ1(σ, x̃1, t) = σ+ f1(·)σ+ Γ(·)(−C(·)σ−D(·)σ) and
ϕ2(σ, x̃1, t) = −x̃1 + f1(·)x̃1 + Γ(·)(−C(·)(x̃1 + T (·)ζd) −
D(·)(x̃1 +T (·)ζd)−T (·)g(·)−T (·)M(·)ζ̇d). Then, by means
of (22) and setting σ1 = σ and σ2 = z + Γ−1(·)ϕ2(σ, x̃1, t),
we can write the overall closed-loop dynamics as∑

1

{
˙̃x1 = −x̃1 + σ1∑

2

{
σ̇1 = −k1Γ(·)φ1(σ1) + ϕ1(σ1, x̃1, t) + Γ(·)σ2
σ̇2 = −k2φ2(σ1) + d

dt

(
Γ−1(·)ϕ2(σ1, x̃1, t)

) (37)

2) Stability analysis:
Theorem 1: Consider the error dynamics given by (16),

and let the sliding surface σ be defined by (18). Let the
control input be given by (25). Then, the closed-loop dynamics
is described by (37), and the origin of this cascade system
is uniformly globally asymptotically stable (UGAS), which
ensures the asymptotic convergence of the tracking error
when 0 < kmI ≤ Γ(·) ≤ kMI , |ϕ1(·)| ≤ α|φ1(σ)| and
| ddt (Γ

−1(·)ϕ2(·))| ≤ ∆, where km, kM , α and ∆ are positive
constants.

Proof: To analyse the cascade system (37), [35,
Lemma 2.1] will be used. Note that the system is actually
interconnected, but since subsystem 1 is well behaved as
long as σ does not explode, i.e. x̃1 is bounded, the system
can be analysed with cascaded theory by analysing along the
trajectories with x̃1(t) bounded. When analysing the complete
system, we will prove that this is indeed the case, i.e. prove
that x̃1(t) is uniformly globally bounded. We first start by
analysing subsystem 1 without perturbations.

Analysis of subsystem 1 with σ1 = 0: With σ1 = 0,
subsystem 1 can be written as∑

1

{
˙̃x1 = −x̃1 (38)

This is clearly a globally exponentially stable linear system,
but since we will need a Lyapunov function to analyse this
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system when σ1 6= 0, we use the Lyapunov function candidate
V1(x̃1) = 1

2 x̃
2
1 for the analysis. The derivative of V1 yields

V̇1(x̃1) = x̃1 ˙̃x1 = x̃1(−x̃1) = −x̃21 ≤ −||x̃1||
2 (39)

This means that the Lyapunov function satisfies

k1||x̃1||a ≤ V1(x̃1) ≤ k2||x̃1||a

∂V1
∂x

f(t, x) ≤ −k3||x̃1||a
(40)

with k1 = k2 = 1
2 , k3 = 1 and a = 2. Hence, by virtue of

[36, Theorem 4.10], the origin for subsystem
∑

1 with σ = 0
is globally exponentially stable.

Analysis of subsystem 2: Subsystem
∑

2 has the same
structure as the system in [23]; thus, we can use the results
obtained in [23]. For completeness, and because we will base
the further analysis on the Lyapunov function obtained here,
we recall the results from [23]. In [23], the origin of the
system is proven to be globally finite-time stable (GFTS)
if 0 < kmI ≤ Γ(·) ≤ kMI , |ϕ1(·)| ≤ α|φ1(σ)| and
| ddt (Γ

−1(·)ϕ2(·))| ≤ ∆, where km, kM , α and ∆ are positive
constants. Since the system is GFTS, it is also globally
asymptotically stable [37, Proposition 3]. To prove that the
origin of subsystem 2 is UGAS or globally uniformly finite-
time stable, we will use [37, Theorem 12]. In the analysis, we
will use the Lyapunov function found in [23], which was used
to prove GFTS, but the analysis itself, i.e., proving uniformity
by using [37, Theorem 12] is novel. The function V = ξTPξ,

where ξT = [φ1(σ1) σ2] and P =

[
p1 −1
−1 p2

]
, p1p2 > 1, is

the generalized Lyapunov function for subsystem 2; see [23]
for details. This function is globally proper and continuous (but
not Lipschitz continuous on the line σ1 = 0). For σ1 6= 0, this
function is differentiable and

DVF (σ1,σ2)(σ1, σ2) ≤ −µ1

√
V (σ1, σ2) (41)

where µ1 > 0 and(
σ̇1
σ̇2

)
∈F (σ1, σ2)=

(
−k1Γ(·)φ1(σ1)+ϕ1(σ1, x̃1, t)+Γ(·)σ2
−k2φ2(σ1)+ d

dt

(
Γ−1(·)ϕ2(σ1, x̃1, t)

))
(42)

For σ1 = 0 and σ2 6= 0, we need to calculate a generalized
directional derivative. Thus, consider the limit

D{hn},{un}V(0,σ2)=lim
n→∞

V(hnu
σ1
n ,σ2+hnu

σ2
n )−V(0,σ2)

hn
(43)

where {hn} ∈ K (K is a set of all sequences of real numbers
converging to zero, i.e., {hn} ∈ K⇔ hn → 0, hn 6= 0), un =
(uσ1
n , u

σ2
n )T , {un} ∈ M(d) (M(d) is a set of all sequences

of real vectors converging to d ∈ Rn, i.e. {un} ∈ M(d) ⇔
un → d, un ∈ Rn), and d ∈ F (0, σ2). In this case, uσ1

n → σ2
and uσ2

n → q, where q ∈ [− 1
2k2 ±∆, 12k2 ±∆]. Hence,

D{hn},{un}V (0, σ2) = lim
n→∞

V (hnσ2, σ2 + hnq)− V (0, σ2)

hn

= lim
n→∞

(
p1
(
|hnσ2|(1/2) sgn(hnσ2) + βhnσ2

)2
− 2
(
|hnσ2|(1/2) sgn(hnσ2) + βhnσ2

)
(σ2 + hnq)

+ p2(σ2 + hnq)
2 − p2σ2

2

)
/hn = −∞

(44)

Therefore,

DF (σ1,σ2)V (0,σ2)={−∞}≤−µ1

√
V (0,σ2) for σ2 6=0 (45)

and the origin of subsystem 2 is therefore globally uniformly
finite-time stable [37, Theorem 12], and therefore, it is also
UGAS. This result implies that ||σ(t)|| < β ∀t ≥ 0.

Analysis of the complete system: To analyse the complete
system, [35, Lemma 2.1] is used. To check whether the solu-
tions of the complete system are uniformly globally bounded,
the boundedness of x̃1 must be evaluated when σ1 6= 0. The
derivative of the Lyapunov function V1 is then as follows:

V̇1(x̃1)=−||x̃1||2+σx̃1≤−||x̃1||2+θ||x̃1||2−θ||x̃1||2

+β||x̃1||≤−(1− θ)||x̃1||2 ∀ ||x̃1|| ≥
β

θ

(46)

where 0 < θ < 1. The solutions are then UGB because the
conditions of [36, Theorem 4.18] are satisfied. Consequently,
the conditions of [35, Lemma 2.1] are satisfied, which implies
that the origin of the complete system is UGAS.
One way for the inequalities in Theorem 1 to be satisfied is
if the assumptions in the following theorem are satisfied.

Theorem 2: Consider the closed-loop system in (37). If the
following assumptions are satisfied:

Assumption 1: The AIAUV is neutrally buoyant.
Assumption 2: The AIAUV has only revolute joints.
Assumption 3: The reference trajectory and its derivatives

are continuous and bounded by design.
Assumption 4: The matrix || d

2

dt2T (·)|| ≤ TM is bounded,
where T (·) is defined in (15), the Coriolis-centripetal matrix
is bounded by ||C(·)|| ≤CM ||x2|| and || ddtC(·)|| ≤Cm||x2||,
the damping matrix is bounded by ||D(·)|| ≤ DM ||x2|| and
|| ddtD(·)|| ≤ Dm||x2||, and the matrix of gravitational and
buoyancy forces is bounded by || ddtg(·)||≤gM ||x2||.

Assumption 5: x̃2(t) is bounded.
then positive constants km, kM , α and ∆ exist such that

1) Inequality 1: 0 < kmI ≤ Γ(·) ≤ kMI
2) Inequality 2: |ϕ1(·)| ≤ α|φ1(σ)|
3) Inequality 3: | ddt

(
Γ−1(·)ϕ2(·)

)
| ≤ ∆

are satisfied.
Remark 1: Assumptions 1-3 are valid due to the design of

AIAUVs and their reference trajectories. Assumptions 4-5 are
valid since the AIAUV is a mechanical system.

Proof: To prove that the above inequalities are satisfied,
we first note some properties that arise from having revolute
joints [25]:

1) Property 1: 0 < λmin(M) ≤ ||M || ≤ λmax(M)
2) Property 2: M = MT > 0
3) Property 3: Ṁ = C + CT and ζT (Ṁ − 2C)ζ =

0 ∀ ζ ∈ R6+(n−1)

Proof of Inequality 1: 0 < kmI ≤ Γ(·) ≤ kMI
Since Γ(·) = M−1(·), we need to prove that

0 < kmI ≤M−1(·) ≤ kMI (47)

where km and kM are positive constants. From Property 1,
we have that M is lower and upper bounded; the inverse
will therefore also be lower and upper bounded by 0 <
1/λmax(M) ≤ ||M−1|| ≤ 1/λmin(M), which means that
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km = 1/λmax(M) and kM = 1/λmin(M). Inequality 1 is
therefore satisfied.

Proof of Inequality 2: |ϕ1(·)| ≤ α|φ1(σ)|
Since ϕ1(σ, x̃1, t) = σ+f1(·)σ+Γ(·)(−C(·)σ−D(·)σ) with
f1(·) = d

dt (T (·))T−1(·), we need to prove that

|σ + f1(·)σ + Γ(·)
(
− C(·)σ −D(·)σ

)
| ≤

α|φ1(σ)| = α|dσc
1
2 + βGSTAσ|.

(48)

By rewriting

|1 + f1(·) + Γ(·)
(
− C(·)−D(·)

)
||σ| ≤

α|φ1(σ)| = α|dσc
1
2 + βGSTAσ|

(49)

we find that if

|1 + f1(·) + Γ(·)
(
− C(·)−D(·)

)
| ≤ α, (50)

the inequality holds. Now, T (·) is a matrix that contains the
rotation matrix RIB , the identity matrix and the expression
(1/2)(η̃I3+S(ε̃)), which comes from Jk,oq(p̃). Since they are
all bounded, the matrix T (·) will also be bounded. The matrix
T (·) is also nonsingular since quaternions are used, which
means that T−1(·) exists and will also be bounded. By taking
the derivative of T (·), we find that for d

dt (T (·)) to be bounded,
x̃2(t) needs to be bounded, which it is by assumption. The
function f1(·) is therefore a function of bounded signals,
and f1(·) is thus bounded. The function Γ(·) is found to be
bounded in the proof of Inequality 1. The matrices C(·) and
D(·) are bounded by assumption as long as x̃2(t) is bounded,
which is bounded by assumption. The matrices C(·) and D(·)
are therefore bounded, and since all the functions on the right-
hand side of (50) are bounded, the inequality holds. Eq. (48)
is therefore satisfied, and thus, Inequality 2 is satisfied.

Proof of Inequality 3: | ddt
(
Γ−1(·)ϕ2(·)

)
| ≤ ∆

Since ϕ2(σ, x̃1, t) = −x̃1 + f1(·)x̃1 + Γ(·)(−C(·)(x̃1 +
T (·)ζd) − D(·)(x̃1 + T (·)ζd) − T (·)g(·) − T (·)M(·)ζ̇d), we
need to prove

| d
dt

(
Γ−1(·)

(
− x̃1+f1(·)x̃1+Γ(·)

(
− C(·)(x̃1+T (·)ζd)−

D(·)(x̃1+T (·)ζd)−T (·)g(·)−T (·)M(·)ζ̇d
)))
| ≤ ∆.

(51)

By differentiating, we find that for the above to hold, we need
d
dtf1(·), d

dtΓ(·), d
dtC(·), d

dtD(·), g(·), d
dtg(·) and d

dtM(·) to
be bounded since x̃1(t), x̃2(t), f1(·), Γ(·), T (·), M(·), C(·),
D(·), d

dt (T (·)), ζd, ζ̇d and ζ̈d have previously been proven to
be bounded or are bounded by assumption. For the function
d
dtf1(·) to be bounded, we need for the matrix d2

dt2T (·) to be
bounded, which it is by assumption; thus, d

dtf1(·) is bounded.
The time derivative d

dtΓ(·) is bounded if d
dtM(·) and M(·)

are bounded. Since C(·) is bounded, d
dtM(·) is bounded (from

Property 3), and M(·) is bounded by Property 1. The function
d
dtΓ(·) is therefore bounded. Furthermore, d

dtC(·) and d
dtD(·)

are bounded since x̃2(t) is bounded by assumption. The matrix
g(·) is bounded since the AIAUV is neutrally buoyant, and
d
dtg(·) is bounded by assumption since x̃2(t) is bounded. Now,
since (51) is satisfied, Inequality 3 is satisfied.

Remark 2: If the assumptions in Theorem 2 are satisfied, the
inequalities in Theorem 1 are satisfied if the positive param-
eters α, km, kM and ∆ are chosen according to inequalities

(47), (50) and (51) given in the proof, and the procedure in
[23] can then be used to choose the gains k1, k2 and βGSTA in
(20) and (21), which will ensure the finite-time convergence.

B. System with the control law from Sec. III-B

In this section, we perform a stability analysis of the closed-
loop system with the control law from Sec. III-B, i.e., the
GSTA combined with the HOSMO, and show that the tracking
error asymptotically converges to zero.

1) Overall closed-loop dynamics: We consider the closed-
loop system (1), (13), (34). By using the facts that x̂1 = x1−e1
and that x̂2 = x2 − e2, from Sec. III-B1, (32) is

σ̂=x1−e1−x1,d+x2−e2−x2,d= x̃1−e1+ ˙̃x1−e2. (52)

By rearranging, we obtain that the tracking error dynamics is

˙̃x1 = −x̃1 + σ̂ + e1 + e2. (53)

Furthermore, the velocity tracking error ζ̃ is represented by the
sliding variable σ̂; cf. (27) and (32). The overall closed-loop
dynamics with τ(·) given by (34) is thus given by ˙̂σ given in
(35), ˙̃x1 given in (53) and the HOSMO error given in (29).
The closed-loop dynamics is thus

∑
1


˙̃x1 = −x̃1 + σ̂ + e1 + e2
˙̂σ = −k1φ1(σ̂) + z

ż = −k2φ2(σ̂)

∑
2


ė1 = −k1|e1|2/3 sgn(e1) + e2

ė2 = −k2|e1|1/3 sgn(e1) + e3

ė3 = −k3 sgn(e1) + Ḟ (·)

(54)

2) Stability analysis:
Theorem 3: Consider the closed-loop system (1), (13), and

(34). Assume that the HOSMO in (28) is used to estimate
x1 and x2, and assume that the sliding surface is chosen
as in (32). Then, the complete system is represented by the
cascaded system in (54), and the origin of the cascaded system
is UGAS, which ensures the asymptotic convergence of the
tracking error.

Proof: Analysis of subsystem 1 with e1 = 0 and e2 = 0:
With e1 = 0 and e2 = 0, subsystem 1 can be written as

∑
1


˙̃x1 = −x̃1 + σ̂
˙̂σ = −k1φ1(σ̂) + z

ż = −k2φ2(σ̂)

(55)

This subsystem is then equal to the system analysed in
Sec. IV-A with Γ(·) = 1, ϕ1(·) = 0 and ϕ2(·) = 0,
which satisfy the inequalities in Theorem 1. We can therefore
conclude that subsystem 1 is UGAS.

Analysis of subsystem 2: In [31], a Lyapunov function is
proposed for a third-order SMO. It is proven that the Lyapunov
function is radially unbounded and positive definite and that it
is a Lyapunov function for subsystem

∑
2, whose trajectories

converge in finite time to the origin e = 0 for every value
of |Ḟ (·)| as long as Ḟ (·) is bounded. Since Ḟ (·) is bounded
by assumptions, the origin is GFTS for every value of Ḟ (·),
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which means that the origin is also UGAS [37, Proposition 2
and Proposition 3], in turn implying that ||e(t)|| ≤ δ ∀t ≥ 0.

Analysis of the complete system: To analyse the complete
system, [35, Lemma 2.1] is used. To check whether the
solutions of the complete system are UGB, the boundedness
of x̃1 must be evaluated when e1 6= 0 and e2 6= 0, and for
this purpose, the Lyapunov function candidate V (x̃1) = 1

2 x̃
2
1

is used. Note that the boundedness of σ̂ was proven in the
proof of Theorem 1. The derivative of the Lyapunov function
candidate V is then as follows:

V̇ (x̃1)=−||x̃1||2 + (σ̂ + e1 + e2)x̃1

≤−||x̃1||2 + θ||x̃1||2 − θ||x̃1||2 + (β + 2δ)||x̃1||

≤−(1− θ)||x̃1||2 ∀ ||x̃1|| ≥
β + 2δ

θ

(56)

where 0 < θ < 1. The solutions are then UGB because the
conditions of [36, Theorem 4.18] are satisfied. Consequently,
the conditions of [35, Lemma 2.1] are satisfied, which implies
that the complete system is UGAS.

V. SIMULATION RESULTS

In this section, we present simulation results for trajectory
tracking using the control law from Sec. III-A and the control
law with the HOSMO from Sec. III-B.

A. Implementation

The complete model and controllers are implemented in
MATLAB Simulink. The model is implemented by using
the method described in [38]. The implemented AIAUV is
based on the Eelume robot, which is the robot used in the
experiments reported in Sec. VI. The AIAUV has n = 9 links
and m = 7 thrusters. The properties of each link are presented
in Tab. I. In the thrusters column, ”2: Z, Y” means that the
link has 2 thrusters, one working in the z-direction and one
working in the y-direction of the link. Since the robot has
n = 9 links, it has n − 1 = 8 joints. All the joints were
implemented as revolute joints. Joints 1, 3, 5 and 7 rotate
about the z-axis, and joints 2, 4, 6 and 8 rotate about the y-
axis. Since the Eelume robot has an internal joint controller,

TABLE I: Eelume link properties

Link nr. Length [m] Volume [m3] Thrusters
1 0.62 0.0158 0

2, 4, 6, 8 0.10 0.0025 0
3 0.59 0.0150 2: Z, Y
5 0.80 0.0204 3: X, X, Z
7 0.59 0.0150 2: Y, Z
9 0.37 0.0094 0

which is a P-controller, we use a P-controller for the joints in
the simulations to make the simulations as similar as possible
to the experiments. To create a continuous trajectory for the
AIAUV to follow, we use a filter to generate a continuous
trajectory between setpoints. Inverse kinematics is not used
because the joint controller that is implemented on the Eelume
robot is not sufficiently precise to satisfy the assumption that
q = qd, which is a prerequisite for the inverse kinematic
control to perform properly. The thruster allocation matrix is
implemented as proposed in [27].

Fig. 1: Reference trajectories for position and orientation

B. Simulation cases

In this section, the different cases that were simulated are
described. The cases, or shapes, chosen for the simulations are
C-shape, C-shape with moving head and I-shape. The reason
we chose these shapes is the two different modes, transport
mode and operation mode, which is explained in detail in
[27]. The transport mode is for long-distance travel, and the
operation mode is for performing inspections and intervention
tasks. In the transport mode, the accuracy of the tracking is
not that important, and we therefore chose to use the I-shape
(Sec. V-B3) for that case. In the operation mode, however,
the accuracy is extremely important, and since the AIAUV
is unactuated in roll when the AIAUV is in the I-shape, the
I-shape cannot be used for inspection or intervention tasks.
We therefore chose to test two other cases for the operation
mode where all DOFs are actuated. The two cases chosen are
the C-shape (Sec. V-B1) and the C-shape with moving head
(Sec. V-B2). In Fig. 1 the reference trajectory for the position
and orientation that is used for all the simulation cases is
shown. At 100s, we change the reference for x, y and ψ, and at
300s, we change the reference for z and θ. We also change the
reference for x, ψ and θ at 450s and for x, y and z at 600s. The
reference values for z are, however, different for the different
cases. For the C-shape, the reference for z starts at −1 and
goes to −0.7, and for the C-shape with moving head and the
I-shape, the z reference starts at −0.7 and goes to −0.5. The
reason for the difference is that during the experiments, we
observed that some of the joints were peeking out of the water
and creating problems for the measurement system when we
started the trajectory at −1 for the C-shape with moving head
and the I-shape. The z reference for the C-shape with moving
head when the control law with the HOSMO is used is also
changed at 100s, starting at −1, going to −0.7 at 100s, and
then to −0.5 at 300s.

1) C-shape: In the C-shape configuration, the AIAUV is
shaped like a C and the AIAUV is actuated in every DOF, since
the thrusters are oriented such that the robot can provide thrust
in all 6DOFs. The C-shape is therefore ideal for operation
mode. In C-shape the joint angles references are set to qd =
[45 deg 0 deg 45 deg 0 deg 45 deg 0 deg 45 deg 0 deg]T ,
and in Fig. 2, the configuration of the robot is shown.

2) C-shape with moving head: The C-shape with moving
head configuration of the AIAUV is similar to that of the C-
shape configuration; the only difference is that the n−1-th and
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Fig. 2: Configuration in the C-shape

Fig. 3: Configuration in the I-shape

n− 2-th joints are moving such that the camera positioned in
the n-th joint of the AIAUV is looking around. The references
for the joint angles at t = 0 are therefore set to qd(0) =
[45 deg 0 deg 45 deg 0 deg 45 deg 0 deg 45 deg 0 deg]T ,
and then at 50s q7 and q8 starts to move in a circular motion,
while the other joints remain constant. The reference for q7 is
given by four setpoints 0 deg→ 45 deg→ 0 deg→ −45 deg.
The setpoint is changed every 50s, and a filter is used to create
a continuous trajectory between the setpoints. The setpoints
are then repeated through the simulation. The reference for q8
is created in the same manner, however the setpoints are then
given by 45 deg→ 0 deg→ −45 deg→ 0 deg.

3) I-shape: In the I-shape, the joints are all set
to zero such that the robot is straight, like an I,
i.e. the joint angles references are set to qd =
[0 deg 0 deg 0 deg 0 deg 0 deg 0 deg 0 deg 0 deg]T . The
configuration of the robot is shown in Fig. 3.

C. Simulations

In this section, the results from the performed simulations
are presented. For the simulations, a fixed-step solver with a
step size of 0.002 was used. The gains used for the simulations
are those found during the experiments to ensure that the
comparison between the simulations and experiments is as
correct as possible. The gains for the GSTA and the HOSMO
were chosen as in Tab. II. Note that we used lower gains for
the I-shape than for the two other shapes, and we also used
different gains for the two control schemes. The reason for that
is that when the control scheme with the HOSMO was used
the control input was more aggressive, which can be seen from
the results. This led to higher forces being used and therefore
we had to use lower gains to not experience oscillations in the
experiments. Additionally, note that the gains for the HOSMO,

L, are different from those used during the experiments for
the C-shape and the C-shape with moving head, because
we observed chattering in the simulations when we used
L = 0.01, which was not experienced in the experiments. The
results when using the control law proposed in Sec. III-A are
presented in Fig. 4. Fig. 5 shows the simulation results when
velocity measurements are not available and the control law
proposed in Sec. III-B is used. Note that if higher gains had
been used in the simulations, the results would have improved.

TABLE II: Control gains

Gains Tests
C-shape C-shape w/moving head I-shape I-shape

k1 1 1 2 1
k2 0.0006 0.0006 0.0006 0.0006
β 24 24 12 3
L 0.1 0.1 HOSMO not used 0.1

D. Discussion

As shown in Fig. 4 and Fig. 5, the AIAUV follows the given
position and orientation very well for all three shapes, both
when the control law from Sec. III-A and when the control
law with the HOSMO from Sec. III-B is used. Due to the
numerical solver, the sliding surface will never be exactly zero,
and this might be the reason for some of the smaller deviations
in Fig. 4 and Fig. 5. The AIAUV does have some issues
with following the θ reference in all cases, but that might be
because there is a small deviation between the desired control
input and the control input that we obtain from the thruster
allocation scheme, as shown in Fig. 6. Note that when we, in
the simulations, gave the thruster allocation scheme more time
to catch up with the reference before it was set to zero again,
we observed that the reference was eventually followed. Since
we want a back-to-back comparison between simulations and
experiments, we kept the same timing in the simulations as
in the experiments. We can also observe a small deviation in
ψ at 600s for all cases, which is a transient because of the
changes in position references that occur at 600s. In the I-
shape, there is also a transient deviation in ψ after 100s, and
the reason for this is probably the lower gains. We also observe
some oscillations in θ and ψ in the C-shape with moving head
case, as shown in Fig. 4c and Fig. 5c, and the reason for the
oscillations is the moving head; moreover, we observe that the
oscillations in the states are consistent with the movement of
the head.

For the C-shape and the C-shape with moving head, we
do observe an improvement in the performance when the
HOSMO is used, and the reason for this improvement can
be found by comparing Fig. 4b and Fig. 5b, and Fig. 4d
and Fig. 5d. As shown in these plots, when the HOSMO is
used, higher thruster forces are used. However, for the I-shape,
comparing Fig. 4f and Fig. 5f shows that less force is used,
thus making the performance in the I-shape when the HOSMO
is used poorer, which is logical since lower gains are used
when the HOSMO is used.

Fig. 4 and Fig. 5 also show that for both control schemes the
thruster forces used are below 50N , which is the limit of the
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(a) Tracking in C-shape (b) Thruster forces used in C-shape

(c) Tracking in C-shape with moving head (d) Thruster forces used in C-shape with moving head

(e) Tracking in I-shape (f) Thruster forces used in I-shape

Fig. 4: Simulation results using the control law from Sec. III-A

thrusters on the actual Eelume robot. This result means that
the forces used to control the AIAUV are indeed applicable.

VI. EXPERIMENTAL INVESTIGATION

The purpose of the experiments is to validate the theory
and the robustness of the control approaches, by showing that
the proposed approaches also work in experiments and not
only in the ideal case presented by simulations. This section
describes the Eelume robot, the experimental set-up employed
for validating the proposed GSTA controllers for trajectory
tracking, and the obtained results.

A. The Eelume robot
The Eelume robot used is the actual robot that the simulation

model is based on, and it is described in more detail in [39].

The Eelume robot has internal joint controllers, which means
that in the experiments, we could only provide a desired joint
reference qd rather than joint torque. This is also why we used
a P-controller in the simulations, as explained in Sec. V-A.

B. Experimental set-up
The experiments were performed in the MC-lab at NTNU,

Trondheim, Norway [40], in a tank with dimensions of length
40m, height 1.5m and width 6.45m. Real-time measurements
of the position and orientation of the robot were provided by an
underwater motion capture system from Qualisys [41] installed
in the basin. The system consists of six identical cameras,
which allow reflective markers to be tracked under water inside
a working area with dimensions of 10m × 1.35m × 5.45m.
Tracking the position and orientation of the AIAUV by the
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(a) Tracking in C-shape (b) Thruster forces used in C-shape

(c) Tracking in C-shape with moving head (d) Thruster forces used in C-shape with moving head

(e) Tracking in I-shape (f) Thruster forces used in I-shape

Fig. 5: Simulation results using the control law with the HOSMO from Sec. III-B

Fig. 6: Error between desired control input and actual control input
from the thruster allocation scheme

Fig. 7: The Eelume vehicle with markers attached at the base
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Fig. 8: Illustration of the control structure

motion capture system was achieved by mounting reflective
markers on the base of the robot, as shown in Fig. 7. The
global frame position and orientation of the base link were
measured in real time by the camera-based motion capture
system. The measured position and orientation were received
from an external computer to which the Qualisys system
was connected, and afterwards, these measurements were
sent through UDP to LabVIEW 2016. LabVIEW then sent
the measurements to another computer through UDP, where
the controllers and the thruster allocation algorithm were
implemented in MATLAB Simulink. The thruster allocation
matrix was implemented as proposed in [27]. The computer
running the control structure then sent the thrust commands
and the desired joint angles to LabVIEW, which passed these
through an optical fibre cable to the Eelume robot. To create a
continuous trajectory for the AIAUV to follow, we used a filter
to generate a continuous trajectory between setpoints. Inverse
kinematic control was not used, as discussed in Sec. V-A,
because the internal joint controller that is implemented on
the Eelume robot is not sufficiently accurate for the inverse
kinematics to work properly (the assumption that q = qd is
not valid). This can be observed from Fig. 10 in Sec. VI-C.
The control structure used in the experiments is illustrated in
Fig. 8. When the control scheme from Sec. III-A was used, an
extended Kalman filter based on the kinematic model was used
to estimate the linear and angular velocities. This solution was
chosen since only position measurements were available in
the experimental set-up. This means that we used the Kalman
filter for velocity estimation in the case corresponding to
the simulations where velocity measurements were available.
We chose to use a Kalman filter instead of the HOSMO,
because we wanted to see how the GSTA performed by itself
with a standard estimator for comparison. The Kalman filter
was integrated in Labview. When the control scheme with
the HOSMO from Sec. III-A was used, the HOSMO was
integrated in the dynamic controller.

C. Performed tests

In this section, the different tests that were performed in
the experiments are explained. The tested shapes are the same
as the shapes that were tested in the simulation, which were
explained in Sec. V-B. The reference trajectory for the position
and orientation is the same as explained in Sec. V-B. In
the experiments, a test representing both modes was also
performed, i.e. we started with the transport mode and then

Fig. 9: Position and orientation in a complete inspection

Fig. 10: Joint angles in a complete inspection

went into the operation mode. This test was mainly performed
to highlight the reasoning for choosing the tests (i.e. the
shapes). In the complete test, we first move forward in the
x-direction in the transport mode before we turn the robot
into the C-shape, and then we move in ψ to make the head
face the direction that it originally was facing in the I-shape.
The head is then moved around to make the test represent a
complete inspection. In Fig. 9 and Fig. 10, the movement of
the joints, the position and the orientation are shown. Note the
oscillations when the robot is in the I-shape. These oscillations
occur because the robot is underactuated in roll, which means
that we do not have any thrusters that can provide a torque to
control roll. The robot will therefore move from side to side in
roll. Now, since the controller will try to control roll anyway,
the controller calculates a force that it needs to stabilize the roll
angle. This force is given to the thruster allocation algorithm
to distribute to the thrusters. Since the robot is underactuated
in roll, the thruster allocation scheme should have given zero
as the desired moment in roll, but that is not the case. Some
of the desired moment in roll is therefore distributed to the
thrusters, which cause an oscillation effect. From these results,
we can find that performing an inspection or intervention in
the I-shape would be very difficult, or at least the precision
would be bad, and we therefore move into the C-shape where
the robot is still before we perform the inspection.

D. Experimental results

In this section, the experimental results from the performed
tests are presented. The GSTA was easy to make work in
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the experiments, and it did not require much effort in tuning.
The gains were increased until we observed that rather than
following the reference, the AIAUV began to oscillate around
the reference. We therefore chose gains that created a small
deviation from the reference rather than gains that were more
aggressive (higher), where the AIAUV would oscillate around
the reference. These oscillations might be caused by delays in
the thrusters. The gains for the GSTA and the HOSMO were
chosen as shown in Tab. II. Note that for the C-shape and the
C-shape with moving head, L = 0.01 in the experiments. In
Fig. 11 the results when using the control law proposed in
Sec. III-A are presented. Note that here the velocity estimates
come from the Kalman filter. In Fig. 12 we see the results
when velocity measurements are not available and the control
law proposed in Sec. III-B was used.

E. Discussion

In the C-shape, we observe from Fig. 11a that the reference
was followed nicely, but we do observe a small deviation
from the θ reference caused by a transient, i.e., when the θ
reference is changed to 10 deg at 300s. We also observe small
transient deviations in φ and θ at 100s, 300s and 600s, which
are when the position reference is changed. These are similar
to the deviations observed in the simulations. In the C-shape
with moving head, Fig. 11c shows that the movement of the
head caused oscillations in z, φ, θ and ψ, but the position
reference was still followed. In the I-shape shown in Fig. 11e,
we observe that the reference was followed nicely for all DOFs
except φ, which is logical since φ is unactuated in the I-shape.
From Fig. 11b, Fig. 11d and Fig. 11f, we find that there is
some chattering in the control input, which could potentially
have been reduced by reducing the gains, but if we reduced the
gains, we would not obtain the desired tracking performance.

We observed an improvement in the tracking performance
when the HOSMO was used without an increase in thruster
use; this can be seen by comparing Fig. 11 and Fig. 12. In
the C-shape, we observe from Fig. 12a that we have almost
perfect tracking. In the C-shape with moving head, we observe
from Fig. 12c some small oscillations in z, φ and θ caused by
the movement of the head, but the movement is much smaller
than for the case when the HOSMO is not used and is present
almost only when the θ reference is changed to 10 deg at
300s. In the I-shape shown in Fig. 12e, we observe some
deviation from the reference trajectory, but we do see that
the trajectory is essentially followed. The I-shape is therefore
the only case where we have worse performance with the
control scheme with the HOSMO. The reason for this result is
probably the lower gains, as we had oscillations in the AIAUV
when we used the same gains as we did for the control law
without the HOSMO, i.e., the control law from Sec.III-A.
Additional measurement noise from Qualisys was observed
in these tests, but the noise did not affect the performance.
Thus, the conclusion would be that the HOSMO works well
and creates better performance than the Kalman filter that we
used. When we used the HOSMO, we observed an increase in
chattering, most likely because some chattering exists in the
estimated states from the HOSMO. From the HOSMO error

in Fig. 13, we observe that the errors are quite small and that
they appear to be noise, which means that the HOSMO is
indeed applicable.

If we compare the results obtained in the simulations (Fig. 4
and Fig. 5) and the results obtained in the experiments (Fig. 11
and Fig. 12) for both control schemes, we find that they are
quite similar. For the C-shape, the trajectories were almost
perfectly tracked, whereas for the C-shape with moving head,
we observed some oscillations in some of the states, which
were caused by the moving head. For the I-shape, as expected,
the tracking performance was not as good as for the other
shapes since the gains used for the I-shape were lower and
the AIAUV is underactuated in φ in this shape. For the C-
shape and the C-shape with moving head, we observed an
improvement in performance when the HOSMO was used,
whereas for the I-shape, we found a decrease in performance.
The reason for this result was probably the lower gains. For
the experiments in general, we observed that the tracking
performance was slightly worse than in the simulation results;
however, this result is expected since in the experiments, we
had outliers and errors in the position measurements. The fact
that we did not have feedback from the thrusters probably also
affected the errors, because we were not necessarily obtaining
the forces from the thrusters that we were asking for. If we
consider the difference in thruster use, we find that the main
difference was more chattering in the thruster forces in the
experiments. The reason for this result was probably thruster
delays and measurement noise.

VII. CONCLUSIONS AND FUTURE RESEARCH

In this paper, we have proposed the generalized super-
twisting algorithm for solving the trajectory tracking problem
of AIAUVs in 6DOF. We have proven that the closed-loop
system is uniformly globally asymptotically stable and that
the generalized super-twisting algorithm gives global uniform
finite-time stability, not only global finite-time stability. Com-
prehensive simulation and experimental results for 3 differ-
ent shapes, representing both transport mode and operation
mode, have been presented. The results validate and verify
that the proposed approach is well suited for control of
an AIAUV. Furthermore, we have also solved the trajectory
tracking problem in 6DOF using the generalized super-twisting
algorithm in combination with a higher-order sliding mode
observer. Additionally, we have proven that the closed-loop
system is uniformly globally asymptotically stable. The same
3 shapes were used to obtain comprehensive simulation and
experimental results, and these validate and verify that the
proposed approach is well suited for control of an AIAUV.

The simulation and experimental results were almost
equally good. Some small offsets and oscillations observed
in the experiments were not present in the simulations, but
this is to be expected since the experiments have outliers and
measurement noise. The fact that we do not have feedback on
the thrusters also probably affects the results.

In the experiments, we observed an increase in performance
when the higher-order sliding mode observer was used instead
of the Kalman filter. Therefore, the higher-order sliding mode
observer is indeed applicable for state estimation.
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(a) Tracking in C-shape (b) Thruster forces used in C-shape

(c) Tracking in C-shape with moving head (d) Thruster forces used in C-shape with moving head

(e) Tracking in I-shape (f) Thruster forces used in I-shape

Fig. 11: Experimental results using the control law from Sec III-A

Future work includes finding and including a HOSMO
that works with quaternions and comparing the proposed
approaches with other existing methods.
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