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Offset dependence of overburden time-shifts from ultrasonic data
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ABSTRACT
Depletion or injection into a reservoir implies stress changes and strains in the reser-
voir and its surroundings. This may lead to measurable time-shifts for seismic waves
propagating in the subsurface. To better understand the offset dependence of time-
shifts in the overburden, we have systematically quantified the time-shifts of three
different overburden shales in controlled laboratory tests. These experiments may
be viewed as an analogue to the time-shifts recorded from seismic field surveys. For a
range of different stress paths, defined as the ratio between the horizontal and the ver-
tical stress changes, the changes of the P-wave velocities in different directions were
measured such that the offset dependence of time-shifts for different stress paths could
be studied.The time-shifts are stress path dependent,which is particularly pronounced
at large offsets. For all stress paths, the time-shifts exhibit a linearly decreasing trend
with increasing offset, that is, a negative offset gradient. At zero offset, for which the
ray path is normal to the bedding, the time-shifts are similar for all investigated stress
paths. The isotropic stress path is associated with the smallest offset gradient of the
time-shifts. In contrast, the constant-mean-stress path shows the largest gradient with
a flip in the polarity of the time-shifts for the largest offsets. The separate contributions
from the strain and velocity changes to the time-shifts were also quantified. The time-
shifts for the isotropic stress path are dominated by the contribution from velocity
changes at all offsets. In contrast, the strain contributes significantly to the time-shifts
at small offsets for the constant-mean-stress path. This shows that the offset depen-
dence in pre-stack seismic data may be a key to understand the changes of subsurface
stresses, pore pressure and strain upon depletion or injection. To utilize this knowl-
edge from laboratory experiments, calibrated rock physics models and correlations
are needed to constrain the seismic time-shifts and to obtain an adequately updated
geological model reflecting the true anisotropic nature of the subsurface. This may
have important implications for improved recovery and safety, particularly in mature
fields.
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1 INTRODUCTION

The petroleum sector has, over the last years, been under pres-
sure to deploy safer and more efficient operations for im-
proved utilization of the resources. During the production the

1847© 2020 The Authors.Geophysical Prospecting published by John Wiley & Sons Ltd on behalf of European Association of
Geoscientists & Engineers
This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and
distribution in any medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are
made.



1848 A. Bakk et al.

reservoir depletes, implying significant alterations in the sur-
rounding rocks, manifested as stress, strain and pore pressure
changes. Repeated (4D) seismic surveys turn out to be a pow-
erful tool for monitoring these subsurface changes (MacBeth
et al., 2019). Since the first studies, showing the sensitivity of
seismic time-lapse data to the subsidence and the reservoir
compaction in the Valhall Field (Hall et al., 2002) and the
Ekofisk Field (Guilbot and Smith, 2002), a vast number of
4D studies have been published. Already in these early stud-
ies, it was evident that the entire subsurface was influenced
by the depleting reservoir, manifested as seafloor subsidence,
and alterations in the overburden (including the cap rock)
and the underburden. The contribution from the mechanical
changes in the overburden rocks to the two-way travel-time
shifts, is often as significant as the contribution from the fluid
and porosity changes in the reservoir (Kenter et al., 2004; De
Gennaro et al., 2008; Herwanger and Horne, 2009; Hodgson,
2009; Røste and Ke, 2017; MacBeth et al., 2019). The alter-
ing overburden is also commonly associated with safety issues
such as fracture growth, fault reactivation, leakages and well
instabilities. Thus, in addition to the reservoir itself, the over-
burden as well as the sideburden and underburden are essen-
tial components contributing to the ‘whole earth’ 4D effects
(Hatchell et al., 2003; Hawkins et al., 2007; Tempone et al.,
2009).

A main aspect of 4D seismic monitoring is to enable ac-
curate predictions of strain and stress changes in the over-
burden of the depleting reservoir. However, such predictions
are difficult because of nonlinear elasticity and non-reversible
(plastic) effects during rock deformations, complex geology,
and fracturing or fault reactivation (Zoback and Zinke, 2002;
Angus et al., 2015; Lavrov, 2016; Yuan et al., 2018). In low-
permeability overburden rocks, the reservoir depletion also re-
sults in pore pressure changes of the overburden. Such pore
pressure changes are often ignored, although they may have a
crucial impact on the drilling efficiency and the borehole sta-
bility during infill drilling (Ditlevsen et al., 2018). The pore
pressure changes in the overburden significantly depend on
the stress path resulting from the reservoir deformations (Holt
et al., 2018) and is expected to affect the 4D seismic signature.
A careful analysis of such time-lapse effects may therefore sig-
nificantly improve the drilling efficiency and recovery in ma-
ture fields (e.g. Calvert et al., 2018) and ultimately enable a
successful well abandonment.

Travel-time changes of seismic waves are commonly used
to quantify the resulting effects of the altering subsurface. For
a single, horizontal, homogeneous and isotropic layer, Lan-
drø and Janssen (2002) showed that the strain (compaction

or expansion) may be separated from the velocity changes by
comparing near- and far-offset 4D travel-time data. In real-
ity, the subsurface is more complex, often with shales exhibit-
ing anisotropy (Jones andWang, 1981; Thomsen, 1986). Also,
heterogeneities, stress accumulations and fault systems need to
be accounted for. This may show up as localized changes of the
fractional time-shifts (time-strains; Rickett et al., 2007). The
nonlinear dynamic stiffness model proposed by Prioul et al.
(2004) has been applied in several works to accommodate for
both intrinsic and stress-induced anisotropy (e.g. Herwanger
et al., 2007; MacBeth et al., 2018).

To resolve the non-uniqueness inherent to inversion of
the time-lapse strain and velocity fields, it is often assumed
that the normalized vertical P-wave velocity change (�Vz) is
linearly related to the vertical strain (εz). This is commonly
termed as the R-factor model (Hatchell and Bourne, 2005;
Røste et al., 2005):

�Vz

Vz
≈ Rεz, (1)

where the εz is defined positive for compaction. This model
has mostly been used for 4D post-stack seismic analysis (e.g.
Hatchell and Bourne, 2005; Røste and Ke, 2017), although it
is more and more common to use the relation for 4D pre-stack
analysis (which was the original idea of Røste et al., 2005).
By acknowledging the anisotropy of the subsurface, one can
utilize the full potential of pre-stack seismic data by, for ex-
ample, including ray-angle dependence of the R-factors (e.g.
Hawkins, 2008; Rodriguez-Herrera et al., 2015; Kudarova
et al., 2016). Although the R-factors are commonly assumed
constant for larger stretches of the subsurface, the data from
De Gennaro et al. (2008) from the Elgin and Franklin fields
show that the R-factor may vary significantly with depth
throughout the overburden.

In this work, we present laboratory experiments on three
overburden field cores and describe how the time-shifts are re-
lated to offsets and stress paths, which may open new possibil-
ities for improved 4D seismic interpretation. The experiments
were performed in a load frame where the horizontal and ver-
tical stresses are changed in different ratios to mimic differ-
ent stress paths. Simultaneously, ultrasonic P-wave velocities
at multiple angles were recorded to quantify their strain and
stress sensitivities. We explain how the time-shifts calculated
from laboratory data may be compared with the time-shifts
of 4D seismic data for an anisotropic subsurface. The ex-
pressions and methods are applicable to both overburden and
reservoir layers, although we here only discuss it in the context
of overburden shales. The strains and velocity changes in the

© 2020 The Authors.Geophysical Prospecting published by John Wiley & Sons Ltd on behalf of European Association of
Geoscientists & Engineers,Geophysical Prospecting, 68, 1847–1863



Offset dependence of overburden time-shifts from ultrasonic data 1849

Table 1 Overview of the tested offshore field cores. TVD: true vertical
depth; wt%: weight percent

Shale TVD Porosity Clay content Geological age
(km) (%) (wt%)

1 1.4 36 68 Middle Miocene
2 2.5 29 73 Eocene
3 3.4 24 76 Early Miocene

laboratory data were used to calculate the time-shifts resulting
from the stress path variations. After summarizing the exper-
imental results, the strain dependence of the vertical velocity
and the offset dependence of time-shifts are discussed.

2 MATERIALS AND METHODS

2.1 Experimental set-up

Three different field shales, preserved as seal peeled cores un-
til testing, were used in the controlled laboratory experiments.
One cylindrical sample, 38 mm in diameter and about 60 mm
long, from each of the cores was drilled and subsequently
stored in Marcol (oil) prior to testing to preserve the natu-
ral humidity and saturation. The samples were drilled normal
to the visual bedding plane and mounted vertically in a triax-
ial load frame. All measurements and further analysis assume
transverse isotropy with a vertical symmetry axis (VTI). Usu-
ally, one refers to the axial direction and the radial plane for
laboratory samples. Since the laboratory data are discussed in
the context of seismic surveys, we conveniently replace ‘axial’
and ‘radial’ with ‘vertical’ and ‘horizontal’, respectively. The
key characteristics of the different cores are summarized in
Table 1. Photos of the shale samples prior to the experiments
are provided in Fig. 1.

In the laboratory tests, the samples were initially pre-
stressed and exposed to the expected in situ brine salinity
based upon a pore fluid analysis, whereupon the samples were
brought in drained condition to the expected in situ stress and
pore pressure. Drained condition means that the pore pres-
sure is controlled externally. This procedure is expected to lead
to full saturation (Horsrud et al., 1998). A proper saturation
and contact between the pore fluid and the external pore pres-
sure transmission fluid was also verified by the measured pore
pressure response as expected for saturated shales (Skempton,
1954; Holt et al., 2018).

The tests were performed in a triaxial set-up where the
vertical and the horizontal (confining) stresses were adjusted
independently, where the horizontal absolute stresses and

Figure 1 Photos of the three tested field shale samples prior to the test-
ing. After the drilling and trimming, these plugs (cylindrical samples)
were wrapped in a shrink sleeve and immediately stored in Marcol
(neutral oil) to reduce the possibility for any damage before the labo-
ratory experiments.

stress changes were isotropic in the horizontal plane. This
enabled investigation of the stress path dependence of time-
shifts. Simultaneously, pulse transmission measurements were
acquired providing multidirectional P-wave ultrasonic veloc-
ities (cf. Fig. 2). The velocities for the different angles were
sampled one-by-one, separated with a small delay (a few sec-
onds) to avoid any noise (interference) from the preceding
samplings.

The excitation frequency was 600 kHz for the vertical
(0°) P-wave measurement and 500 kHz for the non-vertical
(37°, 47°, 68° and 90°) P-wavemeasurements. The uncertainty
in the velocities is estimated from the assessed uncertainties in
the picking of arrival times, sample dimensions (length and ra-
dius), stresses, strains and temperature fluctuations. The error
in the absolute value of the P-wave velocities is estimated to be
1%, where the error in the picking is dominating. The error is
defined as two standard deviations,where the 95% confidence
interval is equivalent to four standard deviations assuming a
normal distribution. However, in this work we only consider
the relative changes in the velocities as required for assess-
ing the strain sensitivities (equation (1)) and the time-shifts
(equation (5)). An analysis of the relative change in P-wave
velocities for a field shale using 50 waveforms, at all the dif-
ferent angles considered here, gave an error of 0.1% relative
to the absolute velocity, corresponding to 2–3 m/s. This will
then represent the error in picking in this case. The stress and
temperature corrections for the relative velocities are negli-
gible compared with the error in picking. Consequently, the
total error for the change in the relative velocities is esti-
mated to be 10−3. The relative uncertainties of the horizontal
and vertical dimensions (strains) are estimated from a calibra-
tion test to be 10−4 and 10−5, respectively, which is negligible
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Figure 2 (a) The set-up (‘stack’) shown with a Viton rubber sleeve
surrounding the sample. Source/receiver: two P-wave sources and
receivers, respectively, for oblique and horizontal velocity measure-
ments. The transducers for vertical wave propagation are integrated
in the front of the load pistons above and beneath the sample, re-
spectively. LVDT: linear variable differential transformers for vertical
strain measurements (LVDT 3 is hidden). DefR: attachments for two
pairs of cantilevers for horizontal strain measurements (DefR 4 is hid-
den). (b) At the in situ stress and pore pressure, horizontal (�σ x) and
vertical (�σ z) stress changes were applied to the cylindrical field shale
samples to obtain the different stress paths as illustrated in Fig. 3. The
stresses are isotropic in the horizontal plane. Simultaneously, ultra-
sonic velocities were measured along the ray paths (red lines) in mul-
tiple directions (0°, 37°, 47°, 68° and 90°) that were constrained by
the positions of the transducers (black discs).

compared with the error in the relative velocities. Thus, the re-
sulting errors of the R-factors and the time-shifts (prior NMO
correction) are both estimated to be 10−3, since the dominat-
ing error in both these quantities is associated with the change
in the relative velocity (cf. equations (1) and (5), respectively).
The error is visualized in the plots with error bars covering
the 95% confidence interval. Moreover, for the oblique ultra-
sonic measurements, we use very small transducers (2 mm in
diameter), which in practice provide a direct quantification
of the group velocities as verified from finite-difference wave-
propagation simulations. The group velocities were then con-
veniently converted to the corresponding phase velocities for
the given anisotropy (Thomsen, 1986). The determination of
the C13 dynamic (VTI) constant was optimized by including
all the oblique P-wave measurements in the inversion for this
constant, in addition to the principal P-wave velocities and the
vertical S-wave velocity. This significantly improves the deter-
mination of the C13 (or alternatively Thomsen’s δ parameter)

Figure 3 The applied in situ stress paths on the field samples where
�σ z is the vertical stress change, �σ x is the horizontal stress change,
and εx is the horizontal strain. Isotropic: isotropic stress change; tri-
axial: uniaxial (vertical) stress change; K0: stress change constrained
by zero horizontal strain; CMS: constant-mean-stress change. The
arrows indicate the magnitude and direction (polarity) of the stress
changes, where arrows pointing out of the sample represent a stress
decrease and arrows pointing towards the sample represent a stress
increase. Here we illustrate the second part of each stress cycle with
5 MPa vertical stress decrease (see Fig. 4). In the first part of each
stress cycle, the polarity of the stress changes is inverted (5 MPa ver-
tical stress increase).

as compared with having only one oblique angle (e.g. Hornby,
1998).

The vertical strain was determined as the average value of
recordings from three linear variable differential transformers
(LVDTs) separated by 120° azimuthally (cf. Fig. 2a). Similarly,
the horizontal strains were determined as the average values of
recordings from two orthogonal pairs of cantilevers located in
the same horizontal plane (exactly in the middle between ul-
trasonic receivers 1 and 2). The cantilevers’ attachments are
rotated 45° azimuthally relative to the vertical plane of the ul-
trasonic transducers and consist of pins penetrating the sleeve
ensuring direct contact with the sample. There is no indication
of (close to) rock failure behaviour in any of the tests. Fur-
thermore, we assume that the deformations are homogeneous
throughout the sample,which mechanically is reflected in sim-
ilar (parallel) response of the individual strain measurements
in the vertical and horizontal directions, respectively. The tests
follow the standard guidelines of geomechanical tests (Dud-
ley et al., 2016). Aluminium and polyetheretherketone (PEEK)
standards are used for the static and dynamic calibration of
the set-up.

2.2 Stress paths

When the sample reached the estimated in situ stress and
pore pressure after proper consolidation, we applied a se-
quence of undrained stress variations (cycles) with different
stress paths as illustrated in Fig. 3: (1) isotropic stress change
(isotropic), (2) uniaxial (vertical) stress change (triaxial), (3)
stress change constrained by zero horizontal strain (K0) and
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Table 2 In situ stress paths and their corresponding value of κ defined in equation (2). The κ value for the K0 stress path varies as it depends on
the specific shale’s properties

Stress path κ Description
(-)

CMS −0.5 Constant-mean-stress change
Triaxial 0 Uniaxial stress change
K0 0.65–0.76 Horizontal stress change constrained by zero horizontal strain
Isotropic 1 Isotropic stress change

(4) constant-mean-stress change (CMS). Undrained condi-
tions mean that the pore fluid is not allowed to flow in and
out of the sample, except for a tiny dead volume of 2 ml in
our set-up. This means that there is no external control of
the pore pressure, although the pore pressure is continuously
monitored.The undrained state is assumed to be themost real-
istic condition for the overburden within a typical time span of
a petroleum production case, as a result of the low permeabil-
ity of shales (Horsrud et al., 1998). For the systematic analysis
of the different stress variations, it is convenient to introduce a
stress path parameter, κ,which describes the change in the hor-
izontal stress (�σ x) relative to the vertical stress (�σ z) (Holt,
2016):

κ ≡ �σx

�σz
. (2)

An overview of the different stress paths and the corre-
sponding values of the κ is summarized in Table 2.

For each in situ stress path cycle, we initially changed
the vertical stress by 5 MPa while the horizontal stress was
changed according to the specific stress path (see Table 2).
The magnitude of the stress changes expected for the over-
burden above a depleting reservoir will however depend on
many factors, such as the reservoir shape, depth and deple-
tion; elastic contrast between the reservoir and surroundings
and the layering (stress arching); and proximity to the reser-
voir (Hawkins et al., 2006; Herwanger and Horne, 2009;
Morita and Fuh, 2009; Toomey et al., 2017). This may re-
sult in smaller or larger stress changes where 5 MPa may be
representative for some field scenarios. After each stress step,
there was a hold period to let the sample consolidate (pore
pressure equilibration), which typically took 2–4 hours. This
relatively fast consolidation for the shales was possible since
the samples were in an undrained state and that the dead vol-
ume was small as compared with the pore volume of the sam-
ples (pore volume is typically around 20 ml for a sample with
30% porosity). After the consolidation upon the vertical stress
increase, we measured the quantities used for the determina-

tion of the static and the dynamic properties (averaged over
several data points). After this, we stepped down to the in situ
stress and obtained a new set of static and dynamic quantities
after the consolidation. The total sequence consisting of (1)
vertical stress increase, (2) consolidation, (3) vertical stress de-
crease and (4) consolidation, where the horizontal stress was
simultaneously changed according to equation (2) in all steps,
is termed as one stress cycle. Each stress cycle for each specific
stress path was repeated once for Shale 1 and 3, giving four
sets of changed dynamic and static quantities (P-wave velocity
changes and strains) for each stress path. For Shale 2, only the
isotropic stress path was repeated. In this work, we did not
observe large deviations of the absolute values of these data
between the different loading and unloading steps, and the re-
sulting time-shifts are simply averaged for each stress path. In
general, the (undrained) pore pressure was close to the initial
in situ value after the end of each cycle (typically 0.1–0.4 MPa
above in situ pore pressure). This pattern was also seen for the
strain, which is a good indication of proper consolidation and
near elastic behaviour. However, to exclude any global drift
in the pore pressure, the sample was drained to in situ pore
pressure prior each new cycle (Fig. 4).

2.3 Time-shifts

The P-wave group velocities were determined in multiple di-
rections (ray angles) ranging from 0° to 90° with respect to the
bedding normal (Fig. 2). The similarities between the labora-
tory test and a typical seismic survey are illustrated in Fig. 5
assuming straight ray paths propagating in a homogeneous
rock. In the seismic case, this implies that the incident ray
path is (partially) reflected because of impedance contrast be-
tween the single homogeneous layer of propagation we con-
sider here and the layer beneath. The time from the source to
the receiver is termed the two-way travel-time in seismics. In
the laboratory test, we do not consider reflections, only pulse
transmissions. When considering seismic time-shifts, the re-
flections themselves have no influence on the velocities nor the
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Figure 4 Schematic illustration of the test protocol with the differ-
ent in situ stress path cycles. The pore pressure was drained to the
in situ value prior to each cycle to avoid drift in the test conditions.
During the stress cycles, the pore pressure was kept undrained where
the actual pore pressure response depends upon the specific material
properties (the broken line for the undrained pore response is only
indicative).

Figure 5 A laboratory test may be regarded as an analogue to a re-
flection seismic survey. The φ is the ray (group) angle; z is the vertical
separation between the source and receiver; and d and x are the hor-
izontal separation between the source and receiver in the laboratory
sample and in the field case, respectively.

velocity changes. Thus, a reflected wave in a single homoge-
neous layer has the same travel-time as a directly transmitted
(not reflected) wave when the total path lengths are equiva-
lent in the two cases. The latter also underline the similarity
between the reflected waves in seismic surveys and the direct
waves in the laboratory experiment with respect to time-shifts,
as the angle dependence of time-shifts observed in the labora-
tory can be linked to offset dependence of reflected waves in
the subsurface (cf. Fig. 5). The heavy-damping Viton rubber
sleeve, which is confining the samples in the laboratory tests,
together with the low-impedance (relative to the samples) con-
fining fluid rules out the possibility for faster surface waves
interfering with the first arrival of the P-waves. Moreover, the
field samples are relatively homogeneous on the length scale of

the wavelength (4–5 mm), implying no bending of the waves.
Thus, since the P-waves are the fastest waves, the first arrivals
will in our set-up provide the true P-wave velocities by con-
sidering the shortest distance between the source and the re-
ceiver. This also rules out the possibility for interference be-
tween the direct P-wave arrival and (multiple) wave reflections
from the sample’s boundaries. The consistency in the wave
picking is clearly visible in the recorded waveforms for Shale
2 (cf. Fig. 6). This was also verified with finite-difference simu-
lations of the wave propagation with the experimental set-up
utilized in these tests, and with the calibration tests. The wave-
forms for the vertical (0°) P-wave at the initial in situ and the
CMS stress states are also provided. These two recordings are
separated by 75 hours in the test, which demonstrates the re-
peatability in the waveforms and the quality of the first ar-
rival. To further support the quality of the picking of the first
arrivals (considering the first extremum of the waveform), a
spectral ratio analysis was done. This analysis, which was lim-
ited to the first wavelet, shows that the corresponding centre
(dominating) frequency is changing by less than 10 Hz during
the whole timespan of the in situ stress variations we have con-
sidered in this work. Such changes are very small when com-
pared with the 0.5–0.6 MHz source. Moreover, the damping
of the signal between the in situ stress level and the different
stress stages shows no distinct trend and is not significant in
magnitude (less than 0.1 dB/cm).This suggests that the picking
of the first extremum is not influenced by the stress state for
the different in situ stress variations and is not adding any sig-
nificant errors beyondwhat is already discussed in Section 2.1.

The analogue to the two-way travel-time in seismic is de-
fined in the laboratory test as two times the measured travel-
time from the source to the receiver. Furthermore, we can de-
fine an offset in the laboratory test (2d → x in Fig. 5) such
that the idealized physical models in the lab and in the field
can also be treated equally mathematically. The Pythagorean
equation gives the two-way travel-time, t, which is valid for
any anisotropy (Thomsen, 1986):

t2 = 4z2 + x2

V2(φ)
=

(
Vz

V (φ)

)2 (
t2z + x2

V2
z

)
, (3)

where Vz is the vertical group velocity, tz is the vertical two-
way travel-time time and V(φ) is the group velocity at ray an-
gle φ. In the 4D case, we assume small changes in thickness
(�z) and velocities (�V(φ)):

�z
z

,
�V (φ)
V (φ)

� 1. (4)

The first-order differentials of equation (3) with respect
to �z and �V(φ) at ray angle φ yield the relative time-shift at
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Figure 6 Recorded waveforms for the P-wave signals for Shale 2 obtained at in situ stress conditions prior to the first isotropic loading–unloading
cycle (‘In-situ’), and at the end of consolidation at the first stress change (vertical stress increase) for the isotropic, triaxial, K0 and CMS stress
paths (cf. Table 2). The quality and repeatability of these waveforms are representative for the other waveforms for this shale and the waveforms
of the two other shales discussed in this work. The picked arrivals, considering the first extremum of the waveform, are indicated with red dots
for the different propagation directions (e.g. ‘0 deg’ corresponds to vertical P-waves). The waveforms for the vertical P-wave at the initial in
situ state and the CMS (vertically stressed) state are also provided to demonstrate the repeatability in the waveforms and the quality of the first
arrival (‘Vertical direction (0°)’).

© 2020 The Authors.Geophysical Prospecting published by John Wiley & Sons Ltd on behalf of European Association of
Geoscientists & Engineers,Geophysical Prospecting, 68, 1847–1863
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a given offset with ray angle φ:

�t
t

≡ trepeat − tbaseline
tbaseline

≈ �z
z

(
2z

tV (φ)

)2

− �V (φ)
V (φ)

= −εzcos2φ − �V (φ)
V (φ)

, (5)

where the vertical strain (εz) is defined positive for compaction
(�z < 0):

εz ≡ −�z
z

. (6)

Equation (5) is the anisotropic version of the relative
time-shift expression proposed by Landrø and Janssen (2002).
In the anisotropic case, both the velocity and the velocity
changes depend upon the ray angle in contrast to the isotropic
case. Even though the strain not explicitly appears in the ve-
locity term of equation (5), we will show in Section 3 that the
velocity changes also are strain- and stress path dependent.
As we only consider the homogeneous single-layer case here,
the relative time-shift in equation (5) is equivalent to the time-
strain (Hodgson, 2009).

Since much of the seismic data used for conventional
time-lapse analysis are post-stack, the corresponding normal-
moveout (NMO)-corrected two-way travel-time shift in the
anisotropic case may also be of interest. We follow the pro-
cedure applied by Landrø and Stammeijer (2004) for the
isotropic case and generalize this to the anisotropic case. A
simple expansion and factorization of the relative time-shift
yield

�t
t

= �t
�tz

tz
t

�tz
tz

, (7)

where the quantities are defined in relation to equations (3)
and (5). The NMO stretch of the travel-time shift for the con-
stant velocity case, now with anisotropy, is obtained by taking
the first-order differential of equation (3) with respect to �tz:

�t
�tz

= tzV2
z

tV2(φ)
= t
tz
cos2φ. (8)

By inserting equation (8) into equation (7) and then re-
placing the left side of equation (5) by equation (7), the relative
NMO-corrected travel-time shift in the anisotropic case after
some rearrangements becomes

�tz
tz

∣∣∣∣
NMO

= −εz − (
1 + tan2φ

) �V (φ)
V (φ)

, (9)

where the velocity term is proportional to the relative ve-
locity change along the ray path modified with an angularly

dependent prefactor, in contrast to the isotropic case (Landrø
and Stammeijer, 2004).

In the laboratory tests, contrary to the field case, the offset
is not constant as the non-vertically oriented transducers are
attached to the sample’s circumference and moves according
to the horizontal strain. Thus, to tie the lab data to the 4D
seismic case where discrete (fixed) offsets are considered, we
need to compensate for a slightly different group angle (�φ)
associated with the horizontal movement of the transducers
that will influence the�V(φ) in equation (5). By using a simple
geometric consideration, it can be shown that this correction
can be approximated by

�φ ≈ −εx

2
sin(2φ), (10)

where εx is the horizontal strain. The angular correction
scales linearly with the horizontal strain, which is largest for
the CMS stress path in our case and vanishes at 0° and 90° as a
result of the sine term. The angular correction in equation (10)
implies a minor correction of the measured relative time-shift
of maximum 10−5 for the present data set.

The relative time-shifts discussed here are estimated from
the laboratory data of the vertical strains and the multidirec-
tional wave velocity changes by the use of equation (5), includ-
ing the correction of the ray angle from equation (10). Thus,
we may in principle compare our estimated time-shifts with
the time-shifts obtained from 4D seismic reflection data at dif-
ferent (fixed) offsets represented by angle-band stacks. In our
data, there are no big differences in the absolute values of the
travel-time-shifts associated with the loading (stress increase)
step and the unloading (stress decrease) step. Thus, the time-
shifts discussed here are the average of the absolute values for
each stress path. The polarity of the presented time-shifts is
conveniently tied to unloading of the vertical stress, and con-
sequently the polarity of the time-shift for the vertical-loading
cases is simply inverted to represent an unloading scenario,
which is typical for the overburden above a depleting reser-
voir.

3 RESULTS AND DISCUSS ION

3.1 Strain sensitivities of vertical P-wave velocities

It has been known for a long time that stress changes and de-
formations of porous rocks imply variations of wave veloc-
ities. This is commonly termed stress or strain sensitivity of
velocities. An implication of this is that the dynamic stress–
strain relation becomes nonlinear (e.g. Thurston and Brugger,
1964; Johnson and Rasolofosaon, 1996; Prioul et al., 2004;
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Figure 7 Strain sensitivity of the vertical ultrasonic P-wave velocity
(R-factor; cf. equation (1)) measured normal to the bedding plane,
versus the stress path parameter, κ, as defined in equation (2) and
quantified in Table 2. The data are obtained with 5MPa vertical stress
changes as the average values of all loading and the unloading steps
for the specific stress path. The error bars correspond to the 95%
confidence interval.

Fuck and Tsvankin, 2009). Consequently, the depletion of
a hydrocarbon reservoir leads to a spatially varying stress-
induced dynamic anisotropy of the entire subsurface. This is
true irrespective of the heterogeneity and symmetry of the
baseline velocity field, the symmetry of the static stiffness and
the geometry of the reservoir (Fuck et al., 2009). Several lab-
oratory experiments show that both the reservoir rocks and
the overburden rocks exhibit significant stress and strain sen-
sitivities (e.g. Dillen et al., 1999; Pervukhina et al., 2008; Holt
et al., 2011; Sarout et al., 2014).

For the shales investigated here, the estimated R-factors
show a strong and nonlinear dependence on the stress path,
with a rapid increase with decreasing shear stress as shown
in Fig. 7. A significant stress path dependence of the R-factor
is also valid in the case of negligible stress path dependence
on the stress sensitivity of the vertical P-wave velocity, since
the vertical strain is stress path sensitive itself (Holt et al.,
2018). Thus, the velocity term of the time-shift in equation
(5) is expected to be significantly influenced by the variety
of stress paths along the ray path of investigation. Addition-
ally, the absolute stress level, rock composition and texture
(Bathija et al., 2009), and the amplitude of the stress change
(Lozovyi et al., 2018) will influence the strain sensitivity. Con-
sequently, as a result of both rock and stress heterogeneity,
the R-factor varies spatially (De Gennaro et al., 2008; Røste
et al., 2015), which implies potentially large variations of the
time-strains.

3.2 Time-shifts from laboratory data

The laboratory experiments discussed here may be viewed as
an analogue (physical simulation) to an idealized seismic time-
lapse survey with a single layer (cf. Section 2.3). In both cases,
compressional waves travel through the rocks in multiple di-
rections, for which altered stresses, strains and pore pressures
result in changed velocities; all factors that contribute to the
measured travel-time shifts. A major benefit with the labora-
tory experiments is the explicit measures of all these quantities
studied for a range of stress paths and offsets under controlled
conditions. Clearly, the high angles that can be achieved in
the laboratory (including the 90°) are not normally reached in
seismic surveys. Nevertheless, the data are shown to be able
to assess the full range.

Figure 8 shows the relative time-shifts for the different ray
angles and stress paths. The three different shales exhibit qual-
itatively very similar trends. Linear trend-lines are inserted to
ease the separation between the different stress paths. This
should not be interpreted as a ‘linear model’ for the time-shift
trends, just a tool to discriminate themain trends for the differ-
ent stress paths. A more detailed offset analysis would require
more data or the implementation of higher order nonlinear
dynamic models. The travel-time shifts are largest and almost
equal among the different stress paths at zero offset (0°), that
is, for the vertical P-waves propagating normal to the bedding.
The relative time-shifts decrease for increasing angle (negative
gradient), and the gradient is steepest for the constant-mean-
stress path. Similar trends are also manifested for the average
values of all three shales (cf. Fig. 8). This implies potentially a
clear separation between the time-shifts of the different stress
paths at larger angles. A complementary manifestation of this
is seen in Fig. 9 where the mean relative time-shifts are plot-
ted against the stress path for the distinct ray angles. Clearly,
the time-shift dependence on the stress path increases with in-
creasing ray angle. Generally, the time-shifts for the isotropic
and the K0 stress paths behave in a similar way, which is rea-
sonable given the small differences in the stress path parameter
κ in Table 2.

The experimental data address the deviating results on
the offset trend of time-shifts reported from 4D seismic inver-
sion (MacBeth et al., 2018). Some of these results are based
on normal-moveout (NMO)-corrected data (e.g. Landrø and
Stammeijer, 2004; Herwanger and Horne, 2009; Kudarova
et al., 2016) while other works report pure time-shifts with-
out any NMO correction (e.g. Hawkins, 2008). Obviously,
any moveout will imply a huge qualitative and quantitative
change in the offset trends of the time-shifts. Because of the
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Figure 8 Relative time-shift versus the ray angle for the different stress paths (cf. Table 2) and shales (cf. Table 1) corresponding to 5MPa vertical
unloading. The average values for the three shales are also shown (‘All shales (average)’). Linear trend-lines are inserted for each stress path. The
error bars correspond to the 95% confidence interval (valid for all data points in the same figure).

intrinsic anisotropy of rocks, the moveout will be nonhyper-
bolic, even in the single-layer, homogeneous and flat reflector
analogue (Grechka and Tsvankin, 1998). In our tests, the com-
plete VTI dynamic and static stiffnesses are obtained. Thus,
there is no need for approximated moveout corrections since
the anisotropy is a priori quantified. The effect of the NMO
correction in equation (9) with a constant velocity moveout
is shown for the averaged time-shifts in Fig. 10. The NMO
is amplifying the stress path separation of the time-shifts at
large offsets. This may look appealing, but one should note
that the NMO corrections are inevitably accompanied with a
corresponding amplification of the error with increasing offset
(scales with the factor (1 + tan2φ); cf. equation (9)). Conse-
quently, the gradients of the time-shifts are qualitatively and
quantitatively affected when compared with the time-shifts
prior to the NMO correction (Fig. 8). With the NMO cor-
rection, the time-shifts associated with the isotropic and K0

stress paths are non-linearly increasing with offset, while for

the CMS stress path the time-shift is non-linearly decreasing
with offset. The NMO-stretch flattens out the offset gradient
for the triaxial stress path of these shales. In contrast, the time-
shifts without NMO correction are linearly decreasing for all
stress paths.

The time-shift in equation (5) consists of two terms. One
term is explicitly related to the vertical strain and the other
term is related to the change in the relative velocity. Since this
equation is tied to a 4D field situation at fixed offsets, there
will be no explicit geometric contribution from the horizon-
tal strain to the time-shift. However, the horizontal strain to-
gether with the vertical strain plays implicitly a crucial role
with respect to the velocities, since the strain sensitivities of
the velocities are significant and stress path dependent (cf.
Fig. 7). The geometric contribution from the vertical strain
to the time-shift is visualized for Shale 2 in Fig. 11(a), which
is largest for zero offset and diminishes for large offsets as
expected as a result of the cos2φ factor in equation (5). The
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Figure 9 Relative time-shift versus stress path for the different ray
angles corresponding to 5 MPa vertical unloading. The data are the
average values of the three shales. The error bar corresponds to the
95% confidence interval (valid for all data points).

vertical strain is largest for the constant-mean-stress path, im-
plying the largest geometric contribution on the time-shift for
a given offset (cf. Fig. 11b). The geometric contributions to
the time-shift for the isotropic and the K0 stress paths are
very small, reflecting the relatively small strains. This empha-
sizes the importance of a proper assessment of the anisotropic
stress-induced sensitivity of the velocities, and its stress path
dependence.

3.3 Discussion

The stress-path–dependent travel-time gradients (Figs 8 and 9)
may be used to gain very important quantitative and qualita-
tive information about the subsurface, such as stress and pore
pressure changes, depletion-induced reactivation of faults and
undepleted pockets in the reservoir. The key is to establish a
link between the stress changes (stress amplitudes and stress
paths) and the velocity changes, which enables to update ge-
omechanical models with a proper separation of strains and
velocity changes. This requires integration of an appropriate
calibrated rock physics model into the inversion procedure ac-
counting for the intrinsic static and dynamic anisotropy of
rocks, in addition to the stress-induced dynamic anisotropy.
To adequately account for the heterogeneous changes in a 4D
seismic analysis, implying a field-specific stress path field, ge-
omechanical modelling is required accounting for the site’s
production history, and the geometry and properties of the lay-
ers. A geomechanical model that is coupled to a rock physics
model converts strains to velocity changes, and thereby the
estimated time-shifts can be compared with the time-shifts

derived from the 4D seismic data analysis. To illustrate the
potentially wide variety in subsurface stress paths – consider
the overburden above a depleting reservoir where a vertical
stretching is expected as a result of the vertical stress decrease.
If the stiffness in the reservoir and the surroundings are similar,
the corresponding horizontal stress in the overburden is likely
to increase during depletion (Geertsma, 1985; Mahi, 2003;
Mulders, 2003). In contrast, a relatively stiff overburden as
compared with the reservoir may lead to a horizontal stress
reduction in the overburden (Morita and Fuh, 2009). Conse-
quently, the stress path parameter κ has opposite polarity in
these two cases. The magnitudes of overburden stress changes
(stress arching) are promoted by a small aspect ratio of the
depleting zone and by a reservoir tilt. The reservoir geometry
and the static properties of the subsurface may imply signifi-
cant lateral variations in the stress paths as a result of stress
arching (Sayers and Schutjens, 2007; Fjær et al., 2008).

Several works extend the time-shift analysis beyond the
traditional R-factor model, which in several cases build im-
plicitly or explicitly on the idea of the third-order constitutive
elastic model proposed by Prioul et al. (2004) that is appli-
cable for a VTI medium (Herwanger et al., 2007; Fuck et al.,
2009; Rodriguez-Herrera et al., 2015; Kudarova et al., 2016;
MacBeth et al., 2018). The model by Prioul et al. (2004) as-
sumes isotropy in the strain sensitivity of the velocities, imply-
ing that a single isotropic stress path can determine the full set
of third-order parameters for anisotropic rocks. This was ap-
plied by Prioul et al. (2004) to deduce the three independent
third-order parameters from the Kimmeridge shale data of
Hornby (1998), by considering only isotropic stress paths. The
simplicity and the lack of data that could reveal a lower sym-
metry in the third-order dynamic correction, may explain the
popularity of this model (Fuck et al., 2009). However, the as-
sumption of isotropic strain sensitivity seems not to be consis-
tent with the laboratory data on shales reported by Bakk et al.
(2018) and Holt et al. (2018), indicating that shales exhibit
anisotropic strain sensitivities of their anisotropic dynamic
stiffness, which also depends on the stress path.Moreover, the
magnitude of theR-factor based upon a hydrostatic (isotropic)
test may be very misleading for the subsurface, as stress paths
are likely to be prone to significant shear-stress changes (Mul-
ders, 2003; De Gennaro et al., 2008; Herwanger and Horne,
2009; Morita and Fuh, 2009). Based upon the model of Pri-
oul et al. (2004), the Kimmeridge data of Hornby (1998) yield
an R-factor of 35 (Herwanger, 2008). Even though such ex-
treme values are also reported elsewhere (e.g. Staples et al.,
2007; De Gennaro et al., 2008), most of the field data seem
to exhibit significantly lower R-factors. Our data set strongly

© 2020 The Authors.Geophysical Prospecting published by John Wiley & Sons Ltd on behalf of European Association of
Geoscientists & Engineers,Geophysical Prospecting, 68, 1847–1863



1858 A. Bakk et al.

Figure 10 Relative time-shift versus ray angle for the different stress paths corresponding to 5 MPa vertical unloading. The data points are
the average values of the three shalesand are NMO-corrected according to equation (9). To ease the separation of the stress paths, connection
lines between the data points are inserted. (a) The 90° data point is not accessible for NMO-corrected data, even though the horizontal P-wave
velocity is measured in the laboratory, since it is not possible to vertically stretch the time-shift for a purely horizontal ray path. (b) The 68° data
points are here removed to show that the offset trends of the time-shifts are significant (and nonlinear) also for smaller offsets. The error bars
for the constant-mean-stress path correspond to the 95% confidence interval, which are valid for the other stress paths in the same figure (angle
for angle).

Figure 11 (a) Relative (total) time-shift versus ray angle for the different stress paths for Shale 2 (filled symbols with a solid linear trendline)
compared with the explicit geometric contribution from the vertical strain to the time-shift in equation (5) (open symbols with a broken linear
trendline). The error bar corresponds to the 95% confidence interval (valid for all data points of the total time-shift). The errors for the time-
shifts related to the geometric contribution is limited to the size of the symbols. (b) Horizontal and vertical strains versus stress path for 5 MPa
vertical unloading for Shale 2. Zero strain corresponds to the in situ reference state. The error is limited to the size of the symbols.

underlines that the R-factor is not a constant but is strongly
correlated with the stress path with a span for the average
values of R from 1 for the constant-mean-stress change to 17
for the isotropic stress change (Fig. 7) for our shales. Here it
can be mentioned that Hawkins (2008) introduced a heuristic
R-factor accounting for the stress-induced anisotropy in addi-
tion to the common vertical R-factor to better match data and
implicitly honour the stress path. As an alternative to consti-
tutive models, crack models may also be an adequate choice

providing more intuitive physical understanding (e.g. Sayers
and Kachanov, 1995; Fjær, 2006; Shapiro, 2017; MacBeth
et al., 2018). The latter may open the possibility for introduc-
ing anisotropic crack distributions with anisotropic stress and
strain sensitivities, which seem to be important to adequately
model the complex static and dynamic behaviour of shales.

The largest offset gradients of the time-shifts in Fig. 8 are
observed for the stress paths associated with the most signif-
icant shear-stress changes (CMS and triaxial stress paths). To
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qualitatively understand this, consider the CMS stress path
that has opposite polarities of the vertical and horizontal stress
changes, because a vertical unloading is accompanied with a
horizontal loading and vice versa. Furthermore, the principal
strains will also have opposite polarity in this case, that is,
a vertical extension is associated with a horizontal compres-
sion and vice versa. Thus, the horizontal and vertical P-waves
propagate in directions with opposite stress changes and op-
posite strains that implies a flip of polarity in the time-shifts at
large offsets for the CMS stress path. In contrast, the isotropic
stress path is associated with strains of equal polarity in the
principal directions, which is reflected in a much smaller off-
set gradient of the time-shifts. However, because of the static
anisotropy, isotropic stress changes imply anisotropic strains,
and consequently the dynamic strain sensitivities are likely to
be anisotropic for shales for any stress path. This may explain
why we also expect some offset gradient of the time-shifts
for the isotropic stress path, even in the case of a single, flat
and homogeneous reflector. In our laboratory experiments,
the whole range of offsets from 0° to 90° is covered. However,
field measurements based upon reflection seismic are typically
restricted to offsets up to 30°–40°, depending on the depth of
the target and the extent of survey. To mitigate this, comple-
mentary seismic data from cross-well or refraction surveys in
addition to methods such as full-waveform inversionmay turn
out to be valuable (Zadeh et al., 2011; Yang et al., 2016).Nev-
ertheless, the offset trends discussed here are also significant
even for offsets typical for reflection seismic.

Herwanger et al. (2007) showNMO-corrected data from
the South-Arne field in the southern North Sea that are asso-
ciated with a negative offset gradient in the overburden. This
is typical for a subsurface with small static stiffness-contrast
between the depleting reservoir and the overburden, imply-
ing an overburden experiencing close to constant-mean-stress
path (Mulders, 2003). The NMO-corrected data in Fig. 10
are qualitatively in line with this, exhibiting a negative off-
set gradient for the constant-mean-stress path, in contrast to
the isotropic stress path and the K0 stress path. In Fig. 10(b),
we show that the offset trends of the time-shifts for the differ-
ent stress paths are significant and nonlinear also for smaller
offsets that are commonly accessible for seismic field sur-
veys. In contrast, a relatively stiffer overburden comparedwith
the reservoir implies a completely different stress path that
is closer to isotropic stress changes in the overburden, im-
plying less shear-stress changes as compared with the CMS
stress path (De Gennaro et al., 2008; Morita and Fuh, 2009).
Such geomechanical constraints will significantly influence the
time-shifts. Kudarova et al. (2016) present time-shifts from the

Shearwater field in the North Sea where they observe no sig-
nificant changes (decreases) in time-shifts with increasing off-
set. Like the data of Herwanger et al. (2007), they used NMO-
corrected data assuming a constant velocity field for the move-
out correction. Seismic pre-stack data are often represented as
angle-band stacks to boost the signal. However, NMO correc-
tions may complicate the interpretation and potentially mask
essential information from the 4D data set (Hodgson, 2009).
In the case of a significant offset dependence of relative time-
shifts in 4D field data, it would be beneficial to quantify the
offset trend prior the moveout stretch. Then, the moveout
stretch could be done by including an appropriate correction
for the moveout gradient of time-shift if one uses the baseline
line velocity field, which has the same effect as if the correctly
updated velocity field was used directly to stretch the data set
of the repeated survey. Now, the 4D data set can be stacked to
boost the signals. In contrast, if 4D data are just stacked with-
out correcting for any offset gradient, the information that
lies in the offset gradient may be lost and the stacked signal
becomes blurred.

It should be underlined that a comparison between labo-
ratory data and field data is difficult without specific informa-
tion about the field and the inversion scheme for the update
of the geological model. A 4D field case, due to its complexity,
needs to be assessed with respect to the extent and the spatial
heterogeneity in the strain field. Intuitively, one would expect
that far-offset seismic travel-time shifts are relatively less in-
fluenced since the path-length in the effective area that is in-
fluenced by the depletion (strain cloud) is relatively shorter
as compared with near-offsets. On the other hand, laboratory
experiments are much easier to interpret because of relatively
homogeneous material properties and well-defined stress and
strain fields.

Onemajor benefit with our ultrasonic set-up is that veloc-
ities and their stress sensitivities are obtained during a single
experiment for each different field shale. This is ideal for the
systematic quantification and fundamental understanding of
the subsurface. In the field, one faces challenges influencing the
offset interpretation as gas clouds in the overburden attenuat-
ing the signal, mineral heterogeneities, complex structures and
a confined and often irregular overburden strain cloud. Also,
the reservoir may be undershot for larger offsets. In the end, all
this must be dealt with.Models and correlations based on lab-
oratory experiments can constrain, and thereby ease and im-
prove, the interpretation of seismic data by quantifying the re-
lations between the changes in stresses, strains, velocities and
their explicit impact on the time-shifts. With such multistage
tests on different rocks that are representative of the relevant
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formations (dominating layers), one can build up a database
– layer by layer – and make correlations that can generically
be used to improve the interpretation of 4D seismic data.

In general, porous sedimentary rocks are dispersive,
which potentially implies a significant frequency dependence
of velocities (e.g. Spencer, 1981; Batzle et al., 2006). Since the
laboratory P-waves we applied in our tests propagate at fre-
quencies in the range of 105–106 Hz and seismic waves prop-
agate typically in the range of 1–100 Hz, dispersion may im-
pact the interpretation of time-lapse data. Laboratory data in-
dicate a larger stress sensitivity for the dynamic stiffness at
seismic frequencies as compared with ultrasonic frequencies
(Lozovyi, 2018; Szewczyk et al., 2018). However, one should
note that these low-frequency experiments are associated with
significantly larger uncertainties when compared with ultra-
sonic measurements.Moreover, it is not clear whether this will
bias the interpretation of the offset dependence of time-shifts.
Nevertheless, improved low-frequency measurements that are
dedicated to study the time-shifts and their offset dependence
would be very beneficial.

4 CONCLUSIONS

We present time-shift data for three different overburden field
shales, where multidirectional ultrasonic velocities were mea-
sured and probed for four different stress paths. The time-
shifts are decreasing with increasing ray angles for all shales
investigated here, and the constant-mean-stress path exhibits
even negative time-shifts for larger angles associated with a
significant offset gradient. This contrasts to the isotropic stress
path exhibiting a much smaller offset dependence and posi-
tive time-shifts for all angles. These data show the importance
of calibrated rock physics models for improved 4D seismic
inversion. Provided an appropriate rock physics model, pre-
stack offset time-shifts from 4D seismic data may quantify the
stress changes and strains that are essential for safe and effi-
cient field operations. To fully utilize this potential, such rock
physics models and correlations should be accompanied with
geomechanical simulations for the inversion of 4D data.

The enhanced time-shift separation between the differ-
ent stress paths at far offsets (Fig. 8) underlines the potential
of seismic pre-stack analysis. In this respect, other methods
like seismic refraction tomography or full-waveform inversion
may provide additional information about lateral discontinu-
ities in the overburden. Cross-well seismic is also an option,
although the potentially extra costs may be a barrier for such
deployment. Generally, cost-efficient methods involving bet-
ter utilization of 4D data are often preferable, in line with the

ongoing digitalization of this industry. Thus, utilizing labora-
tory data to provide correlations between static and dynamic
changes for different offsets may turn out to be a suitable ap-
proach in this respect.
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