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Abstract

The coastal Highway Route E39 aims to build a continuous road connection along the west coast of Norway. Floating bridges are planned to replace the ferries at seven major fjords along the route. These innovative floating structures require comprehensive understanding of the wave fields in the fjords. Currently, the information on the wave fields can only be obtained from discrete field measurements. However, the measurements cannot represent the entire domain due to the limited number of wave gauges. Therefore, numerical wave modelling is needed in order to obtain an extensive understanding of the wave propagation and transformation in the entire domain of interest.

Phase-resolved wave models are able to represent most of the wave transformation phenomena and provide time domain information for further engineering analysis. However, the special coastal conditions in Norway limit the validity of many existing phase-resolved wave models. The deep water conditions and strong variation of the bathymetry created by the fjords go beyond the limits of many shallow water wave models. The irregular coastline challenges the grid generation and boundary treatments of many existing potential flow wave models. The large domain of interest in the fjords makes the usage of computational fluid dynamics (CFD) models impractical because of their high-demand of computational resources. Therefore, a new phase-resolved numerical wave model is required for an accurate and efficient simulation of large-scale wave propagation in the Norwegian fjords.

The first development for the new model is based on the improvement of depth-averaged shallow water modelling technique. A quadratic non-hydrostatic pressure profile is used to improve the ability of representing water waves in deeper water conditions. The numerical model is implemented in the open-source hydrodynamics framework REEF3D. The resulting wave model REEF3D::SFLOW inherits the high-order discretisation schemes and parallel computation algorithm from the framework. Comprehensive verification and validation of the model are performed through a series of test cases. The tests show speed-up factors in the scale of 10 to 100 in comparison to the CFD model REEF3D::CFD. This enables the model to be used for large-scale simulations over a longer duration. The model demonstrates accurate representations of wave propagation and transformation including wave breaking. However, significant wave phase differences are observed during the de-shoaling process in the test of wave propagation over a submerged obstacle. This is due to the emerging short waves in the de-shoaling process resulting in deepwater conditions.
The best performance of the model is found to be within a water depth to wavelength ratio up to 0.25. As a result, the model is not recommended for the wave modelling in the deepwater Norwegian fjords.

Further development of a fully nonlinear potential flow (FNPF) model is conducted. The resulting model REEF3D::FNPF solves the Laplace equation together with the boundary conditions on a σ-coordinate grid. The model also inherits the high-order discretisation schemes and parallel computation algorithm. In some simulations, the model is 800 times as fast as REEF3D::CFD for achieving the same accuracy. The model is also validated through a large variety of test cases. It is found that the accuracy of the model is not compromised by the water depth conditions, for example the free surface elevations during the de-shoaling process show a good agreement with the experimental measurements. The model is then used to investigate relevant phenomena regarding the floating bridges inside the fjords, including the evolution of rogue waves and the high-fidelity reproducing of three-hour irregular sea states with different severity of wave breaking.

In order to address the irregular coastline, a novel coastline algorithm is developed in REEF3D::FNPF. This algorithm provides a universal solution for the inclusion of coastlines and boundary treatments. The model is then used to simulate full-scale wave propagation in Mehamn harbour in northern Norway. The significant wave heights $H_s$ inside the harbour after the strong wave diffraction around the peninsulas and breakwaters show a good agreement with experimental measurements. This confirms the effectiveness of the coastline algorithm and the ability of the model of representing strong wave diffraction. Further studies of the wave fields in Sulafjord and Barornafjord using REEF3D::FNPF provide insights on the wave frequency transition inside the fjords. A maximum simulation time to real time factor of 10 is also found for the large-scale simulations with tens of millions of cells.

The two new models REEF3D::SFLOW and REEF3D::FNPF are compared with the original CFD model REEF3D::CFD through several test cases to highlight the differences among them as well as their special features and area of applications. REEF3D::FNPF is an ideal model for large-scale wave propagation over varying bathymetry. REEF3D::SFLOW is a fast model for wave modelling in shallow to intermediate water depth and a model to study swash zone dynamics and sediment transport. REEF3D::CFD is the only model within the framework that is able to represent the overturning wave breaker and an ideal model to study local wave impacts and wave interaction with structures.

In conclusion, REEF3D::FNPF is suggested as the phase-resolving numerical model for the wave analysis in the fjords for the E39 project. The model is seen to be computationally efficient, phase-resolved, accurate and flexible. Developed as part of the open-source numerical framework REEF3D, the model is freely available to users. Future works of model coupling, inclusion of wind and current effects are also summarised in the end.
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\( A \) incident wave amplitude
\( A_F \) input focused wave amplitude
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\( T \) wave period
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\( \delta x_F \) delay of wave focusing in space
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<table>
<thead>
<tr>
<th>Greek Symbol</th>
<th>Mathematical Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>free surface elevation in the potential flow wave model</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>stretching factor in the vertical stretching function</td>
</tr>
<tr>
<td>( \alpha_s )</td>
<td>phase velocity criterion threshold for shallow water breaking</td>
</tr>
<tr>
<td>( \beta )</td>
<td>steepness criterion threshold for deep water breaking</td>
</tr>
<tr>
<td>( \beta_i )</td>
<td>angular components for directional spreading</td>
</tr>
<tr>
<td>( \theta_i )</td>
<td>wave phase term of each wave component in a irregular wave</td>
</tr>
<tr>
<td>( \varepsilon_i )</td>
<td>initial wave phase of each wave component in a irregular wave</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>relaxation function</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density</td>
</tr>
<tr>
<td>( \omega )</td>
<td>angular wave frequency</td>
</tr>
<tr>
<td>( \omega_s )</td>
<td>low-frequency limit of a frequency band</td>
</tr>
<tr>
<td>( \omega_e )</td>
<td>high-frequency limit of a frequency band</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>velocity potential in ( \sigma )-coordinate grid</td>
</tr>
<tr>
<td>( \eta )</td>
<td>free surface elevation</td>
</tr>
<tr>
<td>( \nu_t )</td>
<td>turbulent viscosity</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>( \sigma )-coordinate grid</td>
</tr>
</tbody>
</table>

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEM</td>
<td>Boundary Element Method</td>
</tr>
<tr>
<td>BiCGStab</td>
<td>Bi-Conjugate Stabilized</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant-Friedrichs-Lewy’s</td>
</tr>
<tr>
<td>FNPF</td>
<td>Fully Nonlinear Potential Flow</td>
</tr>
<tr>
<td>GCIBM</td>
<td>Ghost Cell Immersed Boundary Method</td>
</tr>
<tr>
<td>VOF</td>
<td>Volume of Fluids</td>
</tr>
<tr>
<td>WENO</td>
<td>Weighted Essentially Non-scillatory</td>
</tr>
<tr>
<td>ENO</td>
<td>Essentially Non Oscillatory</td>
</tr>
<tr>
<td>LSM</td>
<td>Level-set Method</td>
</tr>
<tr>
<td>TLP</td>
<td>Tension Leg Platform</td>
</tr>
<tr>
<td>NTP</td>
<td>National Transport Plan</td>
</tr>
<tr>
<td>FDM</td>
<td>Finite Difference Method</td>
</tr>
<tr>
<td>HOS</td>
<td>High-order Spectrum</td>
</tr>
<tr>
<td>MPI</td>
<td>Message Passing Interface</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>EEM</td>
<td>Equal Energy Method</td>
</tr>
<tr>
<td>PEM</td>
<td>Peak Enhance Method</td>
</tr>
<tr>
<td>TVD</td>
<td>Total Variation Diminishing</td>
</tr>
<tr>
<td>NWT</td>
<td>Numerical Wave Tank</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier transform</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-averaged Navier-Stokes</td>
</tr>
<tr>
<td>SPH</td>
<td>Smooth-particle Hydrodynamics</td>
</tr>
<tr>
<td>SEM</td>
<td>Spectral Element Method</td>
</tr>
<tr>
<td>MAC</td>
<td>Marker-And-Cell</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphic Processing Unit</td>
</tr>
<tr>
<td>WSI</td>
<td>Wave Structure Interaction</td>
</tr>
<tr>
<td>NH</td>
<td>Non-Hydrostatic</td>
</tr>
<tr>
<td>EMSE</td>
<td>Elliptic mild-slope equation</td>
</tr>
<tr>
<td>PA</td>
<td>Parabolic Approximation</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree of Freedom</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Background

As part of the National Transport Plan (NTP) for 2014-2023, the coastal highway route E39 is a major coastal infrastructure project in Norway. It aims to build a continuous road connection between Kristiansand and Trondheim across 5 counties and covering 1000 km along the west coast of Norway (Dunham (2016)). The route of the E39 coastal highway is illustrated in Fig. 1.1. The 5 counties along the route represent 40% of the total Norwegian population (Statistics Norway (2020)) and include the commercial shipping centre and second largest city Bergen, the research hub and third largest city Trondheim and the offshore industry base and fourth largest city Stavanger. Therefore, a road connection in this area will bring tremendous benefits to society as well as commerce, industry and research. Currently, there are seven major ferry-crossings along the road, as shown in Fig. 1.1. This makes traveling and transport discontinuous and leads to much of the travelling time being spent on waiting for the next ferry. The E39 project plans to replace the ferry connections with permanent bridge connections. It is estimated that these planned permanent connections will nearly halve the travel time along the complete route from Kristiansand to Trondheim from the current 21 hours to merely 13 hours (Dunham (2016)). This dramatically shortened traveling time will greatly boost the movement of the population as well as the transport and distribution of cargo and goods. The continuous ferry-free E39 route is thus expected to have significant social and economic impact on both the local regions as well as the entire nation.

The key engineering challenge of the E39 project is the fjord-crossings. In contrast to rivers, the fjords were formed when ancient glaciers glided into the ocean, carving deep trenches in its wake. As a result, the fjords are usually extremely wide and deep and have strong variations in water depth. The width of the seven fjords along the route E39 varies between 1.6 km to 5 km and the depth has a range from 400 m to 1300 m (Dunham (2016)). If a traditional suspension bridge is to be built for a 5 km span in the fjords, the bridge length is about twice that of the Golden Gate Bridge (2.7 km) in California, United States. It is a tremendous engineering challenge to
design and build a suspension bridge of such a long span. With the technology from the Norwegian offshore industry and engineering experience of construction and maintaining large moored floating platforms, alternative and innovative designs of floating structures have been proposed for the fjord-crossings. There are so far three main concepts of floating structures: a floating bridge with tension-leg platform (TLP) type supporting structures, a floating bridge with multiple supporting pontoons and a floating submerged tunnel-bridge. Those concepts are illustrated in Fig. 1.2.

The TLP floating bridge concept is inspired by the offshore industry. The deck of the bridge is supported and connected by a few platforms with a tension-leg mooring system that resembles the TLP platforms for offshore oil exploitation. Instead of using ground based bridge towers, the floating TLP platforms serve as bridge towers and carry the weight of the bridge. TLP platforms are usually used for deepwater operations and therefore the concept is well suited for the water conditions inside the fjords. The concept of the multi-pontoon bridge is based on existing bridges of the same type in Norway, such as the Bergsysund bridge in the county of Møre and Romsdal. Here, the weight of the bridge is distributed on a series of floating pontoons rather than on bridge towers. This concept can be used together with a tall bridge tower in a more shallow region to rise the height of the bridge in order for ships to pass. The submerged tunnel-bridge has a similar supporting structure as the multi-pontoon bridge. However, the road is located inside the submerged tunnel connected to the pontoons, as seen in Fig. 1.2c. Fig. 1.2c shows how vehicles drive through the enclosed structure beneath the water surface. The submerged design allows ships to pass over the tunnel-bridges and thus avoid collision.

One of the main design concerns of these novel floating structures are the envi-
The wave field is complicated inside the fjords. First, there is usually a mixture of both ocean swell from the offshore area and local wind generated waves (Cheng et al. (2019); DHI (2016)). These two wave systems tend to propagate in different directions with different dominating frequencies. The relative importance of the two wave systems also varies from fjord to fjord and changes over time in the same fjord. The varying and interacting wave systems make the wave fields more unpredictable. Second, the strong variation of the water depth inside the fjords and the irregular coastlines create strongly non-linear wave transformations, including shoaling, refraction, diffraction, refraction and wave breaking. These wave transformations often take place simultaneously and the joint effects are hard to calculate with analytical formulations made for each individual phenomenon. As a result, the wave fields inside the fjords are not stationary in time and not homogeneous in space. The inhomogeneity can be significant even within the span of a bridge (Cheng et al. (2019); Dai et al. (2020)), resulting in different wave loads for each pontoon. The
understanding of the complicated wave field is the first step in the design process.

1.2 Motivation and objectives

So far, the only reliable source for the wave field information are in-situ measurements that have been ongoing in the past years at several fjords. For example, both floating buoys and acoustic wave gauges have been used to measure wave height time series as well as directionality in Bjornafjord from January 6, 2015 to April 30, 2019 (DHI (2016)). Measurements at four wave gauges at Sulafjord have also started gradually since 2016 (Fergstad et al. (2018)). However, the duration of the measurements is not yet adequate to obtain long-term wave statistics at the time of writing the thesis. It is also hard to obtain the comprehensive information of the waves in the entire domain of interest due to the limited number of wave gauges that can be deployed. In spite of these limitations, the field measurements provide valuable short-term wave information at several locations under various wave conditions. There have been extensive experimental investigations on coastal waves at many facilities around the world. An alternative to the physical experiments are numerical simulations. Many numerical wave models have been developed in the past decades due to the progress in numerical methods and computational hardware. Numerical wave models are usually less expensive as they do not require the time and material for the construction and execution of the physical tests. The cost of numerical wave models further reduces as many open-source wave models have been developed, such as the spectral wave model SWAN (Booij et al. (1999)), the non-hydrostatic wave model SWASH (Zijlema et al. (2011a)) and the hydrodynamics framework REEF3D (Bihs et al. (2016)). Meanwhile, the efficiency of numerical wave models has been further improved in recent years as high performance computation (HPC) facilities become increasingly available. Numerical models are also less restricted to physical limitations of facilities. Thus, it is possible to conduct full-scale investigations and perform several numerical simulations simultaneously. Due to these practical features, numerical models become increasingly important in coastal engineering. However, the numerical simulation of waves near the Norwegian coast faces several challenges because of the unique coastal topography in Norway.

The coastal area in Norway is special in comparison to most coasts along the North Sea. Usually, the coastal area has shallow water conditions with mild changes of bathymetry. For example, the bathymetry near Haringvliet, the Netherlands (Ris et al. (1999); Navionics) is shown in Fig. 1.3a. The water depth near the shore is typically below 10 m even 7 km away from the shoreline and the variation of the water depth contours is moderate. In contrast, the Norwegian coastal area mostly has deep water conditions and strong variations of bathymetry due to the fjords. As an example, the bathymetry of Sulafjord is shown in Fig. 1.3b. Here, the water depth quickly reaches 200 to 500 m inside the fjord within a short horizontal distance. The red circle in Fig. 1.3b shows an area where water depth increases to 200 m only 211 m away from the nearest shoreline, creating a near 45° underwater slope. In addition to the special bathymetry, the islands and archipelagos outside the fjords
also increase the complexity of the coastlines. Moreover, the domain of interest at the Norwegian coast extends to several tens of kilometres in each horizontal direction due to the dimensions of the fjords. These Norwegian coastal conditions and the associated challenges in numerical modelling are briefly summarised as the following:

- **Deep water conditions.** The extraordinary water depths in the Norwegian fjords limit the application of many shallow-water equation based numerical wave models where shallow water assumptions are made and the flow properties in the vertical direction are considered as depth-averaged.

- **Significant bathymetry variations.** The strong variations of the underwater topography limit the usage of wave models that are based on the assumption of small seabed slope variations, such as e.g. elliptic mild slope or spectral wave models.

- **Irregular coastlines.** With the presence of the complex geometry of the coastlines, it is challenging to generate a boundary-following horizontal grid and treat the boundary conditions efficiently.

- **Large domain of interest.** The large simulation domains require high computational efficiency of numerical models. As a result, the widely used computational fluid dynamics (CFD) models are seen to be impractical for the coastal wave modelling due to their high demand of computational resources.

Currently, most existing numerical wave modelling studies in the Norwegian fjords have been using spectral wave models with phase-averaging (Aarnes (2019); Fergstad et al. (2018)). In the phase-averaged approach, the wave field is often...
represented as the distribution of wave energy in terms of the significant wave height $H_s$. Such an approach cannot provide time-domain information and has limited capability of representing some of the strongly non-linear wave transformations such as diffraction ((Thomas and Dwarakish, 2015)). In contrast, a phase-resolved approach represents the wave phase information and free surface elevations. This enables the phase-resolving wave models to provide time series of wave properties and represent most of the highly non-linear wave transformation phenomena. As an example, a comparison of phase-averaged and phase-resolved results is shown in Fig. 1.4. In order to provide comprehensive wave information, a phase-resolved approach is preferred for Norwegian coastal wave modelling. However, there are few attempts of phase-resolved wave modelling of the Norwegian fjords. Wang et al. (2017) performed a phase-resolved CFD modelling of a Norwegian fjord for only a short period due to the time consumption of the CFD model for the large computational domain.
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Figure 1.4: Illustration of the difference between phase-averaged and phase-resolved simulation results from wave modelling at Mehamn harbour in Norway. (a) Significant wave height distribution produced by SWAN (Booij et al. (1999)), (b) Wave surface elevation produced by REEF3D::SFLOW (Wang et al. (2020)).

In summary, the Norwegian coastal conditions present several challenges for numerical wave modelling and there is a lack of an effective phase-resolving model to address these challenges. Therefore, the Ph.D. candidate is tasked with the development of such a numerical wave model for the Norwegian coast. Considering the engineering challenges as well as the social impact of the E39 project, the new model should fulfil the following criteria:

- **Efficient.** The model should be computationally efficient for large-scale sim-
ulations (tens of kilometres) over long durations (typically three-hours for short-term wave statistics (DNV-GL (2018)) with currently available computational resources and reasonable time consumption.

- **Phase-resolved.** The model is supposed to provide phase-resolved results to reveal the details of the wave field, represent all wave transformations and provide time domain information.

- **Accurate.** The model should be verified and validated to ensure that wave propagation and transformation are represented correctly.

- **Flexible.** The model is expected to simulate waves at all water depth conditions, different coastal bathymetry and various irregular coastlines. The model should also reproduce a wide range of wave inputs in the fjord.

- **Open-source.** The model will keep the source-code freely available to ensure technical transparency and to maximise the impact on the industry and society.

### 1.3 Scope and limitations

The study focuses on the development of a wave propagation model for the Norwegian coast that fulfils the criteria defined in section 1.2. As a wave propagation model, the model uses wave parameters as input to investigate the wave propagation and transformation in the fjords. The effects of wind and current on waves are not within the scope of the project. The mechanism of wave generation from wind fields is also not included.

The specific scope of the study is summarised as follows:

- Examine and evaluate the current phase-resolved numerical wave models and choose a strategy for wave modelling in the Norwegian fjords.

- Implement new numerical wave models in the numerical framework REEF3D (Bihs et al. (2016)).

- Improve the performance and include new utilities in the numerical models to meet the challenges presented by the Norwegian coastal wave conditions.

- Verify and validate the numerical models for their performance and accuracy with benchmark cases.

- Apply the numerical models to large-scale engineering scenarios and evaluate its readiness for industrial applications.
1.4 Organisation of the thesis

This thesis is submitted as a collection of seven international journal papers. The structure of the thesis is as follows:

- **Chapter 1**: description of the research topic presented by the E39 coastal highway project.
- **Chapter 2**: state-of-the-art development of coastal wave investigations and numerical wave modelling.
- **Chapter 3**: description of the numerical wave models that have been developed and used during the current research.
- **Chapter 4**: summary of major results from the Ph.D. research.
- **Chapter 5**: conclusion and the suggested future work for further development.
- **Chapter 6**: seven appended research articles produced during the Ph.D. period.

The appended research articles follow the work flow of the wave model development as well as the research progress to address the challenges presented by the Norwegian coast. The wave model development, research progress and the sequence and topics of each article are summarised in Fig. 1.5.
Figure 1.5: Structure of the thesis and correlation between the appended publications and numerical model development and research progress.
Chapter 2

Background and State-of-the-Art

The investigation of water surface waves has been carried out for a long time due to its significance for shipping, navigation, ocean engineering, offshore activities and coastal processes. Prior to the fast advances of computer technology, the investigations on surface waves were primarily carried out in physical laboratories. There were a series of significant developments of physical experiments in the 19th century. Some of the milestones are, for example, the development of hydraulic scaling criterion by Ferdinand Reech in 1852 (Rouse and Ince (1957)), the ship towing experiments conducted by William Froude in 1870’s (Ivicsics (1980)) and the first moveable-bed model test performed by Louis Fargue in 1875 (Ivicsics (1980)). Many prominent coastal engineering experimental facilities have been established since late 19th century and during the 20th century. For example, the Franzius Institute was founded in Germany in 1914, the University of Iowa hydraulic laboratory was founded in the United States in 1918 and the Delft hydraulics laboratory was established in the Netherlands in 1927. The development of numerical wave models occurred much later in comparison. Some operational numerical wave models started to show their significance around 1990, for example, the spectral wave model WAM (The Wamdi Group (1988)) and Madsen’s Boussinesq model (Madsen et al. (1991)). Since 1990, there have been a rapid development of numerical methods for representing surface waves as well as a significant advance in computational infrastructure. Today, there is a large variety of numerical wave models to simulate ocean waves digitally using modern computing infrastructures. In this chapter, some of the experimental activities for coastal waves in Norway, the various wave modelling techniques and the current wave field investigation in the Norwegian fjords are summarised.

2.1 Laboratory investigations

Experimental studies were the main method for the analysis of a certain wave field before the numerous numerical wave models were developed in the recent decades. Physical wave basins and wave flumes have been used world wide for a large variety of research on marine hydrodynamics, design of ships and offshore platforms and
coastal development. In comparison to field measurements, the laboratory studies show a few advantages. For example, the small size of the model allows for easier data collection and the experimental environment offers much higher degree of control over the wave field. In Norway, there have been several notable experimental studies on coastal waves. For example, a customised wave basin was used by the SINTEF Coast and Harbour Research Laboratory for optimising the breakwater design at Mehamn harbour in northern Norway (Vold and Lothe (2009)). Here, a replicate of the topography at the harbour was constructed in a model scale of 1:80, as shown in Fig. 2.1. The wave propagation and transformation into the harbour is well visualised and the time series of the surface elevations are collected at the nine wave gauges near the coastlines. There are also reports of physical experiments for the Norwegian fjords. For example, Lindstrøm et al. (2014) used a physical model with a scale of 1 : 500 to investigate the landslide generated waves in Storfjord. The model test examined the maximum run-up at the nearby settlements, Hellesylt and Geiranger. These experiments provide data sets of great value for the assessment of numerical wave models for similar phenomena. However, as pointed out by Hughes (1993), physical models are in general more expensive to operate than numerical models. Thus if a numerical model is validated against the experimental data and provides reliable results with engineering accuracy, then a numerical model is often the tool of choice.

Figure 2.1: Laboratory setup for the breakwater optimisation at Mehamn harbour (Vold and Lothe (2009)). 9 wave gauges are deployed, 8 of them are arranged inside the harbour behind the breakwater to provide time domain measurements of the free surface elevations.

2.2 Phase-averaged wave modelling

2.2.1 Spectral wave models

Some of the most used wave models are spectral wave models. This type of model describes the wave field in terms of wave energy density, wave action density (defined as energy over frequency) and wave propagation directions. As a result, the governing equation is the spectral action balance equation that describes the evolution of the wave action density. Some of the notable spectral waves models are WAM (The Wamdi Group (1988)), WAVEWATCH III (Komen et al. (1994)), STWAVE (Massey
et al. (2011)), MIKE 21 SW (DHI (2017b)) and SWAN ((Booij et al., 1999)). The spectral wave models are very computationally efficient and they are often used for large-scale wave modelling from the offshore area to the nearshore coastal waters. Though the phase-averaging approach of spectral wave models has limited capability of representing some of the nonlinear phenomena such as strong diffraction and reflection ((Thomas and Dwarakish, 2015; SWAN, 2016)), the simulation results provide valuable input wave conditions for other wave models that are more accurate in the near shore to surface zone area with the presence of complex coastlines. It is also straightforward to include the effects of wind and wave-wave interaction as source terms in these models. In some Norwegian fjords, the dominating waves are the local wind generated waves. In this case, the spectral models can be used for the study on wind wave generations. In general, the combined use of a spectral wave model and a phase-resolved wave model is beneficial for the balance between accuracy and computational efficiency.

2.3 Phase-resolved wave modelling

Phase-resolved wave models are able to present the wave phase information and free surface. The transient wave field can be visualised in the simulations as can be observed in nature and the time history of the flow information can be recorded. In comparison to the phase-averaged approach, phase-resolved models represent the nonlinear wave transformations such as diffraction around large obstacles with higher accuracy. Therefore, the phase-resolving approach is preferred near the complex coastal geometry of a fjord or a harbour. In the following sections, the various phase-resolved models are briefly introduced and discussed.

2.3.1 Mild-slope wave models

Within the framework of linear wave theory, an improvement to the ray theory was introduced and developed by Eckart (1952) and Berkhoff (1972, 1976) to combine the effects of both refraction and diffraction. This leads to the elliptic mild-slope equation (EMSE). From the EMSE, one can solve for the free surface elevations in terms of the horizontal coordinates. In order to specify boundary conditions along land boundaries, which are essential for solving the elliptic-type equation, the parabolic approximation (PA) is introduced based on the assumption that the percentage changes of depth within a typical wavelength are small compared to the wave slope (Demirbilek and Panchang (1998)). One of the notable EMSE model with the PA assumption is CGWAVE (Demirbilek and Panchang (1998)). The model is reported to be able to simulate wave refraction over a submerged dune as well as wave diffraction around breakwater in harbours. However, the model’s validity is limited by the bottom slope. An accurate calculation is usually found with a bottom slope up to 1 : 3 (Demirbilek and Panchang (1998)). Therefore, such models are usually used for very long waves over slowly varying bottom, for example storm surge and wave-current interaction (Chen et al. (2005)).
2.3.2 Shallow water equation based wave models

Most coastal areas have shallow water conditions (typically defined as water depth to wave length ratio \( d/\lambda \leq 0.05 \)) with moderate variations of bathymetry. For long waves in shallow waters, the wave dispersion relation is less important and the variation of particle motions in the vertical direction is insignificant (Mei et al. (2005)). Therefore, it is assumed that the flow information in the vertical direction is depth-averaged. Consequently, the computational domain is essentially two-dimensional (2D) and this greatly increases the computational speed. The depth-averaging of the mass and momentum conservation equations for an incompressible flow leads to the shallow water equations (SWE), from which the depth-averaged velocities and pressure can be solved. Two SWE based wave models, Boussinesq-type models and 2D non-hydrostatic models are discussed in this section.

Boussinesq wave models

The classical Boussinesq equations were developed by Peregrine (1967) as 2D depth-averaged shallow water equations in terms of depth-averaged velocity components for non-dispersive linear wave propagation. Abbott et al. (1984) introduced a third-order accurate finite difference scheme for modelling the Boussinesq equations in two dimensions. Since then, continuous efforts have been made to improve the Boussinesq models for a better representation of nonlinearity and the frequency dispersion in intermediate to deep water. Madsen et al. (1991) introduced a new form of Boussinesq equations that improved the dispersion relation and made it possible to simulate the wave propagation in deep water where the water depth to wavelength ratios is 0.6. Madsen and Sørensen (1992) further included the first derivatives of the sea bed and allowed for the simulations over varying bathymetry. Nwogu (1993) derived another form of the Boussinesq equations by using the velocity at an arbitrary distance from the still water level instead of the depth-averaged velocity, making the model applicable to a wider range of water depths. Further development by Wei et al. (1995) improved the dispersion relation for deeper water and enabled the model for strong non-linear interactions. This development was then incorporated into the wave model FUNWAVE (Kirby et al. (1998)). Madsen and Schäffer (1998) achieved very good dispersion accuracy up to dimensionless wave number \( kd = 6 \) with their high-order derivations. Similarly, a fourth-order polynomial is used in the model developed by Gobbi et al. (2000) and a faithful representation of linear dispersion is achieved up to \( kd = 6 \). These methods result in up to fifth-order spatial derivatives in an extremely complex equation system, which increases the risk of numerical instabilities. Madsen et al. (2002) applied multiple expansions at various vertical levels of the water column with high-order polynomial approximations and managed to represent the dispersion relation accurately up to \( kd = 40 \). This polynomial multiple expansion, on the other hand, also results in a large set of equations and more unknowns (Lynett and Liu (2004)). Taking a different approach, Lynett and Liu (2004) divided the vertical water column into a finite number of layers with quadratic polynomials and matched them at the interfaces.
This multi-layer approach shows good representation of linear dispersive properties up to $kd = 8$ with two layers. In addition, only 3rd-order spatial derivatives are needed even with three or four layers. This method is incorporated into the wave model COULWAVE (Lynett et al. (2008)). Some commercial software of this type can also be found, for example MIKE 21 BW (DHI (2017a)). These developments and achievements have improved the Boussinesq wave models greatly, enabling them to simulate more non-linear waves at deeper waters.

2D non-hydrostatic wave models

In the non-hydrostatic (NH) approach, the pressure is split into hydrostatic and non-hydrostatic components. The non-hydrostatic pressure is described implicitly in the momentum equations. As a result, the high-order spatial derivatives for the explicit expression of the non-hydrostatic pressure in a Boussinesq-type model is avoided. Stelling and Duinmeijer (2003a) introduced a Keller-Box scheme (Lam and Simpson (1976)) for the approximation of the vertical gradient of the non-hydrostatic pressure. This scheme is edge-based for the non-hydrostatic pressure instead of cell-centred. This way, even with only one vertical layer, the numerical model is able to represent frequency dispersion with a similar accuracy as the Boussinesq model from Peregrine (1967) (Stelling and Duinmeijer (2003a)). When multiple layers are used, the vertical information is much better represented, which leads to 3D non-hydrostatic models that will be discussed in section 2.3.3. Jeschke et al. (2017) presented an alternative approach for non-hydrostatic representation by introducing a quadratic pressure assumption. This way, the model can achieve at least a good equivalence to a second-order Boussinesq model ((Jeschke et al., 2017)). The effectiveness of such a method for simulating wave propagation over varying bathymetry is also proved by Wang et al. (2020). The quadratic approach for the non-hydrostatic pressure leads to one of the models developed during the current Ph.D. study, REEF3D::SFLOW, the details of which can be found in **Paper 1**.

2.3.3 3D non-hydrostatic wave models

In the 3D non-hydrostatic approach, the method of decomposing the pressure into hydrostatic and non-hydrostatic components is also applied. Stansby and Zhou (1998) and Zhou and Stansby (1999) used the non-hydrostatic approach to solve the 3D Non-hydrostatic Reynolds-averaged Navier-Stokes (RANS) equations with a surface and bottom following $\sigma$-coordinate grid in the vertical direction and a Cartesian grid in the horizontal directions. The non-hydrostatic pressure is solved from the Poisson equation with a conjugate gradient method. The model represents the free surface with a single-valued function. Here, the free surface is the upper boundary of the computational domain with appropriate dynamic boundary conditions on normal and tangential stresses at the top and bottom interfaces (Ma et al. (2012)). Though the single-valued approach does not allow for a geometric representation of an overturning wave breaker, this type of model can represent most details in the
flow field, including the effects of viscosity and turbulence with less assumptions. Some notable models of this type are NHWAVE (Ma et al. (2012)) and MIKE 3 Flow Model FM (HD) (DHI (2017)). It is reported that such models are able to simulate deepwater waves as well as approximate wave breaking in the surface zone (Ma et al. (2012)).

Instead of using a \( \sigma \)-coordinate grid, Stelling and Duinmeijer (2003a) recommended a Keller-Box scheme (Lam and Simpson (1976)) for the representation of the vertical gradient of the non-hydrostatic pressure, as discussed in section 2.3.2. Based on the continuous development by Stelling and Duinmeijer (2003a), Zijlema and Stelling (2005) and Zijlema and Stelling (2008), Zijlema et al. (2011a) introduced the operational multi-layer non-hydrostatic wave model SWASH. Though the governing equations of SWASH are the non-hydrostatic depth-averaged shallow water equations, the approximation of the vertical gradient of the non-hydrostatic pressure enables the model to represent the flow information in a vertical water column with fewer vertical layers. This essentially gives the model a three-dimensional (3D) representation of the flow field and lets the model simulate waves at a large range of water depth. For example, the model exhibits accurate wave dispersion for up to \( kd \approx 16 \) with only three non-equidistant vertical layers for linear progressive waves (Zijlema et al. (2011a)). With only two layers, the model is still able to represent wave proportion accurately for \( kd \lesssim 3 \) (Zijlema et al. (2011a)). Wave propagation at deeper water condition can be better represented with more vertical layers. However, it is also noticed that the increase of vertical layers leads to a significant increase in computational costs (Monteban (2016)).

### 2.3.4 Potential flow wave models

Assuming that water is inviscid and that the water flow is irrotational, the incompressible water flow is considered as potential flow. Mathematically, the particle velocity vector can then be expressed as a gradient of the scalar velocity potential. With this assumption, the mass conservation equation in the Navier-Stokes equation becomes the Laplace equation. The Laplace equation is an elliptic type partial differential equation (PDE) and its solution is a boundary-value problem. Various methods have been designed to solve for the velocity potential from the Laplace equation and they are referred to as potential flow wave models.

#### Boundary element potential flow wave models

The early development to solve the boundary value problem is the Boundary Element Method (BEM). The use of BEM transforms the elliptic Laplace equations into a boundary integrated equation and significantly reduces the number of unknowns (Li and Fleming (1997)). Grilli et al. (1994) introduced a BEM model for wave shoaling over a slope. Since then, many efforts have been made to model highly non-linear waves. For example, Grilli and Horrillo (1997) demonstrated successful simulations...
of severe wave shoaling and approximation of wave breaking. After a continuous
development, a fully non-linear model for three-dimensional wave propagation over
arbitrary bottoms was presented and a severe breaking wave was investigated (Grilli
et al. (2001)). In this study, the free surface is represented with a higher-order
three-dimensional BEM and a mixed Eulerian-Lagrangian time updating and a 3D
approximation of an overturning breaking wave is made((Grilli et al., 2001)). The
BEM models are computationally efficient but mathematically demanding. The
fully populated unsymmetrical matrix in a BEM model means that it is difficult to
implement high-order numerical schemes and parallel computation techniques and
thus there are only few attempts to use a BEM model for large-scale wave modelling
(Li and Fleming (1997)).

Finite difference potential flow wave models

A solution for the Laplace equation together with the boundary conditions using a
finite difference method (FDM) also exists. Li and Fleming (1997) presented a three
dimensional fully nonlinear potential flow model with a finite difference method and
a multi-grid solver. A σ-coordinate grid is used to place the boundary conditions
at the free surface and the bottom precisely even with varying bathymetry (Li and
Fleming (1997)). The model is able to simulate nonlinear wave phenomena over
the complete range of water depths though it lacks the capability of representing
breaking waves. Based on the method, Bingham and Zhang (2007) applied higher-
order numerical schemes which further improved the model’s ability for representing
waves of increasing nonlinearity with increasing accuracy tolerance. In a further
development, Engsig-Karup and Bingham (2009) introduced a general purpose flexible
order 3D fully nonlinear potential flow (FNPF) model OceanWave3D. The model is
capable of simulating different wave transformations over arbitrary bathymetry. In
addition, a GPU (Graphic Processing Unit)-accelerated version of OceanWave3D
was developed ((Engsig-Karup et al., 2012; Glimberg et al., 2013)), which further
improved the computational efficiency of the model. An adaptive curvilinear grid
is also introduced in the horizontal plane, which offers flexibility with regards to
coastal geometry. However, a more general curvilinear boundary-fitted mesh in the
horizontal directions is yet to be implemented for efficiency and flexibility (Engsig-
Karup and Bingham (2009); Engsig-Karup et al. (2013)). In order to include the
irregular boundaries along the coastlines more efficiently, a novel coastline algorithm
is thus introduced to the FDM FNPF model REEF3D::FNPF, of which more details
can be found in Paper 5.

High-order spectrum wave models

A different technique to solve for the velocity potential is the high-order spectral
(HOS) method, where the Laplace equation is solved analytically, so that only the free
surface boundary conditions needs to be time-integrated. In addition, the use of Fast
Fourier Transform (FFT) further increases the computational efficiency dramatically.
The method was initially developed by West et al. (1987) and Dommermuth and Yue (1987). Following this methodology, several operational HOS models have been developed, such as the HOS-NWT and HOS-Ocean models ((Ducrozet et al., 2012; Bonnefoy et al., 2006a,b)). The models are highly effective for large-scale wave modelling with constant water depth. However, the inclusion of varying bathymetry is an intrinsic challenge for HOS models due to the inherent limitations from the Taylor expansions and that periodic boundary conditions are required in order to efficiently apply FFT ((Fructus et al., 2005)). In spite of the challenges, Gouin et al. (2016) presented an improved method that allow HOS models for wave propagation over varying water depth by considering two different orders of nonlinearity at the bottom and the surface (Guyenne and Nicholls (2008)). In other efforts, a finite difference model based on the HOS method, Whisper3D, was developed ((Raoult et al., 2016; Yates and Benoit, 2015)). Derived from the Laplace equation and boundary conditions, the Zakharov equations (Zakharov (1968)) are solved in Whisper3D and a Chebyshev polynomial is used to represent the vertical velocity potential. The model is also seen to show flexibility with irregular topography and the capability of modelling nonlinear steep waves and approximating breaking waves ((Raoult et al., 2016; Zhang et al., 2019; Simon et al., 2019)). At the current status, an algorithm that allows the inclusion of irregular boundaries in the horizontal plane is yet to be developed, which will make HOS models more applicable for coastal wave modelling.

Spectrum element wave models

The use of spectral element method (SEM) to model hydrodynamic problems is first developed by Patera (1984). Here, the Laplace equation and the boundary conditions are solved on nodal finite elements with Lagrange polynomials. This modelling technique combines some of the best properties of spectral methods and finite element methods and thus obtain high accuracy and flexibility in the spatial representation of domains (Engsig-Karup et al. (2016a)). As a result, the SEM models enable the use of unstructured grids of triangular or arbitrary shape while keeping high-order discretisation schemes (Engsig-Karup et al. (2016a)). One prominent example of the SEM type model is MarineSEM (Engsig-Karup et al. (2016b)), which has been introduced for simulations of dispersive and non-linear waves over varying bottoms as well as wave-structure interactions (Monteserin et al. (2018); Engsig-Karup and Eskilsson (2019)). The MarineSEM model shows great potential for the modelling of complex coastal waves. As stated by Engsig-Karup and Eskilsson (2019), the ongoing work is to extend the model for freely floating structures and to implement the method in C++ to allow for large-scale simulations using high performance computing.

2.3.5 Computational fluid dynamics wave models

The computational fluid dynamics (CFD) models solve the 3D incompressible Reynolds-Averaged Navier-Stokes (RANS) equations for particle velocities and pressure in the fluids. The interface between water and air is tracked or captured using
different techniques. After the early development of the marker-and-cell method (MAC) (Harlow and Welch (1965)) method, the currently most commonly used techniques for the free surface are the volume-of-fluid (VOF) method (Hirt and Nichols (1981)) and level-set method (LSM) (Osher and Sethian (1988)). In the VOF method, the interface is captured by a discontinuous fraction function. The cells filled with water phase are assigned values of 1, the cells filled with air phase are assigned with the values 0 and the cells at the interface with mixed water and air are assigned with values in between 0 and 1. This way, the free-surface is not defined sharply, instead it is distributed over the height of a cell. Therefore, large number of cells per wave height are usually needed to capture the free surface sufficiently. Examples of existing VOF CFD models are waves2Foam(Jacobsen et al. (2012)) and IHFOAM (Higuera et al. (2013)) in the OpenFOAM (OpenFOAM (2019)) framework, ReFRESCO(Vaz et al. (2009)) and the commercial software ANSYS-Fluent (OpenFOAM (2019)) and Star CCM+ (Siemens (2019)). In contrast to the VOF method, LSM uses a continuous signed-distance function across the interface and thus requires less number of cells near the free surface for a given accuracy. As an example, REEF3D::CFD (Bihs et al. (2016)) is a CFD model with the LSM free surface capturing technique. Since viscosity and turbulence are inherently included in the governing equations, CFD models provide the most detailed information in the wave field with few assumptions and they are able to simulate complicated highly non-linear free surfaces such as overturning breaking waves (Alagan Chella et al. (2019)). However, this type of model often requires a large number of cells with small time steps for accuracy and thus they tend to be computationally demanding.

2.3.6 Smooth-particle hydrodynamics wave models

In stead of using a computational grid to solve for the flow information, mesh-free methods have also been used for wave modelling. Smooth-particle Hydrodynamics (SPH) (Gingold and Monaghan (1977)) is one of the most used technique to solve the Navier-Stokes equations in Lagrangian form for particle velocities and pressure using a mesh-free method. In the SPH method, the continuum property of the fluid is represented by locally smoothed quantities at discrete Lagrangian locations (Zhang et al. (2018)), and this gives SPH advantages of a straightforward modelling of free surface and complex and moving boundaries in comparison to the mesh-based methods (Altomare et al. (2017)). An open-source SPH model SPHysics (Crespo et al. (2007b,a)) has been developed and tested on various hydrodynamic studies on sloshing, wave breaking and air-entry Gomez-Gesteira et al. (2012b,a), Domnguez et al. (2013) introduced GPU-based computation and Crespo et al. (2015) officially presented the GPU-based parallel version DualSPHysics writer in C++ and CUDA. Altomare et al. (2017) further included various wave generation and absorption algorithms. However, SPH is computationally expensive, a large number of particles are often needed for many hydrodynamics studies (Dickenson (2009)).
2.3.7 Numerical wave model coupling

As discussed, there are various numerical wave modelling techniques, and each has its own advantages and disadvantages. Therefore, it is intuitive to apply a combined usage of different models and utilise the advantages of each model to achieve the best result. This is especially beneficial for studies where both the large-scale wave field and near-field phenomena are important. Several studies have been carried out for the numerical coupling between a computationally demanding, detail-revealing near-field model such as a CFD model or a SPH model with a computationally efficient wave propagation model such as a shallow water model or a potential flow model. There are two main types of coupling: 1) one-way coupling, where the flow information is transferred from one model to another but not vice versa; 2) two-way coupling, where the two wave models exchange flow informations, and thus the flow field from the two coupled models influence each other. Paulsen et al. (2014) used a one-way coupling technique to couple the FDM FNPF model OceanWave3D with the VOF CFD model using the waves2Foam library from OpenFOAM to investigate wave interaction with a surface-piercing circular cylinder. Kim et al. (2010) applied a two-way coupling method for a combined simulation of wave propagation using a BEM potential flow model and a VOF CFD model. Several couplings between other models can also be found, for example, the coupling between a HOS model and a CFD model (Gouin et al. (2018)), the coupling between the Boussinesq model FUNWAVE and the SPH model SPHysics (Narayanaswamy et al. (2010)) and the coupling between the SPH model DualSPHysics and the 3D non-hydrostatic model SWASH (Altomare et al. (2014)). However, various numerical models solve for different flow quantities, store the quantities on different grids and use different discretisation schemes. Therefore, there are no coupling algorithms for a universal application and the optimisation of the interface between models reply on case-based solutions.

2.4 Wave analysis in the Norwegian fjords for the E39 project

Currently, the information of the wave field inside the Norwegian fjords rely on the in-situ measurements. For example, extensive reports of wave measurements in Bjørnafjord and Sulafjord have been reported by DHI (2016) and Fergstad et al. (2018). Wind and wave measurements have also been gradually conducted at multiple fjord-crossing locations in the past years, including Vartdalsfjord, Breisundet, Halsafjord, etc. Some of the measurement data are also made public as can be accessed at https://thredds.met.no/thredds/catalog/obs/buoy-svv-e39/catalog.html. Several numerical analyses have also been conducted with the phase-averaged wave model SWAN. Aarnes (2019) performed a comprehensive analysis with SWAN in Bjornafjord. The authors divided the simulation domain so that the simulations do not include strong diffraction. Simulation results obtained from the computational domain before the diffraction are then used as input to the computational domain after the diffraction. This way, the numerical simulation achieved
fairly good agreement with the in-situ measurements at most of the investigated locations. However, it is still reported that the SWAN simulation tends to underestimate the $H_s$ inside the fjords. There are few efforts on phase-resolved wave modelling in the Norwegian fjords so far. Wang et al. (2017) used a CFD model to perform phase-resolved numerical simulation at Sulafjord and confirmed that the phase-averaged simulations tend to underestimate the significant wave height. However, the simulation is only for a short duration as the CFD model has high demand on computational resource and computation time. In this thesis, the phase-resolved wave modelling with REEF3D::FNPF in Bjørnafjord and Sulafjord are among the first attempts of such, and the details can be found in Paper 6.

2.5 Summary of numerical wave modelling

In summary, there are currently numerous numerical wave models that solve various governing equations for various quantities using various numerical schemes. As a result, these numerical models also have various strengths, validities and practicalities for different scenarios. In the context of coastal wave modelling in Norway, these numerical models also face different challenges. The applicabilities of the EMSE models and SWE based models in the Norwegian coast are limited by the deep water conditions. In spite of the developments that enable Boussinesq models to simulate waves at relatively deep water, it can still be challenging for some scenarios, for example high frequency wind generated waves in great water depth. The irregular coastlines create strong diffraction that may exceed the capacity of spectral wave models. It is also difficult for potential flow models to include the irregular boundaries in the horizontal plane effectively. For computationally demanding numerical models such as the CFD models and SPH models, the large domain of interest in the Norwegian fjords is the main challenge. The 3D non-hydrostatic models present themselves as effective and flexible candidates for coastal wave modelling. However their computational efficiency and compatibility with HPC are still to be explored. The SEM models also show potentials as coastal wave modelling candidates. However the SEM technique is still under development, more computationally efficient codes with new features are expected in the future. The challenges of the various numerical models due to the Norwegian coastal conditions are summarised in Fig. 2.2. These challenges also provide various research opportunities to improve existing approaches for the coastal wave modelling in Norway.

Finally, some of the most commonly used numerical wave models are categorised and summarised in Table 2.1 as an overview.
Figure 2.2: The wave modelling techniques and their respective challenges for the coastal wave modelling in Norway. The dashed lines indicate that these challenges may be solved with further developments.
<table>
<thead>
<tr>
<th>Model</th>
<th>Spectral wave model</th>
<th>EMSE model</th>
<th>SWE based models</th>
<th>3D NH model</th>
<th>SPH models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td>Phase-averaged</td>
<td>Phase-resolved</td>
<td>Phase-resolved</td>
<td>Phase-resolved</td>
<td>Phase-resolved</td>
</tr>
<tr>
<td>Dimension</td>
<td>2D</td>
<td>2D</td>
<td>2D</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td>Technique</td>
<td>Wave action balance</td>
<td>EMSE</td>
<td>Boussinesq</td>
<td>NH</td>
<td>NH</td>
</tr>
<tr>
<td>Examples</td>
<td>SWAN</td>
<td>CGWAVE</td>
<td>MIKE BW</td>
<td>REEF3D::SFLOW</td>
<td>SWASH</td>
</tr>
<tr>
<td></td>
<td>WAM</td>
<td>MIKE BW</td>
<td>FUNWAVE</td>
<td>SWASH (one-layer)</td>
<td>NHAVE</td>
</tr>
<tr>
<td></td>
<td>MIKE SW</td>
<td>COULWAVE</td>
<td></td>
<td>NHAVE</td>
<td>MIKE 3 HD</td>
</tr>
<tr>
<td></td>
<td>STWAVE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Potential flow model</td>
<td></td>
<td></td>
<td>CFD model</td>
<td></td>
</tr>
<tr>
<td>Results</td>
<td>Phase-resolved</td>
<td></td>
<td>Phase-resolved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dimension</td>
<td>3D</td>
<td></td>
<td>3D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technique</td>
<td>BEM</td>
<td>FDM</td>
<td>HOS</td>
<td>SEM</td>
<td>VOF</td>
</tr>
<tr>
<td>Examples</td>
<td>((Grilli et al., 2001))</td>
<td>OceanWave3D</td>
<td>HOS-NWT</td>
<td>MarineSEM</td>
<td>OpenFOAM</td>
</tr>
<tr>
<td></td>
<td>REEF3D::FNPF</td>
<td>HOS-OCEAN</td>
<td>Whisper3D</td>
<td></td>
<td>ANSYS-Fluent</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star CCM+</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ReFRESCO</td>
</tr>
</tbody>
</table>

Table 2.1: Overview of some recognized numerical wave models
Chapter 3

Present Numerical Models

3.1 REEF3D

In the current study, REEF3D is the main tool for the research and all numerical models are developed within this framework. REEF3D was developed as an open-source CFD code before the Ph.D. study. High-order spatial and temporal schemes are used for discretisation, the fully parallelized BiCGStab algorithm of the HYPRE library (van der Vorst (1992)) is used to provide the solution for pressure from the Poisson equation, a Message Passing Interface (MPI) and ghost cell based approach enables parallel computations with multi-core hardware. The source code of REEF3D is available at http://www.reef3d.com and is published under the GPL license, version 3. REEF3D is written in an object-oriented C++ structure which enables a modular design. This led to the development of several extensions of the main code for a large range of applications. For example, overturning breaking waves and their interactions with various structures were investigated using REEF3D by Alagan Chella et al. (2019) and Aggarwal et al. (2019), the morphological module in REEF3D was used to simulate the scouring process around piles (Ahmad et al. (2018)), the environmental module was adapted for vegetation and coastal protection (Arunakumar et al. (2019)), a six degree-of-freedom (DOF) floating algorithm was introduced in REEF3D by Bihs and Kamath (2017) and a mooring model based on finite elements (Martin et al. (2019)) was added which improves the capabilities of the model for the simulation of moored-floating structures in waves (Martin et al. (2018)).

With several new implementations during the Ph.D. period, REEF3D has evolved into an open-source hydrodynamics framework. Currently REEF3D is consisted of four models: the CFD model REEF3D::CFD that solves the Navier-Stokes equation (Bihs et al. (2016)), the shallow water equations model REEF3D::SFLOW (Wang et al. (2020)) that solves the depth-averaged shallow water equation with a quadratic non-hydrostatic pressure profile (introduced in Paper 1), the fully non-linear potential flow model REEF3D::FNPF (Bihs et al. (2020)) that solves the Laplace equation (introduced in Paper 2) and the three-dimensional non-hydrostatic Navier-Stokes solver REEF3D::NSEWAVE (Bihs et al. (2018)). The first three models are included...
in the thesis, the development of these models and the corresponding papers are summarised in Fig. 3.1. Among these three models, REEF3D::CFD is inherited from the original REEF3D code while REEF3D::SFLOW and REEF3D::FNPF are developed during the Ph.D. study in search for a solution for the wave modelling in the Norwegian fjords for the E39 project. In this section, the key numerical schemes and algorithms of these models are described.

![Diagram of numerical model development and associated publications](image)

Figure 3.1: Numerical model development and the associated publications.

### 3.2 REEF3D::CFD

#### 3.2.1 Governing equations

Mass and momentum are conserved for an incompressible fluid by solving the continuity and Reynolds-averaged Navier-Stokes (RANS) equations

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ (\nu + \nu_t) \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] + g_i, \tag{3.2}
\]

with \(u_i\) the velocity vector, \(\rho\) the fluid density, \(p\) the pressure, \(\nu\) and \(\nu_t\) the kinematic and turbulent viscosity, and \(g_i\) the gravity acceleration vector.

The Boussinesq hypothesis is used to calculate \(\nu_t\) from the turbulent kinetic energy \(k\) and its specific rate of dissipation \(\omega\) according to
\[ \nu_t = \frac{k}{\omega}. \quad (3.3) \]

In REEF3D::CFD, the two-equations k-ω turbulence model (Wilcox (1988)) is applied to propagate the turbulence properties in space and time. Wall functions are taken into account to approximate the boundary layer flow. A limiter for \( \nu_t \) is introduced to account for eventual overproduction of turbulence in highly strained flows outside the boundary layer (Durbin (2009)):

\[ \nu_t = \min \left( \frac{k}{\omega}, \sqrt{\frac{k}{3|\mathbf{S}|}} \right) \quad (3.4) \]

Special attention is paid to the correct turbulence modelling near the free surface as the turbulent length scales in the water are reduced in its proximity. Standard two-phase RANS turbulence models do not account for this which can lead to increased \( \omega \) and damped fluctuations normal to the surface as they are redistributed to the ones parallel to the interface. Additionally, standard RANS turbulence closure will incorrectly predict the maximum turbulence intensity at the free surface because the mean rate of strain \( \mathbf{S} \) can be large especially in the vicinity of the interface between water and air (Kamath et al. (2019)). A more realistic representation of the free surface effect on the turbulence can be achieved through the replacement of the original equation for \( \omega \) in the vicinity of the surface by the empirical formula (Naot and Rodi (1982); Kamath et al. (2019)):

\[ \omega_s = \frac{c_\mu^{0.25}}{\kappa} k^{0.5} \left( \frac{1}{y'} + \frac{1}{y^*} \right), \quad (3.5) \]

with \( c_\mu = 0.07 \) and \( \kappa = 0.4 \). The virtual origin of the turbulent length scale \( y' \) is empirically found to be 0.07 times the mean water depth (Hossain and Rodi (1980)). \( y^* \) is the distance from the nearest wall. Hence, a smooth transition from the free surface value to the wall boundary value of \( \omega \) is ensured.

### 3.2.2 Free surface representation

The location of the free surface is represented implicitly by the zero level set of a smooth signed distance function \( \phi \) which can be expressed with the Eikonal equation \( |\nabla \phi| = 1 \). The simple advection equation

\[ \frac{\partial \phi}{\partial t} + u_j \frac{\partial \phi}{\partial x_j} = 0, \quad (3.6) \]
is applied for propagating the function in space and time. The level set function has to be reinitialized regularly in order to keep its signed distance property. The PDE-based reinitialization algorithm by Sussman et al. (1994) is executed after each time step. By solving

$$\frac{\partial \phi}{\partial \tau} + S(\phi) \left( \frac{\partial \phi}{\partial x} - 1 \right) = 0,$$

(3.7)

with $\Delta \tau$ being an artificial time step, the original properties of $\phi$ can be retained. $S(\phi)$ is the smoothed sign function Peng et al. (1999).

The material properties of the two phases are determined for the whole domain in accordance with the continuum surface force model of Brackbill et al. (1992). The properties are defined at any location in the domain as

$$\rho_i = \rho_w H(\phi_i) + \rho_a (1 - H(\phi_i)), \quad (3.8)$$

$$\nu_i = \nu_w H(\phi_i) + \nu_a (1 - H(\phi_i)), \quad (3.9)$$

with $w$ indicating water and $a$ air properties. $H$ is the smoothed Heaviside step function

$$H(\phi_i) = \begin{cases} 
0 & \text{if } \phi_i < -\epsilon \\
\frac{1}{2} \left(1 + \frac{\omega}{2} + \frac{1}{\pi} \sin \left( \frac{2\phi_i}{\pi} \right) \right) & \text{if } |\phi_i| \leq \epsilon \\
1 & \text{if } \phi_i > \epsilon, 
\end{cases} \quad (3.10)$$

Typically, the thickness of the smoothed out interface is chosen to be $\epsilon = 2.1 \Delta x$ on both sides of the interface. The density is generally determined directly at the cell faces in order to avoid spurious oscillations at the interface (see Bihs et al. (2016) for details).

3.2.3 Numerical schemes

The numerical discretisation of the governing equations is achieved using finite difference methods on rectilinear grids. The coupling of pressure and velocity during the solution of (3.2) is ensured by employing a staggered grid. A fifth-order accurate weighted essentially non-oscillatory (WENO) scheme (Jiang and Shu (1996)) adapted to non-uniform cell sizes is applied for the convection terms. In (3.6), the convection term is discretised by the fifth-order accurate Hamilton-Jacobi WENO method of Jiang and Peng (2000). Diffusion terms are discretised using second-order accurate central finite differences.
The solution process follows the projection method for incompressible flows of Chorin (1968). In the predictor step, the conservation equation for momentum (3.2) is solved without considering the pressure gradients

\[ \frac{u_i^{(s)} - u_i^{(n)}}{\Delta t} = -u \frac{\partial}{\partial x_j} \left( \nu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right) + g_i. \] (3.11)

Thus, an intermediate velocity field \( u_i^{(s)} \) is obtained. Here, the time derivatives are solved by applying the third-order accurate Total Variation Diminishing (TVD) Runge-Kutta scheme (Shu and Osher (1988)). The same time discretisation is also used in (3.6) and (3.7). Turbulence time advancement is solved using implicit methods due to its source term driven character. The general time-stepping is controlled adaptively under consideration of the CFL condition (see Bihs et al. (2016)). Diffusion terms are treated implicitly to overcome their restrictions on this condition. The insertion of the predicted velocities into the continuity equation leads to the Poisson equation

\[ \frac{\partial}{\partial x_i} \left( \frac{1}{\rho(\phi^{n+1})} \frac{\partial p_i^{(n+1)}}{\partial x_i} \right) = \frac{1}{\Delta t} \frac{\partial u_i^{(s)}}{\partial x_i}. \] (3.12)

for the pressure of the new time step. It is solved by the fully parallelized BiCGStab algorithm of the HYPRE library (van der Vorst (1992)) with the geometric multigrid PFMG pre-conditioner (Ashby and Flagout (1996)) to enhance the performance. As the final step, the divergence-free velocity field of the new time step is obtained following

\[ u_i^{(n+1)} = u_i^{(s)} - \frac{\Delta t}{\rho(\phi^{n+1})} \frac{\partial p_i^{(n+1)}}{\partial x_i}. \] (3.13)

High-performance computations are enabled in REEF3D::CFD by applying the Message Passing Interface (MPI) and ghost cells as the parallelisation strategy. Three layers of ghost cells are added to each sub-domain as required by the fifth-order accurate WENO scheme. Similarly, the directional ghost cell immersed boundary method (GCIBM) of Berthelsen and Faltinsen (2008) is implemented to handle complex solid geometries. Here, the domain is virtually extended into the geometry, and the values at these ghost cells are found through extrapolation and under consideration of the wall boundary condition. Thus, the numerical discretisation of the fluid domain does not need to account for the boundary conditions explicitly. Instead, they are incorporated implicitly. Simple geometries such as boxes, cylinders or prisms can be generated directly through user input. Otherwise, STL files can be generated. Then a level set function, with the zero level set representing the solid boundary, is generated using a ray-tracing algorithm as presented in Yang and Stern (2013), see above. In the same way, natural bathymetries can be incorporated in a straightforward manner.
Typical inlet boundary conditions for free surface flow applications are of Dirichlet type. When generating waves at the inlet, the free surface is in constant motion and the flow direction is changing periodically. As a result, simple Dirichlet type wave generation does not necessarily deliver waves of the highest quality. In REEF3D, waves are generated with the relaxation method, which is presented in Mayer et al. (1998) and extended for CFD models in Jacobsen et al. (2012). Here, the wave generation takes place in a relaxation zone with a typical size of one wavelength.

The values for the velocities and the free surface are ramped up from the computational values to the values obtained from wave theory (Eq. (3.14)). The waves are generated without any disturbances occurring at the interface. In addition, reflected waves that travel back towards the inlet are absorbed with this method. At the outlet of a wave flume, the waves need to be dissipated in order to avoid reflections that can negatively impact the numerical results. This can also be achieved with the relaxation method. In the numerical beach relaxation zone, the computational values for the horizontal and vertical velocities are smoothly reduced to zero, the free surface to the still water level and the pressure is relaxed to the hydrostatic distribution for the still water level. Thus, the wave energy is effectively absorbed and reflections are prevented.

\[
\begin{align*}
  u(\tilde{x})_{\text{relaxed}} &= \Gamma(\tilde{x})u_{\text{analytical}} + (1 - \Gamma(\tilde{x}))u_{\text{computational}} \\
  w(\tilde{x})_{\text{relaxed}} &= \Gamma(\tilde{x})w_{\text{analytical}} + (1 - \Gamma(\tilde{x}))w_{\text{computational}} \\
  p(\tilde{x})_{\text{relaxed}} &= \Gamma(\tilde{x})p_{\text{analytical}} + (1 - \Gamma(\tilde{x}))p_{\text{computational}} \\
  \phi(\tilde{x})_{\text{relaxed}} &= \Gamma(\tilde{x})\phi_{\text{analytical}} + (1 - \Gamma(\tilde{x}))\phi_{\text{computational}}
\end{align*}
\]  

(3.14)

The relaxation function presented in Jacobsen et al. (2012) is used. The wave generation zone has the length of one wavelength, the numerical beach extends over two wavelengths.

\[
\Gamma(\tilde{x}) = 1 - \frac{e^{(\tilde{x}^3+\gamma)} - 1}{e - 1} \text{ for } \tilde{x} \in [0; 1]
\]  

(3.15)

The coordinate \(\tilde{x}\) is scaled to the length of the relaxation zone. Several wave theories are implemented in REEF3D: linear waves, 2nd-order and 5th-order Stokes waves, 1st-order and 5th-order cnoidal waves, 1st-order and 5th-order solitary waves and first and second-order irregular and focused waves. As an example, the equations used in the case of linear waves for general water depths, the horizontal and vertical
velocities \( u \) and \( w \) and the level set function \( \phi \) for the free surface location are prescribed over the water domain in the model as:

\[
\begin{align*}
    u(x, z, t)_{\text{analytical}} &= \frac{\pi H \cosh[k(z + d)]}{T} \cosh(kd) \cos \theta \\
w(x, z, t)_{\text{analytical}} &= \frac{\pi H \sinh[k(z + d)]}{T} \sin \theta \\
\phi(x, z, t)_{\text{analytical}} &= \frac{H}{2} \cos \theta - z + d
\end{align*}
\] (3.16)

The wave number \( k \) and the wave phase \( \theta \) are defined as follows:

\[
k = \frac{2\pi}{L} \\
\theta = kx - \omega t
\] (3.17)

where \( H \) is the wave height, \( L \) the wavelength, \( T \) the wave period, \( \omega \) the angular wave frequency and \( z \) the vertical coordinate with the origin at the still water level \( d \).

In the wave generation zone, the pressure is not prescribed in the current numerical model, in order not to over define the boundary conditions. At the numerical beach, the pressure is always set to its hydrostatic values based on the still water level \( d \), independent of the wave input.

In order to generate higher order waves, the equations for velocities and the free surface are calculated in the wave generation zone using the relevant wave theories such as the 2nd-order Stokes wave theory Dean and Dalrymple (1991), the 5th-order Stokes theory Fenton (1985), the 5th-order cnoidal wave theory Fenton (1999) and 3rd-order solitary wave theory Grimshaw (1971), to name a few. The classification of waves based on the wave height, wave period and water depth given by Le Méhauté Le Méhauté (1976) is used to determine the wave theory to generate the desired wave type. In this way, the relaxation method employs different wave theories to generate different waves based on the wave type selected by the user.

In addition, wavemaker motions of piston type and flap type (Dean and Dalrymple (1991)) can also be used for wave generation in REEF3D. A wave reconstruction method is also introduced, especially for irregular wave generation, as described by Aggarwal et al. (2018).
3.3 REEF3D::SFLOW

3.3.1 Governing equations

The mass and momentum conservation for an incompressible inviscid flow leads to the continuity and Euler equations in three dimensions:

\[ \frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} + \frac{\partial W}{\partial z} = 0, \] (3.18)

\[ \frac{\partial U}{\partial t} + U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} + W \frac{\partial U}{\partial z} = -\frac{1}{\rho} \frac{\partial P_T}{\partial x}, \] (3.19)

\[ \frac{\partial V}{\partial t} + U \frac{\partial V}{\partial x} + V \frac{\partial V}{\partial y} + W \frac{\partial V}{\partial z} = -\frac{1}{\rho} \frac{\partial P_T}{\partial y}, \] (3.20)

\[ \frac{\partial W}{\partial t} + U \frac{\partial W}{\partial x} + V \frac{\partial W}{\partial y} + W \frac{\partial W}{\partial z} = -\frac{1}{\rho} \frac{\partial P_T}{\partial z} - g. \] (3.21)

where \( U, V \) and \( W \) are velocities in \( x, y \) and \( z \) directions, \( \rho \) is the constant density, \( P_T \) represents the total pressure and \( g \) is the gravitational acceleration. Additional source terms such as bottom friction and turbulent stresses are omitted here but are straightforward to include if needed.

The water depth \( h = d + \zeta \) consists of two parts: the still water depth \( d \) and the free-surface elevation \( \zeta \), as displayed in Fig. 3.2. Defining the horizontal velocity vector as \( \mathbf{U} = (U, V) \), the kinematic boundary conditions at the free-surface and the bottom are:

\[ W|_\zeta = \frac{\partial \zeta}{\partial t} + \mathbf{U}|_\zeta \cdot \nabla \zeta, \] (3.22)

\[ W|_d = -\mathbf{U}|_d \cdot \nabla d. \] (3.23)

Figure 3.2: Basic definitions in the shallow water model: the water depth \( h \), the still water depth \( d \), the free-surface elevation \( \zeta \), the coordinates system and the schematics of the assumed linear pressure profile and quadratic pressure approximation.

The shallow water assumption, i.e. the horizontal acceleration is much greater than the vertical acceleration, implies a hydrostatic pressure. In order to get a hydrodynamic pressure correction, the total pressure \( P_T \) is assumed to consist of
a hydrostatic part $P$ and a hydrodynamic part $Q$. The pressure and its boundary condition at the free-surface is given by:

$$P_T = P + Q = \rho g (\zeta - z) + Q,$$

$$P_T|_\zeta = P|_\zeta = Q|_\zeta = 0.$$  \hfill (3.24)

The velocities and the dynamic pressure are depth-averaged by integrating over the water depth:

$$u = (u, v) = \frac{1}{h} \int_{h_d}^{\zeta} U \, d z; \quad w = \frac{1}{h} \int_{h_d}^{\zeta} W \, d z; \quad q = \frac{1}{h} \int_{h_d}^{\zeta} Q \, d z$$  \hfill (3.25)

In contrast to previous models (Zijlema et al. (2011b)), where the dynamic pressure is solved at the bottom, the proposed model consists of only depth-averaged quantities. A relation between the depth-averaged pressure $q$ and the pressure at the bottom $Q|_{-d}$ needs to be defined in order to close the system. If the linear pressure profile (Stelling and Duinmeijer (2003a); Zijlema et al. (2011b)) is assumed, the pressure at the bottom is simply twice the depth-averaged pressure, or:

$$Q|_{-d} = 2q.$$  \hfill (3.27)

Consequently, the governing equations with only depth-averaged variables are:

$$\frac{\partial \zeta}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = 0,$$

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -g \frac{\partial \zeta}{\partial x} - \frac{1}{\rho h} \left( \frac{\partial q h}{\partial x} - 2q \frac{\partial d}{\partial x} \right),$$

$$\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -g \frac{\partial \zeta}{\partial y} - \frac{1}{\rho h} \left( \frac{\partial q h}{\partial y} - 2q \frac{\partial d}{\partial y} \right),$$

$$\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} = -\frac{2q}{\rho h}.$$  \hfill (3.31)

Jeschke et al. (2017) replaces the linear assumption with a quadratic vertical pressure profile as shown in Eqn. (3.32).

$$Q|_{-d} = \frac{3}{2} q + \frac{1}{4} \rho h \Phi.$$  \hfill (3.32)

$$\Phi = -\nabla d \cdot (\partial_t u + (u \cdot \nabla) u) - u \cdot \nabla (\nabla d) \cdot u.$$  \hfill (3.33)

Following the quadratic assumption, the governing equations with depth-averaged variables become:

$$\frac{\partial \zeta}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = 0,$$

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -g \frac{\partial \zeta}{\partial x} - \frac{1}{\rho h} \left( \frac{\partial q h}{\partial x} - \left( \frac{3}{2} q + \frac{1}{4} \rho h \Phi \right) \frac{\partial d}{\partial x} \right),$$

$$\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -g \frac{\partial \zeta}{\partial y} - \frac{1}{\rho h} \left( \frac{\partial q h}{\partial y} - \left( \frac{3}{2} q + \frac{1}{4} \rho h \Phi \right) \frac{\partial d}{\partial y} \right),$$

$$\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} = \frac{1}{\rho h} \left( \frac{3}{2} q + \frac{1}{4} \rho h \Phi \right).$$  \hfill (3.37)
3.3.2 Numerical schemes

The governing equations with the boundary conditions are solved on a structured staggered grid using a finite difference method (FDM). Chorin’s projection method (Chorin (1968)) is applied for the solution of the velocities. The 5th-order conservative finite difference Weighted-Essentially-Non-Oscillatory (WENO) scheme proposed by Jiang and Shu (1996) is used for the discretisation of convective terms for the velocities \(u, v\) and \(w\). The Total-Variation-Diminishing (TVD) 3rd-order Runge-Kutta explicit time scheme developed by Shu and Osher (1988) is employed for time discretisation. It involves the calculation of the spatial derivatives and the dynamics pressure three times per time step. The information containing the pressure is solved using the Poisson equation:

\[
\frac{h_p}{\rho} \left( \frac{\partial^2 q}{\partial x^2} + \frac{\partial^2 q}{\partial y^2} \right) + 2q = \frac{1}{\partial_x \partial_t} \left( -h_p \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) - 2w - u \frac{\partial d}{\partial x} - v \frac{\partial d}{\partial y} \right)
\]  

(3.38)

Here, the parameter \(h_p\) denotes the water level in the centre of the cell. In a staggered grid arrangement, this is where the dynamic pressure \(q\), the vertical velocities \(w\) and the free surface location \(\zeta\) are solved. The horizontal velocities are solved at the faces of the cells. The high-performance solver library HYPRE (hypre (2015)) is employed to solve the Poisson pressure equation using the PFMG-preconditioned BiCGStab algorithm (Ashby and Flagout (1996)). The dynamic pressure \(q\) is then used to correct the velocities in a correction step. Hence, the corrections of the velocities with the quadratic pressure approximation are

\[
u^{n+1} = u^* + \Delta t \left( \frac{3}{2} q^{n+1} \frac{\partial d}{\partial x} + \frac{1}{4} \Phi \frac{\partial d}{\partial x} \right),
\]

(3.39)

\[
v^{n+1} = v^* + \Delta t \left( \frac{3}{2} q^{n+1} \frac{\partial d}{\partial y} + \frac{1}{4} \Phi \frac{\partial d}{\partial y} \right),
\]

(3.40)

\[
w^{n+1} = w^* + \Delta t \left( \frac{3}{2} q^{n+1} \frac{\partial d}{\partial z} + \frac{1}{4} \Phi \right).
\]

(3.41)

where \(u^*, v^*, w^*\) are intermediate-step velocities with only hydrostatic pressure.

The term \(\Phi\) on the right-hand side of Eqn. (3.35) to Eqn. (3.37) is treated with a procedure following the principles of the fractional step method of Le and Moin (1991). Assuming the dynamic pressure does not change significantly within one Runge-Kutta sub-step, the intermediate velocities \(u^*, v^*, w^*\) are corrected with the dynamic pressure gradients of the previous sub-step:

\[
u^{**} = u^* - \frac{\partial q^{n, rk}}{\partial x},
\]

(3.42)

\[
v^{**} = v^* - \frac{\partial q^{n, rk}}{\partial y},
\]

(3.43)

\[
w^{**} = w^* - \frac{\partial q^{n, rk}}{\partial z},
\]

(3.44)
where \( q_{n,rk} \) is the dynamic pressure from the previous Runge-Kutta sub-step. The spatial derivatives of \( \Phi \) are updated with the corrected velocities \( u^*, v^* \) and \( w^* \) in equation Eqn. 3.33, which is then inserted into Eqn. (3.39) to Eqn. (3.41) to obtain the velocities at the new time step. The time derivative term inside \( \Phi \) is then calculated with simple finite differences:

\[
\partial_t u = \frac{u^* - u_{n,rk}}{\alpha \Delta t},
\]

\[
\partial_t v = \frac{v^* - v_{n,rk}}{\alpha \Delta t},
\]

\[
\partial_t w = \frac{w^* - w_{n,rk}}{\alpha \Delta t},
\]

where \( \alpha \) is the increment factor of the corresponding Runge-Kutta sub-step and \( u_{n,rk}, v_{n,rk}, w_{n,rk} \) are the velocities from the previous Runge-Kutta sub-step.

The location of the free-surface \( \zeta \) is determined based on the divergence of the depth-integrated horizontal velocities as given in Eqn. (3.34). The free-surface is reconstructed using the 5th-order WENO scheme (Jiang and Shu (1996)). The solutions of the stencils are weighted, i.e. a coefficient or weight is assigned to the solution of each stencil. The scheme assigns the largest weight to the smoothest solution and can therefore handle large-gradient free-surface changes caused by the varying bathymetry. As an example, the discretised form of Eqn. (3.34) in x-direction is presented in Eqn. (3.49).

\[
\frac{\zeta_i^{n+1} - \zeta_i^n}{\Delta t} + \frac{\hat{h}_{i+1/2}^{n+1/2} u_{i+1/2}^{n+1/2} - \hat{h}_{i-1/2}^{n+1/2} u_{i-1/2}^{n+1/2}}{\Delta x} = 0,
\]

where \( \hat{h}_{i+1/2} \) is the water level at the cell face \( i + 1/2 \). \( \hat{h}_{i+1/2} \) is reconstructed with the WENO procedure:

\[
\hat{h}_{i+1/2}^+ = \omega_1^+ \hat{h}_{i+1/2}^1 + \omega_2^+ \hat{h}_{i+1/2}^2 + \omega_3^+ \hat{h}_{i+1/2}^3.
\]

The \( \pm \) sign indicates the upwind direction. The nonlinear weights \( \omega_n^\pm \) are calculated for each ENO stencil based on the smoothness indicators (Jiang and Shu (1996)). For the upwind direction in the positive \( i \)-direction, the three possible ENO stencils \( \hat{h}^1, \hat{h}^2, \hat{h}^3 \) are:

\[
\hat{h}_{i+1/2}^1 = \frac{1}{3} h_{i-1} - \frac{7}{6} h_{i-2} + \frac{11}{6} h_i, \quad (3.51)
\]

\[
\hat{h}_{i+1/2}^2 = -\frac{1}{6} h_{i-1} + \frac{5}{6} h_i + \frac{1}{3} h_{i+1}, \quad (3.52)
\]

\[
\hat{h}_{i+1/2}^3 = \frac{1}{3} h_i + \frac{5}{6} h_{i+1} - \frac{1}{6} h_{i+2}. \quad (3.53)
\]
3.3.3 Wave generation and absorption

Wave generation and absorption are carried out with the relaxation method as described in Bihs et al. (2016) and section 3.2.4. Here, the depth-averaged horizontal velocities \( u, v \), the surface elevation \( \zeta \) and the pressure \( p \) are increased to the analytical values in the wave generation zone and reduced to zero or initial still wave values in the wave energy dissipation zone following the relaxation function. All types of wave theories as well as wavemaker inputs in REEF3D::CFD code are also applicable to the shallow water model as well.

3.3.4 Breaking wave algorithm

A breaking wave criterion is introduced (SWASH developers (2017)) to represent the wave breaking process. The wave breaking is initialised when the vertical velocity of the free-surface exceeds a fraction of the shallow water celerity:

\[
\frac{\partial \zeta}{\partial t} > \alpha \sqrt{gh}. \tag{3.54}
\]

At the same time, the dynamic pressure is neglected and remains so at the front of the breaker. For the persistence of the wave breaking, the coefficient \( \beta \) \((0 < \beta < \alpha)\) is introduced in Eqn. (3.84) instead of \( \alpha \) to stop the wave breaking process. The computations become non-hydrostatic again when the vertical velocity of the free-surface falls out of the range of the criterium. \( \alpha = 0.6 \) and \( \beta = 0.3 \) are recommended as they work well with most of the waves (SWASH developers (2017)). By introducing the wave breaking criterion and removing the dynamic pressure during breaking, the momentum is well conserved, the energy dissipation is well represented and the asymmetry and skewness of non-linearity are respected (SWASH developers (2017)).

3.3.5 Wetting-drying algorithm

Wetting and drying are handled by setting the velocities in cells below a certain user-defined threshold of the water level to zero:

\[
\begin{align*}
u = 0, & \quad \text{if } \tilde{h}_x < \text{threshold}, \\
v = 0, & \quad \text{if } \tilde{h}_y < \text{threshold}.
\end{align*} \tag{3.55}
\]

The default threshold is set to be 0.00005 m, which is used throughout the presented work. The approach tracks the variation of the shoreline accurately and avoids numerical instabilities by ensuring non-negative water depth (Stelling and Duinmeijer (2003b); Zijlema and Stelling (2008)).
3.4 REEF3D::FNPF

3.4.1 Governing equations

The governing equation for the proposed fully nonlinear potential flow model is the Laplace equation:

\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2} = 0.
\] (3.56)

Boundary conditions are required in order to solve for the velocity potential \( \phi \) from this elliptic equation, specifically at the free surface and at the bed. The fluid particles at the free surface should remain at the surface where the pressure in the fluid should be equal to the atmospheric pressure. These conditions must be fulfilled at all times and they form the kinematic and dynamic boundary conditions at the free surface respectively:

\[
\frac{\partial \eta}{\partial t} = -\frac{\partial \tilde{\phi}}{\partial x} \frac{\partial \eta}{\partial x} - \frac{\partial \eta}{\partial y} \frac{\partial \tilde{\phi}}{\partial y} + \tilde{w} \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right),
\] (3.57)

\[
\frac{\partial \tilde{\phi}}{\partial t} = -\frac{1}{2} \left( \left( \frac{\partial \tilde{\phi}}{\partial x} \right)^2 + \left( \frac{\partial \tilde{\phi}}{\partial y} \right)^2 \right) - \tilde{w}^2 \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right) - g \eta.
\] (3.58)

where \( \eta \) is the free surface elevation, \( \tilde{\phi} = \phi(x, \eta, t) \) is the velocity potential at the free surface, \( x = (x, y) \) represents the location at the horizontal plane and \( \tilde{w} \) is the vertical velocity at the free surface.

At the bottom, the component of the velocity normal to the boundary must be zero at all times since the fluid particle cannot penetrate the solid boundary. This gives the bottom boundary condition:

\[
\frac{\partial \phi}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \phi}{\partial y} = 0, \quad z = -h.
\] (3.59)

where \( h = h(x) \) is the water depth measured from the still water level to the seabed.

The Laplace equation, together with the boundary conditions are solved on a \( \sigma \)-coordinate system. The \( \sigma \)-coordinate system follows the water depth changes and
offers flexibility for irregular boundaries. The transformation from a Cartesian grid to a $\sigma$-coordinate is expressed as follows:

$$\sigma = \frac{z + h(x)}{\eta(x,t)} + h(x).$$

The velocity potential after the $\sigma$-coordinate transformation is denoted as $\Phi$. The boundary conditions and the governing equation in the $\sigma$-coordinate are then written in the following format:

$$\Phi = \tilde{\phi} , \sigma = 1; (3.61)$$

$$\nabla^2 \Phi + \frac{\partial^2 \Phi}{\partial y^2} + \left( \frac{\partial \sigma}{\partial x} + \frac{\partial \sigma}{\partial y} \right) \frac{\partial \Phi}{\partial \sigma} + 2 \left( \frac{\partial \sigma}{\partial x} \frac{\partial \Phi}{\partial x} \left( \frac{\partial \Phi}{\partial \sigma} \right) + \left( \frac{\partial \sigma}{\partial y} \frac{\partial \Phi}{\partial y} \right)^2 \right) \frac{\partial^2 \Phi}{\partial \sigma^2} = 0 , 0 \leq \sigma < 1; (3.62)$$

$$\left( \frac{\partial \sigma}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \sigma}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \sigma}{\partial y} \right) \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h}{\partial x} \frac{\partial \Phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \Phi}{\partial y} = 0 , \sigma = 0. (3.63)$$

Once the velocity potential $\Phi$ is obtained in the $\sigma$-domain, the velocities can be calculated as follows:

$$u(x,z) = \frac{\partial \Phi(x,z)}{\partial x} = \frac{\partial \Phi(x,\sigma)}{\partial x} + \frac{\partial \sigma}{\partial x} \frac{\partial \Phi(x,\sigma)}{\partial \sigma} , (3.64)$$

$$v(x,z) = \frac{\partial \Phi(x,z)}{\partial y} = \frac{\partial \Phi(x,\sigma)}{\partial y} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi(x,\sigma)}{\partial \sigma} , (3.65)$$

$$w(x,z) = \frac{\partial \Phi(x,z)}{\partial z} = \frac{\partial \sigma}{\partial z} \frac{\partial \Phi(x,\sigma)}{\partial \sigma} . (3.66)$$

### 3.4.2 Numerical schemes

The Laplace equation is discretized using second-order central differences and solved using a parallelized geometric multigrid preconditioned conjugated gradient solver provided by Hypre (van der Vorst (1992)).

The gradient terms of the free-surface boundary conditions are discretized with the 5th-order Hamilton-Jacobi version of the weighted essentially non-oscillatory (WENO) scheme (Jiang and Shu (1996)). The WENO stencil consists of three local essentially non-oscillatory (ENO)-stencils based on the smoothness indicators $IS$ (Jiang and Shu (1996)). A large $IS$ means a non-smooth solution in a local stencil. The scheme is designed such that the local stencil with the highest smoothness
(smallest IS) is assigned the largest weight $\omega_i$ and therefore contributes the most significantly. In this way, the scheme is able to handle large gradients up to shock with good accuracy. The WENO approximation for $\Phi$ is a convex combination of the three possible ENO approximations. For example, in the x-direction, the discretisation is formulated as the following:

$$
\Phi^\pm_x = \omega_1^\pm \Phi_x^{1\pm} + \omega_2^\pm \Phi_x^{2\pm} + \omega_3^\pm \Phi_x^{3\pm}.
$$

The three stencils are defined as:

$$
\begin{align*}
\Phi_x^{1\pm} &= \frac{1}{3}q_1^\pm - \frac{7}{6}q_2^\pm + \frac{11}{6}q_3^\pm, \\
\Phi_x^{2\pm} &= -\frac{1}{6}q_2^\pm + \frac{5}{6}q_3^\pm + \frac{1}{3}q_4^\pm, \\
\Phi_x^{3\pm} &= \frac{1}{3}q_3^\pm + \frac{5}{6}q_4^\pm - \frac{1}{6}q_5^\pm.
\end{align*}
$$

with

$$
\begin{align*}
q_1^- &= \frac{\Phi_{i-2} - \Phi_{i-3}}{\Delta x}, q_2^- = \frac{\Phi_{i-1} - \Phi_{i-2}}{\Delta x}, q_3^- = \frac{\Phi_i - \Phi_{i-1}}{\Delta x}, \\
q_4^- &= \frac{\Phi_{i+1} - \Phi_i}{\Delta x}, q_5^- = \frac{\Phi_{i+2} - \Phi_{i+1}}{\Delta x}.
\end{align*}
$$

and

$$
\begin{align*}
q_1^+ &= \frac{\Phi_{i+3} - \Phi_{i+2}}{\Delta x}, q_2^+ = \frac{\Phi_{i+2} - \Phi_{i+1}}{\Delta x}, q_3^+ = \frac{\Phi_{i+1} - \Phi_i}{\Delta x}, \\
q_4^+ &= \frac{\Phi_{i+1} - \Phi_{i-1}}{\Delta x}, q_5^+ = \frac{\Phi_{i+2} - \Phi_{i-2}}{\Delta x}.
\end{align*}
$$

The weights are written as

$$
\begin{align*}
\omega_1^+ &= \frac{\alpha_1^+}{\alpha_1^+ + \alpha_2^+ + \alpha_3^+}, \omega_2^+ = \frac{\alpha_2^+}{\alpha_1^+ + \alpha_2^+ + \alpha_3^+}, \omega_3^+ = \frac{\alpha_3^+}{\alpha_1^+ + \alpha_2^+ + \alpha_3^+}, \\
\omega_1^- &= \frac{\alpha_1^-}{\alpha_1^- + \alpha_2^- + \alpha_3^-}, \omega_2^- = \frac{\alpha_2^-}{\alpha_1^- + \alpha_2^- + \alpha_3^-}, \omega_3^- = \frac{\alpha_3^-}{\alpha_1^- + \alpha_2^- + \alpha_3^-}.
\end{align*}
$$

and

$$
\begin{align*}
\alpha_1^+ &= \frac{1}{10} \frac{1}{(\bar{c} + IS_1^+)^2}, \alpha_2^+ = \frac{6}{10} \frac{1}{(\bar{c} + IS_2^+)^2}, \alpha_3^+ = \frac{3}{10} \frac{1}{(\bar{c} + IS_3^+)^2},
\end{align*}
$$
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with the regularisation parameter $\varepsilon = 10^{-6}$ and the following smoothness indicators:

\[
IS_1^\pm = \frac{13}{12} (q_1 - 2q_2 + q_3)^2 + \frac{1}{4} (q_1 - 4q_2 + 3q_3)^2,
\]
\[
IS_2^\pm = \frac{13}{12} (q_2 - 2q_3 + q_4)^2 + \frac{1}{4} (q_2 - q_4)^2,
\]
\[
IS_3^\pm = \frac{13}{12} (q_3 - 2q_4 + q_5)^2 + \frac{1}{4} (3q_3 - 4q_4 + q_5)^2,
\]

For time treatment, a 3rd-order accurate total variation diminishing (TVD) Runge-Kutta scheme (Shu and Osher (1988)) is used. Adaptive time stepping is used by controlling a constant time factor as an equivalence to the Courant-Friedrichs-Lewy (CFL) condition:

\[
c_u = \frac{dx}{\max(u_{\text{max}}, 1.0\sqrt{9.81 * h_{\text{max}}})},
\]
\[
c_v = \frac{dx}{\max(v_{\text{max}}, 1.0\sqrt{9.81 * h_{\text{max}}})},
\]
\[
c_{\text{tot}} = \min(c_u, c_v),
\]
\[
dt = c_{\text{tot}} CFL.
\]

where $u_{\text{max}}, v_{\text{max}}$ are the maximum particle velocities in x and y directions at the free surface, $h_{\text{max}}$ is the maximum water depth.

The model is fully parallelised following the domain decomposition strategy where ghost cells are used to exchange information between adjacent domains. These ghost cells are updated with the values from the neighbouring processors via Message Passing Interface (MPI). The parallel computation enables the model to simulate large-scale scenarios.

### 3.4.3 Vertical grid arrangement

In the model, the vertical coordinates follow a stretching function so that the grid becomes denser close to the free surface:

\[
\sigma_i = \frac{\sinh(-\alpha) - \sinh\left(\alpha\left(\frac{i}{N_z} - 1\right)\right)}{\sinh(-\alpha)},
\]

(3.75)
where \( \alpha \) is the stretching factor and \( i \) and \( N_z \) stand for the index of the grid point and the total number of cells in the vertical direction.

The vertical stretching further reduces the computational cost. A correct arrangement of the stretching is important to an accurate representation of the dispersion relation and phase information for deep water waves. In order to choose an appropriate vertical grid arrangement for a correct representation of the phase information, a constant-truncation error method is introduced.

As an example, a general description of a progressive Airy wave can be expressed as:

\[
\eta(x, z, t) = A(z) B(z) \Gamma(t).
\]  

(3.76)

And function \( A(z) \) follows:

\[
A(z) = C e^{kz}.
\]  

(3.77)

Which is governed only by the wave number \( k \), which can be defined by the linear dispersion relationship to the wave angular frequency:

\[
\omega^2 = gk.
\]  

(3.78)

where \( g \) is the gravity acceleration.

A correct representation of the phase velocity depends on the correct representation of the wave number. This is especially true for deep water where the dispersion relation is very important. The new method is based on the assumption that a constant absolute truncation error at every vertical location can preserve the correct shape of the function \( f(z) \) and yield the correct wave number. Function \( f(z) \) is a Taylor expansion of free surface over the depth:

\[
f(z) = f(\eta) + \frac{df(\eta)}{dz} (z - \eta) + \frac{1}{2} \frac{d^2f(\eta)}{dz^2} (z - \eta)^2 + \frac{1}{6} \frac{d^3f(\eta)}{dz^3} (z - \eta)^3 \\
+ \frac{1}{24} \frac{d^4f(\eta)}{dz^4} (z - \eta)^4 + O((z - \eta)^5)
\]  

(3.79)

If the absolute error is set to a constant \( E \) for every vertical location and the function \( f(z) \) and its derivatives are known, one can find a maximum cell size \( \Delta z(\eta) = z - \eta \) at every location (Pakozdi et al. (2019b)):

\[
E(z, \eta) = f(z) - \left(f(\eta) + \frac{df(\eta)}{dz} (z - \eta) + \frac{1}{2} \frac{d^2f(\eta)}{dz^2} (z - \eta)^2\right) \\
0 = E - f(\eta + \Delta z) + \left(f(\eta) + \frac{df(\eta)}{dz} (z - \eta) + \frac{1}{2} \frac{d^2f(\eta)}{dz^2} (z - \eta)^2\right)
\]  

(3.80)

(3.81)
3.4.4 Wave generation and absorption

The relaxation method for wave generation and absorption as described in section 3.2.4 are also used in REEF3D::FNPF. Here, the free surface velocities potential $\phi$ and the surface elevation $\eta$ are increased to theoretical values in the wave generation zone and reduced to zero or initial still water values in the wave energy dissipation zone.

Waves can also be generated at the inlet using a Neumann boundary condition where the spatial derivatives of the velocity potential are defined. In this way, the velocity potential at the boundary is calculated using the desired analytical horizontal velocity:

$$\phi_{i-1} = -u(x, z, t) \Delta x + \phi_i.$$  \hspace{1cm} (3.82)

where $u(x, z, t)$ is the analytical horizontal velocity.

All types of wave theories and wavemaker inputs available in REEF3D::CFD and REEF3D::SFLOW are applicable to the potential flow model as well.

3.4.5 Breaking wave algorithm

In the presented potential flow model, the free surface is represented by a single value, therefore it is not possible for the model to represent an over-turning breaker as in a CFD simulation (Bihs et al. (2016)). However, a correct detection of wave breaking events and energy dissipation can be achieved with an effective breaking wave algorithm. The proposed model aims to address both steepness-induced deep water wave breaking and depth-induced shallow water breaking.

The depth-induced shallow water wave breaking criterion is the same as deployed in REEF3D::SFLOW. A wave breaking is initialised when the vertical velocity of the free-surface exceeds a fraction of the shallow water celerity (SWASH developers (2017)):

$$\frac{\partial \eta}{\partial t} \geq \alpha_s \sqrt{gh}.$$ \hspace{1cm} (3.83)

$\alpha_s = 0.6$ is recommended as it works well with most of the waves (SWASH developers (2017)).

Deepwater steepness-induced breaking is initialised with a steepness criterion:

$$\frac{\partial \eta}{\partial x_i} \geq \beta.$$ \hspace{1cm} (3.84)
After a wave breaking is detected, two methods are available to represent the energy dissipation during the wave breaking process. The first method is a geometric filtering algorithm that smoothens the free surface for energy dissipation (Jensen et al. (1999)). Here, an explicit scheme is used and therefore there is no CFL constraint. Another method is to introduce a viscous damping term in the free surface boundary conditions locally around the breaking region (Baquet et al. (2017)). When wave breaking is detected, the free surface boundary conditions Eqn. 3.57 and Eqn. 3.58 then become:

\[
\frac{\partial \eta}{\partial t} = - \frac{\partial \eta}{\partial x} \frac{\partial \phi}{\partial x} - \frac{\partial \eta}{\partial y} \frac{\partial \phi}{\partial y} + \tilde{w} \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right) + \nu_b \left( \frac{\partial^2 \eta}{\partial x^2} + \frac{\partial^2 \eta}{\partial y^2} \right),
\]

\[
\frac{\partial \phi}{\partial t} = - \frac{1}{2} \left( \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 \right) - \tilde{w}^2 \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right),
\]

where \( \nu_b \) is the artificial turbulence viscosity. \( \nu_b \) is calibrated from the comparison of the potential flow model simulations with model test data and the CFD simulations. As a result, the value of \( \nu_b \) is recommended to be 1.86 (Baquet et al. (2017)) for the offshore deep water conditions and 0.0055 for shallow water breaking in the proposed model. In the new free surface boundary conditions Eqn. 3.85 and Eqn. 3.86, the newly introduced diffusion term is treated with an implicit time scheme while the rest of the terms are treated with explicit time schemes. This way, there is no extra constraint on time step sizes.

The two wave breaking methods can also be used in combination for challenging wave breaking scenarios. In this manuscript, the combination of the two methods is used for shallow water breaking for a sufficient energy dissipation at very shallow areas and swash zones in the simulations of the large-scale engineering scenarios.

### 3.4.6 Coastline algorithm

Handling the complex coastline has been a challenge when applying a potential flow model in the coastal area. The first difficulty is an efficient grid generation around the complex boundaries. The curvilinear grid presented in OceanWave3D (Engsig-Karup and Bingham (2009)) provides one solution. However, the generation of a curvilinear grid is difficult and time consuming when complex coastlines are present. The second difficulty is possible numerical instability during the wave run-up process in the swash zone. The derivatives of velocity potential over the water depth in Eqn. 3.62 indicate a possible numerical instability when the water depth becomes infinitesimal. In order to address these two difficulties, an efficient and flexibility coastline algorithm is introduced.
First, the computational cells are identified as wet cells and dry cells following a relative-depth criterion. The local water depth $h$ is defined as a sum of still water level $d$ and the free surface elevation $\eta$:

$$h = \eta + d \quad (3.87)$$

$\eta$ is the surface elevation, $d$ is the still water level measured from the bottom. The relationship among $h$, $d$, and $\eta$ is illustrated in Fig. 3.3.

![Figure 3.3: Illustration of the still water level $h$, local water depth $d$, free surface elevation $\eta$ and coastline detection algorithm.](image)

If the local water depth $h$ is smaller than a threshold $\hat{h}$, then the local cell is identified as a dry cell:

$$\begin{align*}
  u &= 0, \quad \text{if } h < \hat{h}, \\
  v &= 0, \quad \text{if } h < \hat{h}.
\end{align*} \quad (3.88)$$

When a cell is identified as a dry cell, the velocities in the cell is set to be zero. The default threshold is set to be 0.00005 m, however it can be customised based on the specific conditions.

After the wet and dry cells are identified, the wet cells are assigned with a value $+1$ and the dry cells are assigned with a value $-1$. With the signed initial values, the coastline is captured using a two-dimensional level-set function (Osher and Sethian (1988)):

$$\phi(\vec{x}, t) \begin{cases} 
> 0 & \text{if } \vec{x} \in \text{wet cell} \\
= 0 & \text{if } \vec{x} \in \Gamma \\
< 0 & \text{if } \vec{x} \in \text{dry cell}
\end{cases} \quad (3.89)$$

$\Gamma$ indicates the coastline, and the Eikonal equation $|\nabla \phi| = 1$ holds valid in the level-set function. The distance perpendicular to the coastline is also calculated based on the level-set method. From the initial values, the correct signed distance function is obtained by solving the following Partial Differential Equation (PDE)
based reinitialisation function (Sussman et al. (1994)). This equation is solved until convergence and results in the correct signed distance away from the coastline in the whole computational domain. The exact coastline location is the zero-contour of the level set function.

\[ \frac{\partial \phi}{\partial t} + S(\phi) \left( \left| \frac{\partial \phi}{\partial x_j} \right| - 1 \right) = 0 \quad (3.90) \]

where \( S(\phi) \) is the smoothed sign function (Peng et al. (1999)).

Using this level-set method, the computational grid remains a uniform structured grid in the horizontal plane even though complex topography is included in the computational domain. Therefore, the coastline is accurately captured without extra efforts and costs on the grid generation. This also gives the model great flexibility, as there is no need to generate a new set of grid every time there is a change in the topography. Thus, the model is able to simulate all kinds of topography with a straightforward, efficient and consistent grid generation.

Relaxation zones are applied along the wet side of the coastline covering a given distance from the coastline. This way, the extreme run-ups are avoided and therefore numerical instabilities in the free surface boundary conditions at extreme shallow regions are eliminated. In addition, the reflection property of the coastline can be customised by adjusting the strength or size of the coastal relaxation zones.
Chapter 4

Summary of Major Results

The major results from the research are summarised as a collection of excerpts from the journal papers produced during the course of the Ph.D. study. The new numerical models developed during the study are introduced in Paper 1 and Paper 2, where the numerical details of the models are described, verification and validation are performed and the numerical performances are evaluated. The performance of REEF3D::SFLOW is found to be limited by water depth conditions and thus REEF3D::FNPF is considered to be a more suitable solution for the task of deep water wave propagation. In Paper 3, REEF3D::FNPF is used to investigate rogue wave evolution for the extreme design condition of the floating bridges. It is found that an increasing nonlinearity delays the wave focusing point dramatically using the current wave focusing techniques. Several other parameters are also discussed, such as the wave directional spreading properties. In Paper 4, REEF3D::FNPF is used to study irregular wave propagation over three hours for the operational conditions of the floating bridges. A working procedure for reproducing a high-quality irregular wave field is introduced and the importance of wave crest distribution as an evaluation criterion is stressed. In Paper 5, a novel coastline algorithm is introduced to REEF3D::FNPF that makes the inclusion of complicated shorelines straightforward and versatile. The new algorithm solves the difficulty in shoreline treatment in the potential flow modelling approach and its effectiveness is validated from a series of test cases. It is concluded that REEF3D::FNPF with its coastline algorithm is the solution for wave modelling in the Norwegian condition. Therefore, full-scale wave simulations in Sulafjord and Bjornafjord are performed in Paper 6 with REEF3D::FNPF. The studies confirm the computational efficiency and several detailed findings on the wave fields are discussed. Finally, in Paper 7, the different wave models within the REEF3D framework are compared in an objective manner to evaluate their features and suggestions for their field of application are given. The workflow and the topics of the papers can be seen to in Fig. 1.5. The locations of the large-scale wave simulations at the Norwegian coast in Paper 5 and Paper 6 are summarised in Fig. 4.1, including the harbour at Mehamn, the fish farm site near Flatoya and Sulafjord and Bjornafjord along the E39 coastal highway.
4.1 REEF3D::SFLOW model description and applications

4.1.1 Paper 1: An improved depth-averaged non-hydrostatic shallow water model with quadratic pressure approximation

It is challenging for depth-averaged shallow water wave models to represent deepwater dispersion relation without sacrificing numerical performance. Jeschke et al. (2017) proposed a quadratic vertical pressure profile that enables the shallow water models to achieve at least a good equivalence to existing fully non-linear weakly dispersive Boussinesq models. This method presents itself as an attractive alternative for modelling shallow water waves, while potentially avoiding the numerical instabilities due to higher-order terms in a Boussinesq-type model and the increased computational costs from a larger number of vertical layers in a multi-layer non-hydrostatic model. Following the quadratic pressure profile assumption, REEF3D::SFLOW is developed as an improved numerical model that discretises the depth-related terms appropriately in the original equation set from Jeschke et al. (2017). The 5th-order WENO scheme (Jiang and Shu (1996)) is used for the convective terms and the Total-Variation-Diminishing (TVD) 3rd-order Runge-Kutta explicit time scheme developed by Shu and Osher (1988) is used for the temporal discretisation. Wetting and drying is handled by setting the velocities in cells below a certain user-defined threshold of the water level to zero (Stelling and Duinmeijer (2003b); Zijlema and Stelling (2008)). A breaking wave criterion is introduced (SWASH developers (2017)) to represent the wave breaking process. The wave breaking is initialised when the vertical velocity of the free-surface exceeds a fraction of the shallow water celerity. During the wave breaking, the dynamic pressure is neglected and remains so at the front of the breaker. Parallel computation is enabled by domain decomposition. The message passing
The model demonstrates great computational scalability.

The model’s scaling capacity is investigated by conducting a series of simulations for 500 time step iterations with the number of processors being 16, 32, 64, 128, 256 and 512 on the supercomputer Vilje. The dimension of the computational domain is $(10000 \text{ m} \times 1000 \text{ m} \times 10 \text{ m})$. The input wave is a 2nd-order Stokes wave of wave height $H = 5 \text{ m}$ and wavelength $L = 100 \text{ m}$. A cell size of $dx = 1 \text{ m}$ is used, resulting in 10 million cells in total. It is empirically assumed that the scaling is linear within 16 processors, i.e. one physical node on the cluster. Therefore, the computation time with one processor is linearly extrapolated from the 16-processor simulation. The computational speed of the one-processor simulation is considered as the base reference. The simulation time on one processor divided by the simulation time on multiple processors is defined as a speed-up factor. The relation between the speed-up factor and the number of processors as well as the number of cells per processor are plotted in Fig. 4.2. It shows that the performance increases almost linearly with the number of processors within the chosen range.

![Figure 4.2: The performance of the parallel computation, shown as a relation between the speed-up factor in reference to the single-processor simulation for 500 iterations versus the number of processors and the number of cells per processor](image)

- The model is able to represent energy loss during wave breaking correctly.

The numerical wave tank is initialised based on the experiments in (Ting and Kirby (1994, 1996)) to model a breaking wave scenario. The wave tank has a total length of 40 m. A wave generation zone of 9.8 m is located at the inlet of the tank; a wave energy dissipation zone of the same length is arranged at the outlet. An inclined bed with a slope of 1:35 is located 4 m away from the wave generation zone.
The obstacle increases to 0.748 m at the right end of the tank. The water depth is constant at 0.4 m. Wave gauges 1-4 are located on the slope, 10 m, 11 m, 12 m and 12.3 m away from the wave generation zone respectively. A 5th-order cnoidal wave with wave height $H = 0.128$ m and wave period $T = 5$ s is generated in this simulation, which is supposed to result in a plunging breaker on the slope according to the experiment. A simulation time of 40 s is used.

The simulated wave elevations at different wave gauges with $dx = 0.005$ m are compared to the experimental data in Fig. 4.3. The simulated free surfaces agree with the experimental measurements at all wave gauges. Especially the wave height decrease from wave gauge 2 to wave gauge 3 is accurately captured, indicating a correct energy loss during the wave breaking. Further examination shows that the breaking height of $h_b = 0.208$ m is measured at $x = 21.580$ m in the simulation. In the experiment, the breaking point is detected at $x = 21.595$ m and a breaking height of $h_b = 0.196$ m is measured. Both, the predicted breaking point and the breaking wave height are very close to that in the experiment.

![Figure 4.3: Wave surface elevations of wave breaking over a sloping bed. The input wave is a 5th-order cnoidal wave with a wave height of $H = 0.128$ m and a wave period of $T = 5$ s. The cell size is $dx = 0.005$ m and $CFL = 0.2$ is used. Black dashed lines are from laboratory experiments, red solid lines are results from REEF3D::SFLOW.](image)

- The model represents wave shoaling and decomposition over an irregular bottom correctly. However, the limitation of the model regarding water depth is exposed during the wave decomposition process.

The well-known benchmark case of wave propagation over a submerged bar (Beji and Battjes (1993)) is tested. A 2D wave tank of 38 m is equipped with a wave generation zone of 5 m and a wave energy dissipation zone of 9.5 m at the end. The
beginning of the submerged bar is located 6 m downstream from the wave generation zone. Eight wave gauges are located above the submerged bar with the x-coordinates being 11 m, 16 m, 17 m, 18 m, 19 m, 20 m, 21 m and 22 m. The incident wave height is $H = 0.021$ m, and the wave period is $T = 2.525$ s. A cell size of $dx = 0.02$ m is found to sufficiently represent the phenomena and shows good agreement with the experimental data. A simulation time of 60 s is used. The time series of free surface at wave gauges 3, 4, 7 and 8 are shown in Fig. 4.4

![Figure 4.4: The surface elevations of the wave transformation over a submerged bar. Black lines are from laboratory experiments, red lines are results of REEF3D::SFLOW. The cell size $dx = 0.02$ m and $CFL = 0.2$.](image)

The good agreement between the simulation and experiment at wave gauge 3 and 4 shows the model’s capacity to capture wave shoaling and decomposition. However, during the de-shoaling process at wave gauges 7 and 8, higher frequency harmonics with shorter wave lengths appear. These emerging short waves are exposed to a deep water condition which exceeds the validity of the model.

- The model demonstrate its ability for large-scale wave modelling

A simulation of swell propagation into Mehamn harbour in the north of Norway is performed. The computational domain is 10.5 km in the east-west direction and 14 km in the north-south direction, with the deepest water depth being 147.5 m. The site is exposed to swell from the open sea. An estimated regular wave of height $H = 4.5$ m and period $T = 15$ s is generated at the northern boundary. The wetting and drying scheme over the complex bathymetry is included. A cell size of 5 m is used in the simulation, resulting in 5.88 million cells. The simulation of wave propagation in Mehamn harbour takes about 4.2 hours for 1000 s simulation time.
Figure 4.5: The wave propagation towards the Mehamn harbour in the numerical simulation with a 2nd-order Stokes wave of wave height $H = 4.5$ m and wave period $T = 15$ s. The cell size is $dx = 5.0$ m and $CFL = 0.2$ is used. (a) The topography in the simulation; (b) The surface elevation at simulation time $t = 650$ s.

with 256 cores on the Vilje supercomputer. The free surface elevation at the end of the simulation is shown in Fig. 4.5.

In conclusion, the accuracy gain from the quadratic pressure approximation and the high-order discretisation schemes in REEF3D enable the model to simulate a large range of wave transformations including wave breaking with great numerical performance. However, the improvement of the quadratic pressure approximation does not enable the model to simulate deepwater waves as in the Norwegian fjords.

### 4.2 REEF3D::FNPF model description

#### 4.2.1 Paper 2: REEF3D::FNPF - a flexible fully nonlinear potential flow solver

Potential flow theory based wave models are not limited by water depth. The development of a fully non-linear potential flow model REEF3D::FNPF is described in the paper. The model solves the Laplace equation tougher with the kinematic and dynamics free surface boundary conditions and bottom boundary condition on a $\sigma$-coordinate grid. The grid follows the variation of the bottom topography and the evolution of free surface. It offers great flexibility regarding varying bathymetry. A stretching function is used in the vertical direction that enables a refined vertical grid closer to the free surface. The 5th-order WENO scheme (Jiang and Shu (1996)) and TVD 3rd-order Runge-Kutta scheme Shu and Osher (1988) is used at the free surface boundary conditions. Parallel computation is made possible using the domain decomposition strategy with MPI.

- The model is able to represent the complex free surface and wave transformations without water depth limits.
The wave propagation over a submerged bar (Beji and Battjes (1993)) is tested. The 2D wave tank of 35 m is equipped with a wave generation zone of one wavelength 3.73 m long at the inlet and a numerical beach of two wavelengths 8.73 m at the outlet. The still water level is 0.4 m. The submerged bar begins at \( x = 6 \) m and elevates following a slope of 1 : 20 until it reaches the top platform at \( x = 12 \) m, with a height of 0.3 m. It remains at a height for 2 m before it starts a downwards slope of 1 : 10 and reaches the bottom of the tank at \( x = 17 \) m. Nine wave gauges are located at \( x = 4 \) m, 10.5 m, 12.5 m, 13.5 m, 14.5 m, 15.7 m, 17.3 m, 19.0 m and 21.0 m. The incident wave height is \( H = 0.02 \) m and the wavelength is \( L = 3.73 \) m. Similar to the study with REEF3D::SFLOW, the surface elevations at wave gauges 3, 4, 7 and 8 in the simulation are compared to the experiment in Fig. 4.6.

![Wave gauges comparison](image)

Figure 4.6: The comparison between the simulated time series and the experimental measurements at wave gauges 3, 4, 7 and 8 with the grid resolution \( L/dx = 212 \) in the numerical wave tank for the wave propagation over a submerged bar.

It is seen that good agreement is achieved at all wave gauges, indicating a good representation of wave shoaling, decomposition and de-shoaling. Especially after the de-shoaling, the emerging short waves are well represented in the deep water condition.

- The model demonstrates high computational efficiency even for three-hour irregular wave simulations.

The advantage of the potential flow solver is more prominent for long-duration simulations for obtaining statistical properties of a sea state. The proposed potential flow model is used to simulate a three-hour irregular sea state at intermediate water depth. The input spectrum is a JONSWAP spectrum with a peak enhancement factor of 3.0. The input wave has a significant wave height of \( H_s = 4.5 \) m, and peak period of \( T_p = 12.0 \) s. A constant water depth of 40 m is used. The two-dimensional wave tank is 1760 m long, corresponding to 8 wavelengths based on the peak period. The frequency range of \([0.75\omega_p, 2\omega_p]\) is used. The frequency limits represent the...
wave energy from 0.5% of the total energy to 99.5% of the total energy. Therefore, the chosen frequency range represents 99% of the total wave energy. 30 vertical cells are used with vertical stretching in the $\sigma$-coordinate system. The horizontal resolution is 30 cells per wave length corresponding to the shortest wave with the highest frequency. The configuration results in a horizontal cell size of 2 m. The total number of cells is 26400. The simulation time is 12800 s, where the three-hour window from 2000 s to 12800 s is used for the data analysis. The wave elevation at the wave probe located five wave lengths (using the peak period) away is investigated for the chosen time window. The simulated spectrum is compared with the theoretical spectrum in Fig. 4.7. With 16 cores on supercomputer Vilje, the 12800 s simulation takes only 1.13 hour, which is three times faster than real time. The calculated significant wave height in the numerical wave tank is 4.456 m, the peak period is 11.95 s. With a compensation of 1% wave energy, the significant wave height becomes 4.50 m, exactly the same as the input value. The simulated irregular wave match the input $H_s$, $T_p$ and the shape of the spectrum with high accuracy. In the current setup, the simulation is faster than real time, showing a very high computational efficiency of the model.

Figure 4.7: Simulated wave spectrum in comparison to the theoretical spectrum for the three-hour irregular wave simulation.

4.3 REEF3D::FNPF applications for deepwater conditions

4.3.1 Paper 3: Investigation of focusing wave properties in a numerical wave tank with a fully nonlinear potential flow model

With the new model REEF3D::FNPF, some of the design concerns of the floating bridges can be investigated. Extreme sea state is one of the major concerns. Here, both the wave packet method (Hennig (2005)) and the NewWave theory (Tromans et al. (1991)) are used to generate rogue waves in the numerical wave tank. The parametric study on different factors that influence the focused wave generation helps to predict the rogue wave in a numerical wave tank more accurately. Some of the main results are summarised in the following:

- The numerical model is more accurate in capturing the correct wave focusing location than physical experiments due to the continuous outputs rather than discrete measurements.
A focused irregular wave group is generated with the wave packet method and the numerical results are compared with the experimental data measured in the Large Wave Flume (GWK), Hannover, Germany (Clauss and Steinhagen (1999)). The physical wave tank in the experiments is 300 m long with a constant water depth of $h = 4.01$ m. A piston-type wavemaker is used to generate the wave packet that focuses at the designated location at $x_F = 126.21$ m and time at $t_F = 103$ s. Though the time series of the surface elevation match well with the experiments, the geometry of the focused wave is not symmetric, indicating that the real wave focusing is may have not been captured during the experiment. Further study is performed by comparing the geometry of the surface elevation every time step to finds out the real focusing location where the wave crest is the highest and the geometry of the crest is symmetric. This lead to the finding out a delayed wave focusing, as shown in Fig. 4.8.

![Figure 4.8](image)

Figure 4.8: The comparison of the time series at the designated focusing location at $x = 126.21$ m and at the real focusing location at $x = 129.38$ m as detected in the numerical simulation. The black dash-dot curve is the time series measured in the experiment at $x = 126.21$ m and the vertical black dash-dot line indicates the measured focusing time at $t = 102.825$ s. The red solid curve is the time series at $x = 126.21$ m in the NWT, and the vertical red dashed line indicates the corresponding numerical focusing time $t = 102.7$ s. The red dash-dot curve is time series at the real focusing location $x = 129.38$ m in the NWT and the vertical red dash-dot line indicates the real focusing time $t = 103.4$ s. The vertical black dashed line is the designated focusing time at $t = 103$ s.

- Increasing nonlinearity postpones the wave focusing in comparison to the designed locations.

The delayed wave focusing in the GWK test case reveals further clues that increasing nonlinearity lead to further delay of the wave focusing. Therefore, waves of higher steepness are simulated in the same numerical wave tank to quantify the shift of wave focusing. The delay in space and time in relation to wave steepness is shown in Fig. 4.9. A near linear delay of focusing is observed in relation to wave steepness.

- Different frequency bands in the input wave spectrum create different focusing wave geometry.

The NewWave theory is used to reproduce the wave field as described by Ning et al. (2009). Here, an additional test is made by using five various frequency band
Figure 4.9: The relative spatial differences in focusing location $\delta x_F$ and temporal differences in focusing time $\delta t_F$ in relation to wave steepness in the simulation with the wave packet.

widths. NB1 represents the narrowest frequency band, NB5 represents the widest frequency band width. The focused wave profiles produced with different frequency band widths are then compared in Figure 4.10. It shows that the narrow frequency band produces higher focused wave crests as well as higher secondary crests in the adjacency of the focused wave crests.

Figure 4.10: Comparison of the wave surface elevations with five different frequency bandwidths. (a) the time series at the designated focusing location $x = 7.5$ m, (b) the spatial wave profile in the longitudinal direction at the designated focusing time $t = 10$ s.

- A Neumann boundary is seen to predict the wave focusing location better than a relaxation wave generation boundary.

In the relaxation method for wave generation, usually only linear dispersion is represented inside the generation zone, which might result in errors in wave phases and the location and time of the focusing point. To test the hypothesis, both Newmann boundary and relaxation method are used to generate the focused wave trains resented by Ning et al. (2009). Two cases are compared, with NING1 representing a wave train of linear nature and NING3 representing a steeper wave train. The results are shown in Fig. 4.11. It is seen that both wave generation methods produce similar wave profiles at the focusing point. However, with increasing nonlinearity, the Newman boundary predicts focusing location and wave height more accurately in comparison to the experiment.

- In a directional sea state, the directional spreading function also influences the 3D focused wave profile. In a more spreading sea, the focused wave crest height is reduced and the wave profile in the transversal plane becomes narrower.
A three-dimensional (3D) focusing wave is produced in the numerical wave tank. The simulation domain is 20 m long, 20 m wide and 0.5 m deep. The designated wave focusing takes place at $x = 7.5$ m and $y = 10$ m at 35 s. By changing the directional spreading factor, the effect of directional spreading is observed, as shown in Fig. 4.12. As can be seen, a wider directional spreading leads to a lower focusing wave height and a narrower wave profile in the $y$-direction. This effect can influence the calculation of wave forces on structures tremendously.

Figure 4.12: Comparison of the wave free surface elevations with four different spreading functions, (a) comparison of the wave profiles in the longitudinal $x$-$z$ plane at $y = 10$ m, (b) comparison of wave profiles in the transverse $y$-$z$ plane at $x = 7.5$ m.

4.3.2 Paper 4: A fully nonlinear potential flow wave modelling procedure for full-scale simulations of sea states with various wave breaking scenarios

In order to ensure an accurate representation of the wave fields inside the fjord, the first critical step is to ensure a high fidelity representation of an irregular wave sea state over a three-hour duration. In this paper, several irregular sea states with different input waves, water depth conditions and severity of wave breaking are
simulated. A breaking wave algorithm is introduced to detect both steepness induced wave breaking in deep water and depth induced wave breaking in shallow water. A geometric filtering method (Jensen et al. (1999)) and viscous damping method (Baquet et al. (2017)) can be used alone or in combination to dissipate wave energy. A constant truncation error method (Pakozdi et al. (2019b)) is used to optimise the vertical grid arrangement. A working procedure for an accurate simulation of an irregular sea state is concluded especially for a fully non-linear potential flow on a $\sigma$-coordinate grid. The procedure is summarised in Fig. 4.13.

![Diagram](image)

**Figure 4.13: Procedure of the numerical setup for the simulation using a potential flow model with a $\sigma$-coordinate grid.**

Four wave conditions are simulated in a 2D numerical wave tank for 12800 s where the time series from the wave gauge 12.5$L_p$ ($L_p$ is the wavelength corresponding to the peak period) away from the inlet boundary is used to obtain short-term wave statistics. The reproduced wave spectra as well as the wave height distribution match the theoretical input wave spectra and the analytical wave height distribution well in all simulated cases. However, more wave energy loss and more tendency of exceeding the upper bound of the wave height distribution are also observed with increasing severity of breaking waves. As an example of the simulated results, the simulated wave spectra in the test case with mild wave breaking in intermediate water depth (JMB) using the equal energy method (EEM) for spectrum discretisation is shown in Fig. 4.14. In addition, the wave height distributions at wave gauges G3 to g7 between 10$L_p$ to 15$L_p$ with a 1.25$L_p$ interval are shown in Fig. 4.15.
Figure 4.14: Comparison of the numerically reproduced wave spectra and the input theoretical wave spectra in the case with mild wave breaking in intermediate water depth using the EEM discretisation method and viscous damping wave breaking method.

Figure 4.15: Wave crest distribution at G3-G7 in the case with mild wave breaking in intermediate water depth using the EEM discretisation method and viscous damping wave breaking method.
4.4 REEF3D::FNPF applications for Norwegian coastal conditions

4.4.1 Paper 5: A flexible fully nonlinear potential flow model for wave propagation over the complex topography of the Norwegian coast

In this paper, a novel coastline algorithm is introduced into REEF3D::FNPF. The coastline algorithm consists of three steps:

- The wet and dry cells are identified. The computational cells are identified as wet cells and dry cells following a relative-depth criterion. If the local water depth $h$ is smaller than a threshold $h$, then the local cell is identified as a dry cell. When a cell is identified as a dry cell, the velocities in the cell are set to be zero.

- The wet cells are assigned with a value +1 and the dry cells are assigned with a value -1. With the signed initial values, the coastline is captured using a level-set function (Osher and Sethian (1988)). Using the level-set method, the computational grid remains a uniform structured grid in the horizontal plane even though complex topography is included in the computational domain.

- Relaxation zones are applied along the wet side of the coastline covering a given distance from the coastline. This way, extreme run-ups are avoided and therefore eliminate numerical instabilities in the free surface boundary conditions at shallow regions.

With the novel coastline algorithm and the high computational efficiency as demonstrated previously, REEF3D::FNPF is tested with challenging wave transformations with strongly varying bathymetry and irregular natural topography. Some of the most important results are summarised here:

- The wave model predicts wave propagation over steep underwater slope with high accuracy

One of the challenging scenarios follows the experiment conducted at SINTEF Ocean in Trondheim (Pakozdi et al. (2019a)). Here a bi-chromatic wave propagates over a steep submerged ramp, the first segment of which has a slope of 70° and the second segment has a slope of 45°. This condition closely resembles the natural under water topography in several locations inside the Norwegian fjords. With the chosen grid and time step, the free surface in the simulation is compared to the experiment. As an example, the comparison at wave gauge G3 is shown here. A good agreement is achieved between the experiment and the simulation. In addition, all theoretical frequency components are represented in the frequency spectra from both the experiment and the simulation. The simulation captures the two principal frequencies $\omega_1$ and $\omega_2$ and the low frequency $\omega_3$ exactly as the theoretical values and
The corresponding energy densities are nearly identical to the experiment. The high frequencies represented in the numerical simulation are slightly different from the experiment, and the relevant energy densities show a different of \(10^{-25}\%\). However, the energy densities at the high frequency range are very small \((10^{-5} \text{ to } 10^{-4})\) in comparison to the principal frequencies \((10^{-2})\). The energy differences between the simulation and the experiment at the high frequency range is negligible when they are compared in the same scale as the principal frequencies. For further details, please refer to Paper 5.

![Figure 4.16](image)

Figure 4.16: Comparison of free surface time series between the simulated waves and experimental measurements. (a) the input wave signal in the numerical simulation at G3.

- The wave breaking algorithm together with the coastline algorithm enables the model to simulate breaking waves nearshore.

The experiment of plunging breaking waves over a mild slope are used for validation of the breaking wave algorithm (Ting and Kirby (1995)). The surface elevation at the wave gauges before (G2) and after the breaking (G3) are selected to be shown in Fig. 4.17. The wave crest has a sudden decrease at wave gauge 3, indicating that wave breaking occurs between wave gauge 2 and 3. The simulated wave crests match the experiment well both before and after the breaking, showing the correct energy dissipation in the implemented breaking algorithm.

![Figure 4.17](image)

Figure 4.17: Time series of surface elevation at gauge 2 before the wave breaking and gauge 3 after the wave breaking in the simulation of wave breaking over a mild-slope.

- The numerical model shows the capability of simulating large-scale wave propagation over irregular bathymetry and irregular coastlines accurately and efficiently.
Full-scale simulations of wave propagation into Mehamn harbour with natural topography are performed for 12800 s. The domain size is 1760 m in the x-direction and 1440 m in the y-direction. The 12800 s simulation takes 7.9 h to finish with 128 Intel Sandy Bridge processors (2.6 GHz) on the supercomputer Vilje. The coastline algorithm captures the coastlines and the topography accurately and efficiently. The detected coastline and the coast-following relaxation zone are shown in Fig. 4.18. The simulations capture the complicated wave transformation inside the harbour, including diffraction around the breakwaters. The free surface at 12800 s is shown in Fig. 4.19. The significant wave height $H_s$ matches the experiment even with both breakwaters. The comparison of $H_s$ is shown in Fig. 4.20.

![Figure 4.18: Detection of the coastline and calculation of distance from the coastline for a complicated topography using the proposed coastline algorithm. The white contour in (a) is the detected coastline, the colour shows the distance away from the coastline, with negative values indicating inland and positive values indicated offshore. The yellow contour in (b) is the boundary of the coast-following relaxation zone to reduce numerical instability and customise reflection properties of the coastline.](image1)

![Figure 4.19: Free surface elevation in the simulations of wave propagation into Mehamn harbour at $t = 12800$ s with both breakwater BW1 and BW2.](image2)

- Phase-resolved models predict wave diffraction better than phase-averaged
Finally a large-scale simulation of wave propagation over an archipelago towards a fish farm is simulated. The $H_s$ behind the archipelago are compared with the phase-averaged model SWAN (Booij et al. (1999)). The relative differences are calculated as the absolute differences divided by the corresponding values from REEF3D::FNPF. The wave heights from SWAN are underestimated by 20% to 50%. These comparisons confirm the advantage of the proposed phase-resolved wave model in representing some of the nonlinear phenomena such as strong diffraction (Thomas and Dwarakish (2015)). Fergstad et al. (2018) also reported an underestimation of phase-averaged model in comparison with the in-situ measurement.

4.4.2 Paper 6: Phase-resolved wave modelling in the Norwegian fjords for the ferry-free E39 project

In this paper, REEF3D::FNPF is first tested for several benchmark cases to further ensure the wave quality in relevant scenarios. Then, the model is applied to simulate the wave field inside the fjords along E39 route. The first study object is the Sulafjord that is located in the Møre and Romsdal county. The fjord is relatively exposed to the open ocean, as there are no archipelagos outside the fjord to prevent offshore swell waves from entering the inner channel of the fjord. The other fjord is Bjørnafjord that is located in the county of Vestland. The fjord is well sheltered from the ocean swell from the Atlantic due to the arrays of archipelagos outside the fjord entry. These fjords have a domain of interest with dimensions of tens of kilometres. Phase-resolved wave modelling for a three-hour duration has not been performed before for these type of applications.

Both long-crested and narrow-spreading short-crested swell waves from offshore are used for both fjords. The chosen domain is 25 km in the x-direction and 16 km wide in the y-direction with its maximum water depth of 500 m. With the chosen grid resolution, 17.8 million cells are used in the simulations at Sulafjord. The simulations with long-crested and host-crested waves are completed in 15.1 and...
15.7 hours with 256 Intel Sandy Bridge cores (2.6 GHz) on the supercomputer Vilje. Surface elevation at 12800 s in the simulations of wave propagation into Sulafjord with narrow spreading short-crested irregular wave input is shown in Fig. 4.21.

The variation of the frequency components is one of the main findings from the simulations. The dominating frequencies tend to shift away from the peak frequency of the input wave spectrum towards the lower and higher frequency range. As an example, the wave spectra at wave gauge B inside the fjord is shown in Fig. 4.22. At wave gauge B, the short-crested wave shows a main peak near 0.06 Hz while a significant percentage of wave energy is concentrated near 0.08 Hz. For the long-crested wave, the majority of wave energy is concentrated near the new peak of the spectrum at 0.08 Hz. The shift of wave energy towards 0.08 Hz in both wave conditions shows that 0.08 Hz is the critical frequency when considering structure egen frequency, given the input wave properties.

At Bjørnafjord, the chosen computational domain is 45 km in the x-direction and 35 km in the y-direction with the maximum water depth of 675 m. With the chosen grid arrangement, the final number of cells for the simulations is 39.4 million. All simulations are performed with 256 Intel Sandy Bridge cores (2.6 GHz)
on the supercomputer Vilje for 12800 s. The long-crested wave and short-crested wave simulations take 32.0 and 32.1 hours respectively. The free surface at 12800 s in the simulations of wave propagation into Bjørnafjord with narrow spreading short-crested irregular wave input is shown in Fig. 4.23. The frequency of the field also varies significantly inside the fjord at wave gauges G16 to G18, especially in the low frequency range. The new wave spectrum inside the fjord is shown in Fig. 4.24. The emerging new wave frequencies create significant challenges for the floating structures. The low frequency waves contribute to the low frequency drift (Faltinsen (1999)) for the mooring system and the high frequency waves might cause resonant excitations such as ringing (Faltinsen et al. (1995); Faltinsen (1999)).
4.5 REEF3D open-source hydrodynamics framework

4.5.1 Paper 7: A comparison of different wave modelling techniques in an open-source hydrodynamic framework

The three models, REEF3D::CFD, REEF3D::SFLOW and REEF3D::FNPF are compared in this paper. Since they all share the same numerical framework, the comparison should be relatively objective and offer insights on the differences in numerical performance and their most suitable area of applications.

For example, the test case of wave propagation over a submerged bar (Beji and Battjes (1993)) is simulated with all models with the same setting. The time series are plotted together in Fig. 4.25. Both REEF3D::CFD and REEF3D::FNPF are able to represent the de-shoaling process while REEF3D::SFLOW is restricted by the water depth.

The test case of wave breaking over a mild slope (Ting and Kirby (1995)) is also simulated with all models. The comparison of the free surface at wave gauge 2 and 3 before and after breaking show that all models are able to capture the correct location of wave breaking and dissipate the correct amount of energy near the shoreline. The comparison is shown in Fig. 4.26. However, the coastline algorithm in REEF3D::FNPF does not allow wave run-up over the slope.

A 3D wave breaking over a fringe reef is also simulated with all models. Here, REEF3D::CFD is the only wave model that is able to represent the geometry of the overturning wave breaker, which is shown in Fig. 4.27.

In terms of computational performance, the computational speed gains from REEF3D::SFLOW and REEF3D::FNPF in comparison to REEF3D::CFD are found to be by factors of about 10 and 40 respectively on average for 2D simulations and 60 and 800 respectively for the 3D simulation. The higher computational demands of the CFD model is compensated by that fact that it is the only model capable of representing the geometry of an overturning wave breaker accurately, which is important for studies on slamming load on structures.
Figure 4.26: Comparison between the simulated free surface elevation time series from the three REEF3D modules and the experiment measurements at all four wave gauges in the simulations of wave breaking over a mild slope.

Figure 4.27: Three-dimensional wave breaking over the reef in the numerical wave tank calculated using REEF3D::CFD
Chapter 5

Conclusions and Outlooks

5.1 Conclusions

The Ph.D. study was tasked with developing a numerical wave model that is computationally efficient, accurate, flexible and phase-resolved. The development includes the shallow water equations model REEF3D::SFLOW with a quadratic non-hydrostatic pressure profile and the fully non-linear potential flow model REEF3D::FNPF with a novel coastline algorithm. Both models show computational speed gains by factors of 10 to 800 in comparison to REEF3D::CFD, enabling large-scale simulations over long durations. The performance of REEF3D::SFLOW is limited by the water depth. However, the model shows high computational efficiency and accuracy in the shallow to intermediate water depth regions and allows wave run-up at the shoreline, making it a faster alternative for the study of swash zone dynamics. REEF3D::FNPF is found to be an ideal wave model that is fast, accurate and not restricted by water depth, bathymetry changes and irregular coastlines. Though the coastline algorithm solves the difficulty of including irregular coastlines, it also prohibits wave run-up. Therefore, the model is a wave propagation model that is not suitable for studies on swash zone dynamics.

It is concluded that REEF3D::FNPF is the ideal numerical wave model for the E39 fjord-crossing project as it fulfils all criteria that are required for accurate large-scale simulations of wave propagation into the Norwegian fjords:

- The model is computationally efficient. For example, the model completed the simulation of a 2D irregular wave field for a 12800 s (slightly longer than 3-hour) duration within 1.13 hours using 16 cores on the supercomputer Vilje (see details in Paper 2). The large-scale 3D short-crested wave modelling in Bjernafjord with the duration of 12800 s is completed within 32 hours using 256 cores on the supercomputer Vilje (see details in Paper 6). In this case, the domain size is 45 km in the x-direction and 35 km in the y-direction and the total number of cells is almost 40 million. It indicates a maximum simulation time to real time ratio of 10 for most Norwegian fjords using the available supercomputer resources in Norway.
• The model provides phase-resolved solutions. All simulation results using REEF3D::FNPF provide information on surface elevation and particle velocities. They represent all wave transformation phenomena including strong diffraction (for example, the wave propagation into Mehamn harbour with breakwaters). See details in Paper 5) and provide time domain information.

• The model is accurate in representing a large range of wave propagation transformation phenomena. The model has been verified and validated with several benchmark cases (see details in Papers 2, 5 and 6) as well as large-scale engineering scenarios (see details in Papers 5 and 6). These tests prove the modelling capability of accurately simulating regular waves, bi-chromatic waves and long-crested and short-crested irregular wave propagation, wave shoaling, wave decomposition, wave de-shoaling, wave refraction, wave diffraction as well as wave breaking.

• The model is very flexible regarding the coastal topography. The model is not limited by water depth conditions, varying bathymetry and irregular shorelines. The effective coastline algorithm provides a universal solution for irregular coastline inclusion and distinguishes REEF3D::FNPF from other potential flow models. The flexibility is demonstrated with the simulations of Mehamn harbour and Flatøya in Paper 5 and Sulafjord and Bjornafjord in Paper 6.

• The model is open-source. Just as all models developed in the REEF3D framework, the source code of the model is made freely available from www.reef3d.com. This brings the research transparency and maximises the impact on academics, industry and society.

The procedure for numerical wave analysis in the Norwegian fjords is suggested as the following: The results from the phase-averaged wave models, the in-situ measurements and the hindcast wave data in the offshore area can be used as input waves in REEF3D::FNPF. Then REEF3D::FNPF carries out the phase-resolved simulation in the nearshore area as well as inside the fjords. Here, a customisable number of wave gauges can be arranged in the numerical wave model that provide time series at multiple locations. This information can then be used for the analysis of many properties of the wave fields as well as floating structure response. The schematics of the wave modelling in the Norwegian fjord is shown in Fig. 5.1

During the Ph.D. study, REEF3D has been transformed from an open-source CFD code to an open-source hydrodynamics framework. Even though REEF3D::CFD and REEF3D::SFLOW are not suggested for the large-scale wave modelling at the Norwegian coast for the E39 project, their own features enable the research results to be applied to a wider range of applications beyond the E39 project. For example REEF3D::SFLOW can also be sued for shallow water coastal wave modelling as well as the study on morphology along the coastline. REEF3D::CFD can be used for wave-structure interaction (WSI). As a summary, the characteristics and featured applications of the present models are summarised in Table 5.1.
Figure 5.1: Wave propagation strategy for E39.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>3D</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>High Detail</td>
</tr>
<tr>
<td>SFLOW</td>
<td>2D</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td></td>
<td>Low Detail</td>
</tr>
<tr>
<td>FNPF</td>
<td>3D</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td></td>
<td>Low Speed</td>
</tr>
<tr>
<td>WSI and O.B.</td>
<td>3D</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>High Speed</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of wave models in REEF3D

5.2 Outlook

In the future, the proposed wave propagation model REEF3D::FNPF will be further tested with engineering scenarios. The numerical results will be compared with in-situ measurements as well as industrial standards. These studies will bring further improvement to the model. Every model in REEF3D has its own features, the coupling among them is beneficial for many applications. Other marine environmental factors such as wind and current should be included in the wave models. The suggested further works are summarised as below:

- Coupling between REEF3D models. Different models have their own strengths and limitations, the coupling between the models combine their advantages. For example, the coupling between REEF3D::FNPF and REEF3D::CFD will transfer the wave field information from REEF3D::FNPF to REEF3D::CFD and thus allow for the representation of wave slamming and the consequent studies on the impact loads on structures.

- Including wind and current in the wave propagation model. Wind waves and current are two of the main factors that influence the wave field inside the
fjords. Including the effects of wind and current on the wave fields is one of the demanding features to be implemented in the framework.

• Further applications of REEF3D::FNPF in engineering scenarios and compare the results with in-situ measurements.

• Further development with REEF3D::SFLOW for coastal morphology studies.
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Abstract

Phase-resolved information is necessary for many coastal wave problems, for example, for the wave conditions in the vicinity of harbour structures. Two-dimensional (2D) depth-averaging shallow water models are commonly used to obtain a phase-resolved solution near the coast. These models are in general more computationally effective compared to computational fluid dynamics (CFD) software and will be even more capable if equipped with a parallelised code. In the current paper, a 2D wave model solving the depth-averaged continuity equation and the Euler equations is implemented in the open-source hydrodynamic code REEF3D. The model is based on a non-hydrostatic extension and a quadratic vertical pressure profile assumption which provides a better approximation of the frequency dispersion. It is the first model of its kind to employ high-order discretisation schemes and to be fully parallelised following the domain decomposition strategy. Wave generation and absorption are achieved with a relaxation method. The simulations of non-linear long wave propagations and transformations over non-constant bathymetries are presented. The results are compared to benchmark wave propagation cases. A large-scale wave propagation simulation over realistic irregular topography is shown to demonstrate the model’s capability of solving operational large-scale problems.

Keywords: wave modelling; numerical simulation; shallow water equations; dynamic pressure; quadratic profile
1 Introduction

Phase-resolved wave modelling is required for many applications in coastal engineering. It enables a time-domain analysis and presents more details for complex free-surface phenomena. Many efforts have been made to solve the Navier-Stokes equations for water waves with the fast development of computational infrastructures and the application of parallel computation techniques. Various methods have been used to capture the free-surface, such as the volume-of-fluid method (Jacobsen et al. (2012); Higuera et al. (2013a); Hirt and Nichols (1981)), the level set method (Bihs et al. (2016); Osher and Sethian (1988)) and the smooth particle hydrodynamics method (Dalrymple and Rogers (2006); Altomare et al. (2017); Chow et al. (2019)). Navier-Stokes solvers in combination with one of the aforementioned free-surface treatment methods are able to provide high-resolution results for complicated marine free-surface flows and near-field wave hydrodynamics. One example that is closely related to the current work is the open-source hydrodynamics model REEF3D. In Kamath et al. (2016), the solver was used to analyse non-breaking wave forces on various configurations of multiple vertical circular cylinders. Further simulations of marine fluid-structure interaction were performed for semi-submerged horizontal circular cylinders in tandem (Ong et al. (2017)), and non-linear marine hydrodynamics were investigated in detail (Aggarwal et al. (2018)). Broader applications of the model are also seen on the sediment transport analysis (Ahmad et al. (2018)) and the coastal infrastructure design (Sasikumar et al. (2018)). Typically, these simulations require relatively fine three-dimensional grids and are, therefore, more computationally demanding.

Phase-resolved modelling of the far-field wave field is important for delivering a realistic wave generation boundary condition for higher resolution near-field wave modelling. However, the far-field wave propagation towards the coast is a large-scale phenomenon, which puts a limitation on the application of the Navier-Stokes approach in spite of the increasing computational capacities. Less computationally demanding models are required to model the far-field large-scale phase-resolved wave propagation efficiently. As most coastal areas share relatively shallower water conditions, depth-averaged shallow water models have been favoured for the coastal wave modelling. These models are essentially two-dimensional and, thus, require less cells. The advances of such models have been focused on developing numerical methods to accurately capture the frequency dispersion relation and the non-linearity when the water depth increases or a rapidly varying bathymetry is involved. A common representative of shallow water models is the Boussinesq-type wave model (Madsen et al. (1991); Nwogu (1993)). Here, the lack of vertical flow information is compensated through the Boussinesq terms which help to calculate the correct frequency dispersion of the waves. This approach is valid from shallow to deep water, depending on the order of the Boussinesq terms (Lynett and Liu (200451)). However, higher-order mixed time-space derivatives in the Boussinesq equations tend to cause numerical instabilities. More recently, the possibility of using non-hydrostatic shallow equations with a single layer or multiple layers in the vertical direction has been explored by Zijlema and Stelling (Stelling and Zijlema (2003); Zijlema et al. (2005); Zijlema and Stelling (2008); Zijlema et al. (2011a)). With an increasing number of vertical layers, the flow information in the vertical direction is better resolved. However, it has been shown previously that the increase of vertical layers leads to a significant increase in computational costs. For example, Monteban (2016) observed that the simulation time using two layers is nearly 10 times compared to that using a single layer. Cui et al. (2014) improved the two-layer approach such that it has similar computational efficiency as a one-layer counterpart and, yet, main-
taining a high linear dispersion accuracy. While the commonly used vertical pressure profile is linear, a quadratic pressure approach has been presented by Jeschke et al. (2017). It is stated that, with an approximation of a proposed quadratic vertical pressure profile, the model can achieve at least a good equivalence to existing fully non-linear weakly dispersive Boussinesq models (Jeschke et al. (2017)). This method presents itself as an attractive alternative for modelling shallow water waves, while potentially avoiding the numerical instabilities due to higher-order terms in a Boussinesq-type model and the increased computational costs from a larger number of vertical layers in a multi-layer non-hydrostatic model. However, only simple scenarios such as one-dimensional (1D) standing waves and progressive solitary waves over a flat bottom have been investigated previously (Jeschke et al. (2017)). Here, several terms of the derived equations are neglected which leaves the final question of reliability open. It is reported by Jeschke (2018) that it is challenging to incorporate the vital term involving the varying bathymetry into her numerical model. As a result, the model’s accuracy is seen to be less ideal than the theoretical expectations when changing bottom is present. Therefore, this paper includes a numerical procedure to discretise this term appropriately. This enables the authors to emphasise the accuracy gain from the quadratic pressure approximation for non-constant bathymetries.

The accuracy of shallow water models has been improved over the last years. High-order numerical schemes are employed in the development of Boussinesq-types models. Wei and Kirby (1995) applied a 4th-order accurate AdamsBashforthMoulton (ABM) scheme for the time discretisation and a mixed 4th-order and 2nd-order scheme for the spatial discretisation. Shi et al. (2012) employed a mixed finite volume and finite difference method using a 4th-order accurate MUSCL (Monotone Upstream-centered Schemes for Conservation Laws) reconstruction technique for the advection term and a 3rd-order Runge-Kutta scheme for temporal discretisation. However, few high-order implementations are presented for non-hydrostatic models. Zijlema et al. (2011b) present their model using a 2nd-order discretisation scheme in space and a 2nd-order leapfrog algorithm in time. Jeschke et al. (2017) implement the quadratic pressure model with the 2nd-order \( P_1^{NC} - P_1 \) finite element method (Hanert et al. (2005); Roux and Pouliqu (2008)) for the advection terms and a Leapfrog method for the time stepping. In a recent development, Jeschke (2018) also implemented a 2nd-order discontinuous Galerkin scheme in the model. Thus, high-order numerical implementations are left to be fulfilled in order to advance the development of non-hydrostatic models.

In addition, parallel computations are incorporated in many shallow water models in case of computationally demanding simulations. Shi et al. (2012) presents a parallelized Boussinesq model following the domain decomposition strategy with a Message Passing Interface (MPI). Good scaling characteristic is observed up to 48 cores. Zijlema et al. (2011b) also uses the same parallelisation technique and achieve linear scalability up to 8 cores. However, the newly proposed quadratic pressure approximation (Jeschke et al. (2017)) has not been incorporated into any parallel code. A good scalability up to hundreds of processors is also not presented in the literature regarding shallow water models in general. For large-scale operational engineering applications, such scalability is in great demand.

Ensuring high-quality input waves is another important aspect in the development of a shallow water model. The typical practice is to impose the surface elevation and the depth-averaged velocities to the boundary (Madsen et al. (1991); Nwogu (1993); Wei et al. (1995); Zijlema et al. (2011b); Shi et al. (2012); Chen et al. (2003)). Periodic boundary conditions are also widely used, for example, a spatial periodic boundary condition is applied by Madsen
et al. (2002), and a double periodic boundary condition is implemented in (Jeschke et al. (2017)). Another popular wave generation method is the relaxation method (Mayer et al. (1998); Jacobsen et al. (2012)) which has high flexibility and tends to result in less reflected waves (Miquel et al. (2018)). This method has been widely implemented in Navier-Stokes solvers (Azimi et al. (2014)) but remains absent in the development of shallow water models. The feasibility of using a relaxation method for the wave generation and absorption in a non-hydrostatic shallow water model remains to be explored.

In the presented paper, REEF3D::SFLOW is introduced as a novel non-hydrostatic shallow water model following the quadratic pressure approximation (Jeschke et al. (2017)). Developed as a part of the REEF3D framework, the proposed model has direct access to all the existing numerical schemes and parallelisation algorithms in REEF3D. Thus, the model presents itself as the first non-hydrostatic shallow water model with high-order discretisation schemes, for example, a 5th-order Weighted-Essentially-Non-Oscillatory (WENO) scheme in spatial discretisation and a 3rd to 4th-order Runge-Kutta scheme for the temporal discretisation. The model also innovatively employs the relaxation method (Jacobsen et al. (2012)) for the wave generation and absorption. With a model equipped with high-order numerical methods, this paper presents for the first time the simulations of non-linear long wave propagations over varying bathymetries using the quadratic pressure approximation. In these simulations, the equations with the depth-related terms are solved and the overall performance gain from the quadratic pressure approximation is investigated comprehensively. Computational scalability up to multi-hundred cores is demonstrated with the proposed model. An expanded validation process is then presented, including several well-known benchmark cases incorporating wave propagation over changing topographies and wave-structure interactions. Additionally, a large-scale coastal wave propagation over a natural topography is presented to demonstrate the model’s capability for engineering applications.

2 Numerical Theory

The mass and momentum conservation for an incompressible inviscid flow leads to the continuity and Euler equations in three dimensions:

\[ \frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} + \frac{\partial W}{\partial z} = 0, \tag{1} \]

\[ \frac{\partial U}{\partial t} + U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} + W \frac{\partial U}{\partial z} = -\frac{1}{\rho} \frac{\partial P_T}{\partial x}, \tag{2} \]

\[ \frac{\partial V}{\partial t} + U \frac{\partial V}{\partial x} + V \frac{\partial V}{\partial y} + W \frac{\partial V}{\partial z} = -\frac{1}{\rho} \frac{\partial P_T}{\partial y}, \tag{3} \]

\[ \frac{\partial W}{\partial t} + U \frac{\partial W}{\partial x} + V \frac{\partial W}{\partial y} + W \frac{\partial W}{\partial z} = -\frac{1}{\rho} \frac{\partial P_T}{\partial z} - g. \tag{4} \]

where $U$, $V$ and $W$ are velocities in $x$, $y$ and $z$ directions, $\rho$ is the constant density, $P_T$ represents the total pressure and $g$ is the gravitational acceleration. Additional source terms such as bottom friction and turbulent stresses are omitted here but are straightforward to include if needed.

The water depth $h = d + \zeta$ consists of two parts: the still water depth $d$ and the free-surface elevation $\zeta$, as displayed in Fig. 1. Defining the horizontal velocity vector as $\mathbf{U} = (U, V)$, the
kinematic boundary conditions at the free-surface and the bottom are:

\[ W|_\zeta = \frac{\partial \zeta}{\partial t} + U|_\zeta \cdot \nabla \zeta, \quad (5) \]

\[ W|_{-d} = -U|_{-d} \cdot \nabla d. \quad (6) \]

Figure 1: Basic definitions in the shallow water model: the water depth \( h \), the still water depth \( d \), the free-surface elevation \( \zeta \), the coordinates system and the schematics of the assumed linear pressure profile and quadratic pressure approximation

The shallow water assumption, i.e. the horizontal acceleration is much greater than the vertical acceleration, implies a hydrostatic pressure. In order to get a hydrodynamic pressure correction, the total pressure \( P_T \) is assumed to consist of a hydrostatic part \( P \) and a hydrodynamic part \( Q \). The pressure and its boundary condition at the free-surface is given by:

\[ P_T = P + Q = \rho g (\zeta - z) + Q, \quad (7) \]

\[ P_T|_\zeta = P|_\zeta = Q|_\zeta = 0. \quad (8) \]

The velocities and the dynamic pressure are depth-averaged by integrating over the water depth:

\[ u = (u, v) = \frac{1}{h} \int_{-d}^{\zeta} U \, d \, z; \quad w = \frac{1}{h} \int_{-d}^{\zeta} W \, d \, z; \quad q = \frac{1}{h} \int_{-d}^{\zeta} Q \, d \, z \quad (9) \]

In contrast to previous models (Zijlema et al. (2011 b)), where the pressure is solved at the bottom, the proposed model consists of only depth-averaged quantities. A relation between the depth-averaged pressure \( q \) and the pressure at the bottom \( Q|_{-d} \) needs to be defined in order to close the system. If the linear pressure profile (Stelling and Zijlema (2003); Zijlema et al. (2011 b)) is assumed, the pressure at the bottom is simply twice the depth-averaged pressure, or:

\[ Q|_{-d} = 2q. \quad (10) \]
Consequently, the governing equations with only depth-averaged variables are:

$$\frac{\partial \zeta}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = 0,$$

(11)

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -g \frac{\partial \zeta}{\partial x} - \frac{1}{\rho h} \left( \frac{\partial hq}{\partial x} - 2w \frac{\partial d}{\partial x} \right),$$

(12)

$$\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -g \frac{\partial \zeta}{\partial y} - \frac{1}{\rho h} \left( \frac{\partial hq}{\partial y} - 2w \frac{\partial d}{\partial y} \right),$$

(13)

$$\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} = \frac{2q}{\rho h},$$

(14)

Jeschke et al. (2017) replaces the linear assumption with a quadratic vertical pressure profile as shown in Eqn. (15).

$$Q|_{-d} = \frac{3}{2} q + \frac{1}{4} \rho b \Phi,$$

(15)

$$\Phi = -\nabla d \cdot (u \cdot \nabla u) - u \cdot \nabla (\nabla d) \cdot u.$$  

(16)

Following the quadratic assumption, the governing equations with depth-averaged variables become:

$$\frac{\partial \zeta}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = 0,$$

(17)

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -g \frac{\partial \zeta}{\partial x} - \frac{1}{\rho h} \left( \frac{\partial hq}{\partial x} - \left( \frac{3}{2} q + \frac{1}{4} \rho b \Phi \right) \frac{\partial d}{\partial x} \right),$$

(18)

$$\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -g \frac{\partial \zeta}{\partial y} - \frac{1}{\rho h} \left( \frac{\partial hq}{\partial y} - \left( \frac{3}{2} q + \frac{1}{4} \rho b \Phi \right) \frac{\partial d}{\partial y} \right),$$

(19)

$$\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} = \frac{1}{\rho h} \left( \frac{3}{2} q + \frac{1}{4} \rho b \Phi \right).$$

(20)

The governing equations with the boundary conditions are solved on a structured staggered grid using a finite difference method (FDM). Chorin’s projection method (Chorin (1968)) is applied for the solution of the velocities. The 5th-order conservative finite difference Weighted-Essentially-Non-Oscillatory (WENO) scheme proposed by Jiang and Shu (1996) is used for the discretisation of convective terms for the velocities $u, v$ and $w$. The Total-Variation-Diminishing (TVD) 3rd-order Runge-Kutta explicit time scheme developed by Shu and Osher (1988) is employed for time discretisation. It involves the calculation of the spatial derivatives and the dynamics pressure three times per time step. The information containing pressure is solved using the Poisson equation:

$$\frac{h_p}{\rho} \left( \frac{\partial^2 q}{\partial x^2} + \frac{\partial^2 q}{\partial y^2} \right) - \frac{2q}{\rho h_p} = \frac{1}{\partial x \partial t} \left( -h_p \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) - w \frac{\partial d}{\partial x} - v \frac{\partial d}{\partial y} \right),$$

(21)

Here, the parameter $h_p$ denotes the water level in the centre of the cell. In a staggered grid arrangement, this is where the dynamic pressure $q$, the vertical velocities $w$ and the free surface location $\zeta$ are solved. The horizontal velocities are solved at the faces of the cells.

The high-performance solver library HYPRE (Hypre (2015)) is employed to solve the Poisson pressure equation using the PFMG-preconditioned BiCGStab algorithm (Ashey and Flagout
The dynamic pressure $q$ is then used to correct the velocities in a correction step. Hence, the corrections of the velocities with the quadratic pressure approximation are

$$
\begin{align*}
u^{n+1} &= u^* + \Delta t \left( \frac{3}{2} \frac{q^{n+1}}{\rho h_p} \frac{\partial d}{\partial x} + \frac{1}{4} \Phi \frac{\partial d}{\partial x} \right), \\
v^{n+1} &= v^* + \Delta t \left( \frac{3}{2} \frac{q^{n+1}}{\rho h_p} \frac{\partial d}{\partial y} + \frac{1}{4} \Phi \frac{\partial d}{\partial y} \right), \\
w^{n+1} &= w^* + \Delta t \left( \frac{3}{2} \frac{q^{n+1}}{\rho h_p} + \frac{1}{4} \Phi \right).
\end{align*}
$$

where $u^*, v^*, w^*$ are intermediate-step velocities with only hydrostatic pressure.

The term $\Phi$ on the right-hand side of Eqn. (18) to Eqn. (20) is treated with a procedure following the principles of the fractional step method of Le and Moin (1991). Assuming the dynamic pressure does not change significantly within one Runge-Kutta sub-step, the intermediate velocities $u^*, v^*, w^*$ are corrected with the dynamic pressure gradients of the previous sub-step:

$$
\begin{align*}
u^{**} &= u^* - \frac{\partial q^{n,rk}}{\partial x}, \\
v^{**} &= v^* - \frac{\partial q^{n,rk}}{\partial y}, \\
w^{**} &= w^* - \frac{\partial q^{n,rk}}{\partial z},
\end{align*}
$$

where $q^{n,rk}$ is the dynamic pressure from the previous Runge-Kutta sub-step. The spatial derivatives of $\Phi$ are updated with the corrected velocities $u^{**}, v^{**}$ and $w^{**}$ in equation Eqn. 16, which is then inserted into Eqn. (22) to Eqn. (24) to obtain the velocities at the new time step. The time derivative term inside $\Phi$ is then calculated with simple finite differences:

$$
\begin{align*}
\partial_t u &= \frac{u^{**} - u^{n,rk}}{\alpha \Delta t}, \\
\partial_t v &= \frac{v^{**} - v^{n,rk}}{\alpha \Delta t}, \\
\partial_t w &= \frac{w^{**} - w^{n,rk}}{\alpha \Delta t},
\end{align*}
$$

where $\alpha$ is the increment factor of the corresponding Runge-Kutta sub-step and $u^{n,rk}, v^{n,rk}, w^{n,rk}$ are the velocities from the previous Runge-Kutta sub-step.

Parallel computation is enabled by decomposing the simulation domain into smaller sub-domains. The communication between these domains is achieved through a ghost cell approach. The message passing interface (MPI) is then used for the communication at the sub-domain boundaries.
The location of the free-surface $\zeta$ is determined based on the divergence of the depth-integrated horizontal velocities as given in Eqn. (17). The free-surface is reconstructed using the 5th-order WENO scheme (Jiang and Shu (1996)). The solutions of the stencils are weighted, i.e. a coefficient or weight is assigned to the solution of each stencil. The scheme assigns the largest weight to the smoothest solution and can therefore handle large-gradient free-surface changes caused by the varying bathymetry. As an example, the discretised form of Eqn. (17) in x-direction is presented in Eqn. (32).

$$\frac{\zeta^{n+1} - \zeta^n}{\Delta t} + \frac{\hat{h}_{i+1/2}^{n+1/2} \hat{n}_{i+1/2} - \hat{h}_{i-1/2}^{n} \hat{n}_{i-1/2}^{n+1/2}}{\Delta x} = 0,$$  \tag{32}

where $\hat{h}_{i+1/2}^{n}$ is the water level at the cell face $i+1/2$, $\hat{h}_{i+1/2}^{n+1/2}$ is reconstructed with the WENO procedure:

$$\hat{h}_{i+1/2}^\pm = \omega_1^\pm \hat{h}_{i+1/2}^{n+1/2} + \omega_2^\pm \hat{h}_{i+1/2}^{n+1/2} + \omega_3^\pm \hat{h}_{i+1/2}^{n+1/2}.$$  \tag{33}

The $\pm$ sign indicates the upwind direction. The nonlinear weights $\omega_1^\pm$ are calculated for each ENO stencil based on the smoothness indicators (Jiang and Shu (1996)). For the upwind direction in the positive i-direction, the three possible ENO stencils $\hat{h}^1$, $\hat{h}^2$ and $\hat{h}^3$ are:

$$\hat{h}_{i+1/2}^{1-} = \frac{1}{3} \hat{h}_{i-1} - \frac{7}{6} \hat{h}_{i} \frac{1}{6} \hat{h}_{i+1},$$  \tag{34}

$$\hat{h}_{i+1/2}^{2-} = - \frac{1}{6} \hat{h}_{i-1} + \frac{5}{6} \hat{h}_{i} + \frac{1}{3} \hat{h}_{i+1},$$  \tag{35}

$$\hat{h}_{i+1/2}^{2+} = \frac{1}{3} \hat{h}_{i} + \frac{5}{6} \hat{h}_{i+1} - \frac{1}{6} \hat{h}_{i+2}.$$  \tag{36}

Wetting and drying are handled by setting the velocities in cells below a certain user-defined threshold of the water level to zero:

$$\begin{cases}
u = 0, & \text{if } \hat{h}_{i} < \text{threshold}, \\
u = 0, & \text{if } \hat{h}_{i} < \text{threshold}.
\end{cases}$$  \tag{37}

The default threshold is set to be 0.00005 m, which is used throughout the presented work. The approach tracks the variation of the shoreline accurately and avoids numerical instabilities by ensuring non-negative water depth (Stelling and Duinmeijer (2003); Zijlema and Stelling (2008)).

Wave generation and absorption are carried out with the relaxation method as described in Bihs et al. (2016). The relaxation function formulated by Jacobsen (Jacobsen et al. (2012)) is used in the proposed model:

$$\Gamma(\hat{x}) = 1 - e^{(\hat{x})^{2} - 1} \text{ for } \hat{x} \in [0;1],$$  \tag{38}

where $\hat{x}$ is scaled to the length of the relaxation zone. The velocities $u, v$, the surface elevation $\zeta$ and the pressure $p$ are increased to the analytical values in the wave generation zone and reduced to zero or initial still wave values in the wave energy dissipation zone:

$$u(\hat{x})_{\text{relaxed}} = \Gamma(\hat{x}) u_{\text{analytical}} + (1 - \Gamma(\hat{x})) u_{\text{computational}},$$  \tag{39}

$$v(\hat{x})_{\text{relaxed}} = \Gamma(\hat{x}) v_{\text{analytical}} + (1 - \Gamma(\hat{x})) v_{\text{computational}},$$  \tag{40}

$$\zeta(\hat{x})_{\text{relaxed}} = \Gamma(\hat{x}) \zeta_{\text{analytical}} + (1 - \Gamma(\hat{x})) \zeta_{\text{computational}},$$  \tag{41}

$$p(\hat{x})_{\text{relaxed}} = \Gamma(\hat{x}) p_{\text{analytical}} + (1 - \Gamma(\hat{x})) p_{\text{computational}}.$$  \tag{42}
All types of wave theories, type of wavemakers and wave signal input available in the existing code are applicable to the proposed shallow water model as well.

A breaking wave criterion is introduced (The SWASH Team (2017)) to represent the wave breaking process. The wave breaking is initialised when the vertical velocity of the free-surface exceeds a fraction of the shallow water celerity:

$$\frac{\partial \zeta}{\partial t} > \alpha \sqrt{gh}.$$  (43)

At the same time, the dynamic pressure is neglected and remains so at the front of the breaker. For the persistence of the wave breaking, the coefficient $\beta$ (0 $< \beta < \alpha$) is introduced in Eqn. (43) instead of $\alpha$ to stop the wave breaking process. The computations become non-hydrostatic again when the vertical velocity of the free-surface falls out of the range of the criterium. $\alpha = 0.6$ and $\beta = 0.3$ are recommended as they work well with most of the waves (The SWASH Team (2017)). By introducing the wave breaking criterion and removing the dynamic pressure during breaking, the momentum is well conserved, the energy dissipation is well represented and the asymmetry and skewness of non-linearity are respected (The SWASH Team (2017)).

3 Verification

The proposed numerical model REEF3D::SFLOW is first verified for the wave propagation in a 28 m long one-dimensional flume as shown in Fig. 2. The wave generation zone of one wavelength is at the inlet of the flume, and a wave energy dissipation zone of two wavelengths is located at the outlet. Four different wave cases are simulated with the proposed model.

3.1 Linear progressive wave propagation over constant bathymetry

First, a linear wave (Dean and Dalrymple (1991b)) of wave height $H = 0.02$ m and wavelength $L = 4$ m is simulated for 60 s. The water depth is constant at 0.5 m, correspondingly $kd = 0.25\pi$. A grid convergence study is initially performed with the cell sizes of 0.01 m, 0.02 m, 0.04 m and 0.08 m. Only one cell exits in the y-direction and its size equals to that in the x-direction. The Courant-Friedrichs-Lewy (CFL) number is kept constant at 0.2 for all cases. The wave profiles obtained using different cell sizes at $t = 90$ s are compared in Fig. 3a. As can be seen, $dx = 0.04$ m and $dx = 0.08$ m under-predict the wave height and show minor phase differences. The cell size of $dx = 0.02$ m represents the wave propagation sufficiently well, with a similar result as $dx = 0.01$ m. The average wave heights of the last ten wave periods in the time series at the wave gauge at $x = 14.5$ m from the inlet boundary are used to quantify the grid convergence property. The relative error between the averaged wave height and the theoretical value together with the L2 norm of the absolute errors are summarised in Table 2. A monotonic reduction of the error can be observed with the refinement of the grids.

Further, a series of simulations are performed with different CFL numbers of 0.1, 0.2, 0.3 and 0.4 to investigate the impact of the time step. For this purpose, a constant cell size of 0.02 m is utilized. The different wave profiles at $t = 90$ s are compared in Fig. 3b. All tested CFL numbers represent the phase information well in comparison to the theoretical wave. For $CFL = 0.3$ and 0.4, the wave height seems to reduce. The wave height information is better represented for $CFL = 0.1$ and 0.2, while an over-estimation of wave crest is noticed.
with $CFL = 0.1$ in the chosen time frame. The relative errors and the L2 norms of errors are summarised in Table 1. $CFL$ number of 0.2 matches both the trough and crest well and errors approach to the ones with $CFL$ number 0.1. As a result, $CFL = 0.2$ will be used in all the following simulations of this paper. Fig. 4a shows that the linear progressive wave is well represented by the solver at an intermediate water depth. Both, the wave height and phase are matching satisfactorily. It is also noticeable that the relaxation method dissipates the wave energy well at the wave energy dissipation zone where the surface elevation remains constant at the still water level and no artificial reflection is observed.

The advantage of the quadratic pressure approximation is demonstrated by comparing the surface elevation with quadratic pressure approximation with the linear pressure profile in Stelling and Zijlema (2003); Zijlema et al. (2011b) (see Fig. 4b). It is observed that, with a linear pressure assumption, the wave phase starts to shift shortly after the waves propagate outside the generation zone. In contrast, the quadratic pressure approximation improves the phase accuracy significantly and approximates the theoretical value more precisely due to a better representation of dispersion.

![Figure 2: The numerical wave tank set-up of the 1D flume for linear progressive waves, view from the side. The left-hand side is the wave generation zone of one wavelength, the right-hand side is the wave energy dissipation zone of two wavelengths. The water depth is constant at 0.5 m.](image)

![Figure 3: The convergence study of the linear progressive wave simulation in a 1D wave flume with REEF3D::SFLOW: (a) grid convergence study (CFL number is kept constant 0.2), (b) time step convergence study.](image)
Figure 4: The wave surface elevation profiles at $t = 90$ s with a linear wave of wave height $H = 0.02$ m, wavelength $L = 4$ m, cell size $dx = 0.02$ m and $CFL = 0.2$: (a) quadratic pressure approximation in the vertical direction; (b) comparison between quadratic pressure approximation and linear pressure profile in the vertical direction.

Table 1: The spatial discretisation error analysis for the progressive linear wave simulation.

<table>
<thead>
<tr>
<th>$dx$ (m)</th>
<th>$H$ (m)</th>
<th>relative error</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>0.0186</td>
<td>-7.00%</td>
<td>0.0046</td>
</tr>
<tr>
<td>0.04</td>
<td>0.0193</td>
<td>-3.50%</td>
<td>0.0023</td>
</tr>
<tr>
<td>0.02</td>
<td>0.0196</td>
<td>-2.00%</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0197</td>
<td>-1.50%</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

Table 2: The CFL error analysis for progressive linear wave simulation.

<table>
<thead>
<tr>
<th>CFL</th>
<th>$H$ (m)</th>
<th>relative error</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.0192</td>
<td>-4.00%</td>
<td>0.0024</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0194</td>
<td>-3.00%</td>
<td>0.0019</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0196</td>
<td>-2.00%</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0197</td>
<td>-1.50%</td>
<td>0.0009</td>
</tr>
</tbody>
</table>

3.2 2nd-order Stokes wave propagation over constant bathymetry

Next, a 2nd-order Stokes wave (Dean and Dalrymple (1991b)) of $H = 0.1$ m and $L = 4$ m is simulated in the same 1D numerical flume. The grid convergences study is presented in Fig. 5a. Similar to the previous study, the cell size $dx = 0.02$ m is found to be suitable for this case. The average wave height of the last ten periods are again used for the convergence study. The relative errors and $L^2$ norms of the absolute error for different grids are summarised in Table 3. With the quadratic pressure approximation, the asymmetry due to the high-order approximation is well presented, and both, the wave height and phase match well with the theory. It shows that the model provides a good representation of the non-linearity of progressive waves. In comparison, the simulation with linear pressure profile shows an increasing difference in phase over time compared to the theoretical result.
Figure 5: (a) Grid convergence study for the 2nd-order Stokes progressive wave with the wave height $H = 0.1$ m, the wavelength $L = 4$ m and $CFL = 0.2$. (b) The wave surface elevation profile at $t = 90$ s with the cell size $dx = 0.02$ m. The two horizontal solid black lines represent the theoretical wave envelope.

Table 3: The spatial discretisation error analysis for progressive 2nd-order Stokes wave simulation.

<table>
<thead>
<tr>
<th>dx (m)</th>
<th>$H$ (m)</th>
<th>relative error</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>0.0957</td>
<td>-4.30 %</td>
<td>0.0136</td>
</tr>
<tr>
<td>0.04</td>
<td>0.0991</td>
<td>-0.90 %</td>
<td>0.0030</td>
</tr>
<tr>
<td>0.02</td>
<td>0.1003</td>
<td>0.30 %</td>
<td>0.0010</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1011</td>
<td>1.10 %</td>
<td>0.0035</td>
</tr>
</tbody>
</table>

3.3 Cnoidal wave propagation over constant bathymetry

A 5th-order cnoidal wave (Korteweg and de Vries (1895); Dean and Dalrymple (1991b)) of $H = 0.21$ m and $L = 4$ m is investigated in the 1D numerical flume to test steep periodic wave propagation in shallow water. The steepness of the wave is $H/L = 0.0525$, the wave length to depth ratio is $H/d = 0.42$ which is about 65% of the breaking limit suggested by Laitone (1960). As shown in Fig. 6a, $dx = 0.02$ m is still a suitable cell size to capture the wave surface elevation accurately despite the increased wave steepness. Following the same methodology as in section 3.1, the relative error and $L^2$ norms are computed and shown in Table 4. The wave profiles obtained with the quadratic pressure approximation and the linear pressure assumption are also compared in Fig. 6b. The wave troughs start to show slight deformation while the crests are still well preserved with the wave height to depth ratio closer to the breaking limit. The geometry of the steep cnoidal wave is kept constant during the propagation. It is also observed that the phase misalignment from the linear pressure assumption amplifies with the increase of wave steepness because the linear pressure profile assumption deviates further from the physical pressure distribution.
Figure 6: (a) The grid convergence study for the 5th-order cnoidal progressive wave with the wave height \( H = 0.21 \, \text{m} \), the wavelength \( L = 4 \, \text{m} \) and \( CFL = 0.2 \). (b) The wave surface elevation profile at \( t = 90 \, \text{s} \) with the cell size \( dx = 0.02 \, \text{m} \). The two horizontal solid black lines represent the theoretical wave envelope.

### Table 4: The spatial discretisation error analysis for progressive cnoidal wave simulation.

<table>
<thead>
<tr>
<th>( dx ) (m)</th>
<th>( H ) (m)</th>
<th>relative error</th>
<th>L2 error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>0.1719</td>
<td>-18.14 %</td>
<td>0.0978</td>
</tr>
<tr>
<td>0.04</td>
<td>0.1958</td>
<td>-6.76 %</td>
<td>0.0449</td>
</tr>
<tr>
<td>0.02</td>
<td>0.2047</td>
<td>-2.52 %</td>
<td>0.0168</td>
</tr>
<tr>
<td>0.01</td>
<td>0.2110</td>
<td>0.48 %</td>
<td>0.0031</td>
</tr>
</tbody>
</table>

### 3.4 Solitary wave propagation over constant bathymetry

A solitary wave (Munk (1949); Dean and Dalrymple (1991b)) propagation over a constant bathymetry is simulated for 60 s in a 1D flume of 100 m length. The input wave height is \( H = 0.05 \, \text{m} \), and the constant water depth is \( d = 0.5 \, \text{m} \). A wave generation zone of 4 m and a wave energy dissipation zone of 8 m are allocated at the inlet and the outlet of the flume. The comparison of the wave profiles at \( t = 90 \, \text{s} \) simulated with different grids is shown in Fig. 7a. The relative errors and L2 norms are also computed and shown in Table 5.

Further, simulations with the quadratic pressure approximation and the linear pressure assumption are simulated with \( dx = 0.02 \, \text{m} \). The numerical computations are compared to the analytical values at propagation time 10 s, 20 s, 30 s and 40 s, shown in Fig. 7b. It is seen that the numerical results with the quadratic pressure remain in good agreement during the entire wave propagation process. Small amplitude waves propagate in opposite direction and trailing waves start to form during the simulation with the linear pressure. Simultaneously, the wave height increases during the process due to weaker dispersion from the linear assumption. These findings are in agreement with the investigations of Jeschke et al. (2017).
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Figure 7: (a) The grid convergence study for the solitary wave propagation with the wave height $H = 0.05$ m, the wavelength $L = 100$ m and $CFL = 0.2$. (b) Comparison of the analytical surface elevation of the solitary wave with the simulation results of the quadratic and linear vertical pressure profile after a propagation time of 10 s, 20 s, 30 s and 40 s (from left to right).

Table 5: The spatial discretisation error analysis for progressive solitary wave simulation.

<table>
<thead>
<tr>
<th>dx (m)</th>
<th>$H$ (m)</th>
<th>relative error</th>
<th>$L^2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>0.0473</td>
<td>-5.40 %</td>
<td>0.0027</td>
</tr>
<tr>
<td>0.04</td>
<td>0.0483</td>
<td>-3.40 %</td>
<td>0.0017</td>
</tr>
<tr>
<td>0.02</td>
<td>0.0487</td>
<td>-2.60 %</td>
<td>0.0013</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0490</td>
<td>-2.00 %</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

The model’s scaling capacity is investigated by conducting a series of simulations for 500 time step iterations with the number of processors being 16, 32, 64, 128, 256 and 512 on the supercomputer Vilje. The dimension of the computational domain is $(10000$ m $\times 1000$ m $\times 10$ m). The input wave is a 2nd-order Stokes wave of wave height $H = 5$ m and wavelength $L = 100$ m. A cell size of $dx = 1$ m is used, resulting in 10 million cells in total. It is empirically assumed that the scaling is linear within 16 processors, i.e. one physical node on the cluster. Therefore, the computation time with one processor is linearly extrapolated from the 16-processor simulation. The computational speed of the one-processor simulation is considered as the base reference. The simulation time on one processor divided by the simulation time on multiple processors is defined as a speed-up factor. The relation between the speed-up factor and the number of processors as well as the number of cells per processor are plotted in Fig. 8. It shows that the performance increases almost linearly with the number of processors within the chosen range.

4 Validations and Applications

The evolution of waves over a non-constant bathymetry is complicated, and the performance gain from the quadratic pressure approximation in a general setting was recommended as future work by Jeschke et al. (2017). To fill the research gap, wave propagations over non-constant bathymetries of various configurations are simulated and validated with the available experimental data. A wave-structure interaction study is also validated against the bench-
4.1 Wave propagation over a submerged bar

First, the well-known benchmark case of wave propagation over a submerged bar (Beji and Battjes (1993)) is tested. The configuration of the numerical set-up based on the experiment is shown in Fig. 9. A 2D wave tank of 38 m is equipped with a wave generation zone of 5 m to the left end and a wave energy dissipation zone of 9.5 m to the right end. The beginning of the submerged bar is located 6 m downstream from the wave generation zone. Eight wave gauges are located above the submerged bar with the x-coordinates being 11 m, 16 m, 17 m, 18 m, 19 m, 20 m, 21 m and 22 m, as shown in Fig. 9. The incident wave height is $H = 0.021$ m, and the wave period is $T = 2.525$ s. A grid convergence study is performed at gauge 2 and 6, before and after the crest of the submerged bar, as shown in Fig. 10i and Fig. 10j. A cell size of $dx = 0.02$ m is found to sufficiently represent the phenomena and shows good agreement with the experimental data. A simulation time of 60 s is used.

The numerically predicted time series of the surface elevations at gauge 1 to gauge 8 are compared with the experimental data in Fig. 10. The results match well with the experimental measurements before the waves reach the submerged bar and during the shoaling process, for example at gauges 1 and 2. It demonstrates that the model can represent the dispersion relations well with changing bathymetry. At the crest of the bar, no wave breaking happens but the wave decomposition takes place and results in higher harmonic wave components. The wave decomposition phenomenon is observed at wave gauges 3 to 5, where the numerical results show accurate agreement with the experimental measurements as well. On top of the relatively steep downslope, the waves undergo a de-shoaling process as the water depth increases. During this process, it is observed that the numerical results start to show differences.
in phase from the experimental data. The discrepancies accumulate from wave gauge 6 to wave gauge 7. When the waves reach wave gauge 8, a significant difference is observed. This shows a less discussed limitation of existing shallow water approximations for de-shoaling processes. Furthermore, the results are also compared between the quadratic and the linear pressure profile assumptions. As an example, the comparisons of the surface elevations at gauge 3 and 5 are shown in Fig. 11. At both gauges, the quadratic assumption shows good alignment in phase with the experiment, while the linear assumption tends to predict a faster moving wave front. The observation is consistent with the investigation in section 3.

Figure 9: The numerical wave tank set-up of the wave propagation over a submerged bar, view from the side. The water depth is constant at 0.4 m. The locations of the wave elevation gauges are marked with short vertical line segments from 1 to 8. The grey-shaded object is the submerged bar. A wave generation zone of 5 m and a wave energy dissipation zone of 9.5 m are located at the left end and right end of the tank respectively.

4.2 Solitary wave interaction with a rectangular abutment

In this benchmark study, the solitary wave interaction with a surface-piercing rectangular abutment is investigated. Based on the experiments (Higuera et al. (2013b); Lara et al. (2012)), the numerical wave tank is defined as shown in Fig. 12. The tank is 23.86 m long, 0.58 m wide and 0.9 m deep. The still water level is constant at 0.45 m. A wave generation zone of 3.93 m is placed at the left end of the numerical wave tank to cover the effective wave length of the solitary wave (Dean and Dalrymple (1991a)), and a fully reflective wall is placed at the right end. A 3rd-order solitary wave (Grimshaw (1971)) with a wave height of 0.1 m is generated in the wave generation zone. The front face of the abutment is located 14.86 m from the beginning of the tank. Nine wave gauges are located upstream, sideways and downstream of the abutment, as shown in Fig. 12. For the grid convergence study, three different cell sizes $dx = 0.05$ m, 0.1 m and 0.2 m are used. All cases are simulated for 30 s to allow enough time for the reflected wave to interact with the abutment and propagate back to the generation zone.

The simulated time series at all wave gauges are compared to those from the experiments as shown in Fig. 13. The first peak in the distributions is the result of the incoming solitary wave impact on the abutment. After the incident solitary wave passes the abutment, it is reflected from the wall at the end of the tank and interact with the abutment again, resulting in the second peak. The grid convergence study shown in Fig. 13j is performed at gauge 7, which is located at the downstream side of the abutment. At this location, both, the
Figure 10: The surface elevations of the wave transformation over a submerged bar. (a)-(h) show the surface elevations at different wave gauges at $t = 60$ s, black lines are from laboratory experiments, red lines are results of REEF3D::SFLOW. The cell size $dx = 0.02$ m and $CFL = 0.2$. (i) and (j) are grid convergence study at wave gauge 4 and 6. (part 1)
Figure 10: The surface elevations of the wave transformation over a submerged bar. (a)-(h) show the surface elevations at different wave gauges at $t = 60$ s, black lines are from laboratory experiments, red lines are results of REEF3D::SFLOW. The cell size $dx = 0.02$ m and $CFL = 0.2$. (i) and (j) are grid convergence study at wave gauge 4 and 6. (part 2)

Figure 11: The comparison of the surface elevation between the quadratic and linear pressure profile assumptions at gauge 3 (a) and gauge 5 (b) in the simulation of wave propagation over a submerged bar.
interaction between the structure and the incoming waves and the properties of the reflected waves can be well observed. It indicates that the cell size \( dx = 0.05 \text{ m} \) sufficiently captures the details of the wave pattern and gives good results compared to the experiments. At gauge 1 and 2, the first peaks show the solitary wave propagates without much interruption and, therefore, preserves its wave height. A second minor peak is noticed right after the peak which is due to the partially reflected waves from the abutment. Gauge 3 shows an increase of the wave height due to the narrowing of the channel, while gauge 4 presents a further increase of the peak because of the interaction with the abutment. The peaks increase to about 0.11 m and 0.13 m at gauge 3 and 4 respectively. Since gauge 5 is located in the constricted part of the channel, the flow velocity increases and the pressure decreases. As a consequence, the wave surface drops. At gauge 6, the first peak occurs right after the wave crest passes the abutment while the depth-averaged solution tends to smooth out the results in the sheltered region behind the abutment. At gauge 8 and 9, two peaks of equal heights are observed, indicating that the reflected wave shares the same wave height as the incoming wave. This shows that there is no damping of the soliton and the model provides an accurate representation of the solitary wave propagation. Similarly, the two peaks also share similar height at gauge 7, where no wave transformations occur before and after the wave reflects from the vertical wall. When the reflected wave reaches the abutment, a second peak occurs at gauge 6. After the reflected wave passes the abutment, gauge 4 also witnesses the second peak. In general, the wave patterns from gauge 6 and gauge 4 mirror each other.

Finally, the second peak at wave gauge 5 and the first peak at wave gauge 7 are compared with the quadratic and the linear pressure approximation in Fig. 14. Similar to the previous observations, the linear approximation predicts a increased phase velocity while the quadratic approximation matches the experiment well in phase.

Figure 12: The numerical wave tank set-up of the solitary wave interaction with a rectangular abutment in a view from above. The grey-shaded object is the abutment. The following three groups of wave gauges share the same y-coordinate: wave gauges 1,3,7; wave gauges 4,6 and the wave gauges 2,8,9. A wave generation zone of 3.93 m is located on the left-hand side, the solid wall is located on the right-hand side to allow full reflection of the waves.

The details of the free-surface during this process is also visualised in Fig. 15. Fig. 15a shows the free-surface at simulation time \( t = 7 \text{ s} \), right before the solitary wave reaches the abutment. The solitary wave preserves its waveform. After the wave passes the abutment, a vortex is observed at the downstream behind the abutment, as can be seen in Fig. 15b. When the reflected wave reaches back towards the abutment from the right-hand side, the wave crest meets the vortex from the last interaction before a second interaction, as seen in
Figure 13: Wave surface elevation at the wave gauges are shown in (a)-(i). The input solitary wave has a wave height of $H = 0.1$ m. The black dashed lines are from laboratory experiments, red solid lines are results from REEF3D::SFLOW. The cell size is $dx = 0.05$ m and $CFL = 0.2$ is used. (j) shows the grid convergence study.
Figure 14: The comparison of the surface elevation between the quadratic and linear pressure profile approximation at gauge 5 (a) and gauge 7 (b) in the simulation of solitary wave interaction with a rectangular abutment.

Fig. 15c. After the reflected wave passes the abutment, two vortices are observed on both sides of the abutment. Fig. 13 reveals that the resolution of the vortex is smoothed out at gauge 4 and 6, while the other wave gauges are well represented.

Figure 15: Surface elevation of the input and reflected wave interaction with the rectangular abutment, (a) right before the input solitary wave reaches the abutment, (b) right after the input solitary wave passes the abutment, (c) right before the reflected wave reaches the abutment from the right-hand side, (d) right after the reflected wave passes the abutment.

It might be interesting to notice that the 2D shallow water model is as accurate as the CFD study in (Bihs et al. (2016)) except for the vortices representation in the wakes of the abutment. Here, the results of simulations based on the 3D Navier-Stokes equations show a slightly better match with the experiments. The cost of the computational resource,
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however, is significantly lower using the proposed shallow water model. This benchmark case is simulated with 16 processors on the Vilje supercomputer about 56 times faster than the 3D simulation with the same configuration.

4.3 Plunging breaking waves over a sloping bed

In section 4.1, non-breaking waves over a submerged bar are modelled. In a more extreme situation, where the shoaling is so strong that the wave steepness increases over a certain threshold, the wavefront becomes unstable and breaking takes place. The numerical wave tank is initialised based on the experiments in (Ting and Kirby (1994, 1996)) to model a breaking wave scenario. The wave tank has a total length of 40 m and a height of 1 m. A wave generation zone of 9.8 m is located at the inlet of the tank; a wave energy dissipation zone of the same length is arranged at the outlet. An inclined bed with a slope of 1:35 is located 4 m away from the wave generation zone. The obstacle increases to 0.748 m at the right end of the tank. The water depth is constant at 0.4 m. Wave gauges 1-4 are located on the slope, 10 m, 11 m, 12 m and 12.3 m away from the wave generation zone respectively. A 5th-order cnoidal wave with wave height $H = 0.128$ m and wave period $T = 5$ s is propagated in this simulation, which is supposed to result in a plunging breaker on the slope according to the experiment. A simulation time of 40 s is used.

The sensitivity to the grid resolution is investigated with different cell sizes of $dx = 0.0025$ m, 0.005 m, 0.01 m, 0.02 m and 0.05 m. The wave surface elevation at wave gauge 4 is chosen for comparing the results from different cell sizes. As can be seen in Fig. 17e, the simulations capture very steep wavefronts as well as instabilities at the wave crest with all cell sizes. It is not possible to observe the over-turning process because the shallow water model represents the free-surface with a single-valued function. Though, a vertical wavefront and instability at the wave crest indicates the breaking process. The view on the wave crest is shown in more detail in Fig. 17f, where it is visible that $dx = 0.005$ m captures the peak values most accurately. The simulated wave elevations at different wave gauges with $dx = 0.005$ m are compared to the experimental data in Fig. 17 in order to assess the model’s capacity to resolve the surf-zone wave transformations. The wave crests increase significantly when the waves propagate from gauge 1 to gauge 2, showing an increasing shoaling process. As the waves evolve on the slope, an unstable wave crest is seen at gauge 3 and the wave height decreases slightly compared to that at gauge 2. The instability at the crest remains as the waves approach gauge 4 and a further decrease of the wave crest is noticed. These time series suggest that the breaking happens between gauge 2 and 3. To identify the breaking point, the wave elevation profile at different time are compared in the same plot (Fig. 18). It is seen that at $x = 21.580$ m, the wave crest is the highest while the wavefront becomes vertical for the first time indicating the location of the breaking point. Correspondingly, a breaking height of $h_b = 0.208$ m is measured at $x = 21.580$ m. In the experiment, the breaking point is detected at $x = 21.595$ m and a breaking height of $h_b = 0.196$ m is measured. Both, the predicted breaking point and are very close to that in the experiment. The wave surface elevation profile is illustrated in Fig. 19. As can be seen in Fig. 19a, the wave height increases significantly, the wave shape becomes narrower, the crest becomes unstable and the wavefront becomes vertical, indicating a breaking process. At a later time, the wave energy dissipates and the wave height decreases dramatically. An attempt to simulate the breaking wave using the linear pressure approximation leads to a numerical failure. It indicates that the quadratic
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Figure 16: The numerical wave tank set-up of the wave breaking over a sloping bed, view from the side. The water depth is constant at 0.5 m, the grey-shaded object is the sloping bed with a slope of 1:35. Four wave gauges are arranged near the breaking point.

4.4 Large scaling numerical modelling of coastal waves near Mehamn harbour

The previous benchmark studies have quantitatively examined the capacities of the proposed model. In this section, the wave propagation in a large domain with real topography is simulated to show the model’s computational efficiency and its capacity for operational engineering applications. The chosen scenario is Mehamn harbour in northern Norway, highlighted by a black box in Fig. 20. The harbour is the north-most Hutigruten harbour and it is connected to the open sea to the north and relatively well protected from the west and the east. The bathymetry outside the harbour has a mostly intermediate water depth condition with moderate changes of topography. The computational domain is 10.5 km in the east-west direction and 14 km in the north-south direction, with the deepest water depth being 147.5 m. The site is exposed to swell from the open sea. An estimated regular wave of height $H = 4.5$ m and period $T = 15$ s is generated at the northern boundary. The wetting and drying scheme over the complex bathymetry is included. A cell size of 5 m is used in the simulation, resulting in 5.88 million cells. In the case of a 3D simulation with Navier-Stokes solver, such a configuration will result in 246.96 million cells assuming a uniform grid. This simulation of wave propagation in Mehamn harbour takes about 4.2 hours for 1000 s simulation time with 256 cores on the Vilje supercomputer.

The wave surface elevation at simulation time $t = 650$ s is shown in Fig. 21b. Strongly reflected waves can be seen at the tips of the peninsulas that reach out northwards into the ocean. Stripes of submerged reefs in the north-south directions create strong shoaling, as higher waves are shown to be following the same pattern of the submerged reefs. When the waves propagate southwards, refraction occurs and bend the wave rays towards the shore. When the waves start to reach the harbour, the narrowing entry causes diffraction. A fraction of the diffracted waves manages to bypass the curve-shaped peninsulas and enter the inner harbour. The complicated wave transformations and their interactions are well demonstrated in the simulation results.

Finally, the model’s computational performance including a complicated bathymetry with wetting and drying and the breaking algorithm is determined in a similar manner as described
Figure 17: Wave surface elevations of wave breaking over a sloping bed. The input wave is a $5^{th}$-order cnoidal wave with a wave height of $H = 0.128$ m and a wave period of $T = 5$ s. The cell size is $dx = 0.005$ m and $CFL = 0.2$ is used. Black dashed lines are from laboratory experiments, red solid lines are results from REEF3D::SFLOW.

Figure 18: The wavefront evolution near the wave breaking point, from the numerical simulation with $dx = 0.005$ m. When the wavefront turns vertical for the first time, shown as a red curve, the breaking and overturning process starts.
Figure 19: The wave surface elevation profiles along the x-direction. (a) the breaking wave at $t = 34.75$ s, as highlighted by a box of a dashed frame. (b) after the wave breaking, at $t = 37.50$ s, the wave height reduces and the wave keeps running up the sloping bed, as highlighted by a box of dashed lines.

in section 2. The simulations are conducted for 500 iterations with the number of processors fixed to 16, 32, 64, 128, 256 and 512 on the supercomputer Vilje. The computational time with one processor is linearly extrapolated from the 16-processor simulation and is used as a base reference for the speed-up factor. The relation between the speed-up factor and the number of processors as well as the number of cells per processor are then plotted in Fig. 22. It shows that with the presence of a complex topography and the wetting-drying scheme, the model is as computationally efficient as with a constant bottom within 200 processors, while it slows down compared to the ideal scaling characteristics afterwards.

Figure 20: The illustration of the simulated region outside Mehamn harbour in northern Norway. The harbour is highlighted by a black box.

5 Conclusion

The shallow water model REEF3D::SFLOW has been presented in this paper. The model solves the depth-averaged shallow water equations with non-hydrostatic extensions and a quadratic vertical pressure profile approximation (Jeschke et al. (2017)). In comparison to well-known Boussinesq-type models, the proposed model treats the pressure terms differently. A typical Boussinesq model adds higher-order terms to express the hydrodynamic pressure. The proposed model adds non-hydrostatic extensions to the shallow water equations and
The wave propagation towards the Mehamn harbour in the numerical simulation with a 2nd-order Stokes wave of wave height $H = 4.5$ m and wave period $T = 15$ s. The cell size is $dx = 5.0$ m and $CFL = 0.2$ is used. (a) The topography in the simulation; (b) The surface elevation at simulation time $t = 650$ s.

The performance of the parallel computation, shown as a relation between the speed-up factor in reference to the single-processor simulation for 500 iterations versus the number of processors and the number of cells per processor.
solves for the hydrodynamic pressure explicitly from a Poisson equation. This equation is solved iteratively using an implicit scheme. Thus, the proposed model offers simpler numerics and indicates higher numerical stability by avoiding the high-order pressure terms of a Boussinesq model. The current model assumes a quadratic pressure approximation for a better representation of dispersion and always solves the depth-averaged pressure. This is in contrast to the multi-layer approach that uses vertical layers to represent dispersion and solves the pressure at the lower layer interface. Thereby, the presented approach saves the additional computational costs from the increasing number of layers.

High-order numerical methods are incorporated into the new model. Consequently, it is the first model with the quadratic pressure approximation that combines high-order schemes and fully parallelised computation. The wave generation and absorption are achieved using a relaxation method, which is absent in the current literature. The approach proves to generate various wave types with correct amplitude and dispersion, and no artificial reflections are observed in the numerical wave tank. The accuracy of the high-order scheme is confirmed for 1D and 2D wave propagation cases with a constant bathymetry. The 2D large-scale simulation of a wave propagation over constant bathymetry presents a near-linear scaling of the computational speed with an increasing number of processors up to 512. Further, the model shows an almost linear scaling up to 128 processors if a natural topography is included in the numerical wave tank. The speed-up is reduced with a further increase of computational units due to the complex boundary treatment from the topography.

Overall, the study confirms the advantage of the quadratic pressure approximation over the linear pressure assumption for multiple validation cases. The linear pressure assumption leads to an overshooting phase velocity for all the regular wave tests in the manuscripts. It also causes a secondary wave during the solitary wave propagation. The quadratic pressure approximation improves the phase information for progressive waves significantly and removes the unrealistic free-surface disturbances.

A key advancement presented in the current work is the inclusion of the varying bathymetry and structures in a non-hydrostatic shallow water model with the quadratic pressure approximation. A fractional step method is applied in the proposed numerical model in order to meet the challenge of incorporating the term $\Phi$ that appears in the bottom pressure calculation. Thus, the simulations of the nonlinear long wave propagation over varying topographies using a non-hydrostatic model with the quadratic pressure assumption are possible for the first time. The wave transformations over varying topography are well represented and in good agreement with the experimental data. The model can represent the complex free-surface during wave-structure interactions and predicts the breaking wave height and locations accurately. The quadratic pressure approximation again provides a better representation of the free-surface than the linear pressure assumption for the wave propagation over varying bathymetries. The challenges of representing the de-shoaling process using a non-hydrostatic shallow water model is also discussed, and the study confirms the findings from previous research (Dingemans (1994)).

It can be concluded that, within the applicable range of the quadratic assumption (Jeschke et al. (2017)), the quadratic pressure approximation presents better results both with a constant and a varying bathymetry. The large-scale engineering application shows a good computational scaling character with the wetting and drying of complex topography included. In general, the model presents itself as a good alternative to shallow water modelling with robust and efficient numerical methods. The model also serves as an additional option within
Wang, W. et al., 2020

the hydrodynamics code REEF3D. As a consequence, an integrated wave modelling cascade is more easily adaptable because different sub-models are developed on a single platform and the information exchange can be made more convenient.
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Abstract

In situations where the calculation of ocean wave propagation and impact on structures is required, fast numerical solvers are desired in order to find relevant wave events. Computational Fluid Dynamics (CFD) based Numerical Wave Tanks (NWT) emphasize on the hydrodynamic details such as fluid-structure interaction, which make them less ideal for the event identification due to the large computational resources involved. Therefore, a computationally efficient numerical wave model is needed to identify the events both for offshore deep-water wave fields and coastal wave fields where the bathymetry and coastline variations have strong impact on wave propagation. In the current paper a new numerical wave model is represented that solves the Laplace equation for the flow potential and the nonlinear kinematic and dynamics free surface boundary conditions. This approach requires reduced computational resources compared to CFD based NWTs. The resulting fully nonlinear potential flow solver REEF3D::FNPF uses a σ-coordinate grid for the computations. This allows the grid to follow the irregular bottom variation with great flexibility. The free surface boundary conditions are discretized using fifth-order WENO finite difference methods and the third-order TVD Runge-Kutta scheme for time stepping. The Laplace equation for the potential is solved with Hypres stabilized bi-conjugated gradient solver preconditioned with geometric multi-grid. REEF3D::FNPF is fully parallelized following the domain decomposition strategy and the MPI communication protocol. The numerical results agree well with the experimental measurements in all tested cases and the model proves to be efficient and accurate for both offshore and coastal conditions.
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1 Introduction

In the study of wave propagation and wave loads on offshore and coastal structures, phase-resolved wave modeling is often required, because it presents the details of the complicated free surface phenomena and enables a time domain analysis. A closer investigation of wave-structure interaction usually requires a Navier-Stokes solver to represent the complicated events involving turbulent flows. REEF3D is developed as an open-source hydrodynamic model specializing in the simulations of complex free surface flows (Bihs et al. (2016)). Its Navier-Stokes solver REEF3D::CFD has been widely used for various hydrodynamic studies. For example, the model is used for the regular wave interaction with surface piercing circular cylinder arrays (Kamath et al. (2016)), wave interaction with horizontal semi-submersible cylinders in tandem (Ong et al. (2017)) and multi-directional irregular wave interaction with a large-diameter cylinder (Wang et al. (2018)). The modular design of the model enables a flexible implementation of extensions. As a result, the model is also seen in a broader range of applications, such as the sediment transport analysis (Ahmad et al. (2018)) and the coastal infrastructure design (Sasikumar et al. (2018)). However, such computations tend to require a high resolution of the computational domain and therefore require more computational resources and longer simulation time. In order to identify relevant wave events close to the structures, a large-scale simulation is demanded, where a faster numerical model is needed.

In the far-field wave domain, fast two-dimensional shallow water models have been developed for fast phase-resolving wave modeling, such as widely used Boussinesq-type models (Madsen et al. (1991); Nwogu (1993)). However, the representation of the dispersion relation remains a challenge in deep water regions with such models. Turbulence and viscosity are normally not significant in the far-field domain. Therefore, a potential flow solver is ideal for a fast calculation of wave propagation in the far-field, especially in deep water conditions. The development of the potential flow solvers has focused on the representation of nonlinearity. One nonlinear wave model in the potential flow domain is the high-order spectrum (HOS) model (Ducrozet et al. (2012); Ducrozet et al. (2016)) where a high level of accuracy and computational efficiency are provided by a Fast Fourier Transform (FFT) solution. The model is proven to be efficient both in a numerical wave tank and in an open-ocean scenario. However, the development is challenged by an efficient representation of the fast varying bottom geometry.

Another approach is solving the Laplace equation with an enclosure of free surface boundary conditions and the bottom boundary condition. In the studies of Grilli et al. (1996) (Grilli (1996)), a high-order boundary element method (BEM) is used for various applications including wave propagation, shoaling, breaking and wave run-up. Correct representations of both the geometry and kinematics of strongly nonlinear waves are achieved with the highly nonlinear model where no approximations are introduced for the free surface boundary conditions. However, BEM approaches usually require explicit knowledge of a fundamental solution of the differential equations and case-specific mathematical analysis. A sharp discontinuity at the boundary, such as corners and edges may introduce singularities in the solution. In contrast to the BEM approach, Li and Fleming (1997) (Li and Fleming (1997)) were the first to propose a finite difference method (FDM) for the solution of the Laplace equation throughout the whole domain. A low-order multi-grid method is developed for an efficient and scalable solution of the fully nonlinear potential flow (FNPF) equations for water wave applications. Bingham et al. (2007) (Bingham and Zhang (2007)) further improved the model
using high-order finite differences. In 2008, OceanWave3D (Engsig-Karup et al. (2009)) was introduced as a fully nonlinear and dispersive free surface wave model for 3D nonlinear water waves. Adaptive and curvilinear meshes are employed in the model, offering flexibilities with respect to geometry. The model has also been extended to study wave-structure interactions (Engsig-Karup and Bingham (2009); Ducrozet et al. (2014)). However, the mesh generation with curvilinear mesh can be challenging with the appearance of complicated solid boundaries in the computational domain. Other FNPF models have also been developed in 2D or 3D, as presented in (Janssen et al. (2010); Mehmood et al. (2015, 2016)). These FNPF models are able to simulate strongly nonlinear wave generation, propagation and transformation, up to wave overturning (Janssen et al. (2010)). Recently, much attention has also been put on improving the computational capacity of the FNPF models. For example, an OceanWave3D version equipped with a GPU-based parallelization was introduced in 2012 (Engsig-Karup et al. (2012)). Further explanations of the GPU implementations on heterogeneous many-core architectures can be found in (Engsig-Karup et al. (2013)) and (Glimberg et al. (2013)). The model achieves an applaudable computational efficiency, but also requires specific GPU infrastructure.

There is a lack of potential flow model that represents both non-linear wave phenomena at offshore and wave transformation at coastal area with irregular varying topography, as well as supporting High Performance Computation (HPC) with multiple processors. In this paper, a fully nonlinear potential flow solver REEF3D::FNPF is introduced in the numerical framework of REEF3D. The computations are performed with a finite difference method on a \( \sigma \)-coordinate grid. Since the model is coded in REEF3D, the existing robust numerical schemes in REEF3D are straightforward accessible to the proposed model. For example, the model is equipped with high-order discretization schemes and is fully parallelized with an MPI-based domain decomposition method. The presented paper describes the governing equations and the numerical implementations of the model. Then four test cases are shown to demonstrate its numerical performance. First, a linear progressive wave propagation over constant water depth is simulated. Then, the wave propagation over irregular topography is investigated by simulating the wave transformation over a submerged bar. Next, the evolution of a wave packet and the wave focusing is presented. Finally, a three-hour irregular wave simulation is performed. The simulated results are compared to theoretical values and experimental measurements. In the presented studies, the model shows a robust accuracy and cheerful computational efficiency.

2 Numerical Model

Governing equations

The governing equation for the flow calculations in the open-source fully non-linear potential flow code REEF3D::FNPF is the Laplace equation:

\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2} = 0 \tag{1}
\]

In order to solve for the velocity potential \( \phi \), this elliptic equation requires boundary conditions, where especially the ones at the free surface and the bed are of importance. At
the free surface, the fluid particles should remain at the surface and the pressure in the fluid
is equal to the atmospheric pressure. These conditions must hold true at the free surface at
time and they form the kinematic and dynamic boundary conditions at the free surface
respectively:

\[ \frac{\partial \eta}{\partial t} = - \frac{\partial \eta}{\partial x} \frac{\partial \phi}{\partial x} - \frac{\partial \eta}{\partial y} \frac{\partial \phi}{\partial y} + \tilde{w} \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right), \]  

(2)

\[ \frac{\partial \phi}{\partial t} = - \frac{1}{2} \left( \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 \right) + \frac{1}{2} \tilde{w}^2 \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right) - g \eta. \]  

(3)

where \( \tilde{\phi} = \phi(x, \eta, t) \) is the velocity potential at the free surface, \( x = (x, y) \) represents the
horizontal location and \( \tilde{w} \) is the vertical velocity at the free surface.

At the bottom, the fluid particle cannot penetrate the solid boundary, and therefore the
vertical water velocity must be zero at all times. This gives the bottom boundary condition:

\[ \frac{\partial \phi}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \phi}{\partial y} = 0, \quad z = -h. \]  

(4)

where \( h = h(x) \) is the water depth from the seabed to the still water level.

The Laplace equation, together with the enclosure of the boundary conditions are solved on
a flexible-order finite difference scheme on a \( \sigma \)-coordinate. The \( \sigma \)-coordinate can be transferred
from a Cartesian grid following:

\[ \sigma = \frac{z + h(x)}{\eta(x, t) + h(x)}. \]  

(5)

The velocity potential is denoted as \( \Phi \) after the \( \sigma \)-coordinate transformation. Then the
governing equations and boundary conditions in the \( \sigma \)-coordinate become:

\[ \Phi = \tilde{\phi}, \quad \sigma = 1; \]  

(6)

\[ \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \left( \frac{\partial^2 \sigma}{\partial x^2} + \frac{\partial^2 \sigma}{\partial y^2} \right) \frac{\partial \Phi}{\partial \sigma} + \frac{\partial \sigma}{\partial x} \frac{\partial \phi}{\partial x} \left( \frac{\partial \sigma}{\partial \sigma} \right)^2 + \frac{\partial \sigma}{\partial y} \frac{\partial \phi}{\partial y} \left( \frac{\partial \sigma}{\partial \sigma} \right)^2 + \frac{\partial^2 \Phi}{\partial \sigma^2} = 0, \quad 0 \leq \sigma < 1; \]  

(7)

\[ \left( \frac{\partial \sigma}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \sigma}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \sigma}{\partial y} \right) \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h}{\partial x} \frac{\partial \Phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \Phi}{\partial y} = 0, \quad \sigma = 0. \]  

(8)

Once the velocity potential \( \Phi \) is obtained in the \( \sigma \)-domain, the velocities can be calculated
as follows:
\[ u(x, z) = \frac{\partial \Phi (x, z)}{\partial x} = \frac{\partial \Phi (x, \sigma)}{\partial x} + \frac{\partial \sigma}{\partial x} \frac{\partial \Phi (x, \sigma)}{\partial \sigma}, \] (9)

\[ v(x, z) = \frac{\partial \Phi (x, z)}{\partial y} = \frac{\partial \Phi (x, \sigma)}{\partial y} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi (x, \sigma)}{\partial \sigma}, \] (10)

\[ w(x, z) = \frac{\partial \Phi (x, z)}{\partial z} = \frac{\partial \sigma}{\partial z} \frac{\partial \Phi (x, \sigma)}{\partial \sigma}. \] (11)

The waves are generated at the wave generation zone using the relaxation method (Mayer et al. (1998)). The relaxation function proposed by Jacobsen (Jacobsen et al. (2012)) is used in the model, as shown in Eqn. (12). In the wave generation zone, the free-surface elevation and velocities are ramped up to the designed theoretical values. In the numerical beach, a reverse process takes place and the flow properties are restored to hydrostatic values following the relaxation method.

\[ \Gamma(\tilde{x}) = 1 - \frac{e^{\tilde{x}^2/2}}{e - 1} \quad \text{for} \quad \tilde{x} \in [0; 1] \] (12)

where \( \tilde{x} \) is scaled to the length of the relaxation zone.

The Laplace equation is solved using the parallelized geometric multi-grid algorithm provided by hypre (van der Vorst (1992)). Second-order central differences are used for the discretization of the Laplace equation.

The calculation of wave propagation can be challenging because insufficient grid resolution can cause numerical diffusion which consequently leads to unphysical damping of the waves. In order to achieve the balance between the order of accuracy of the discretization methods and the numerical stability and efficiency, the model chooses the fifth-order WENO (weighted essentially non-oscillatory) scheme (Jiang and Shu (1996)) in the conservative finite-difference framework for the discretization of the convection terms. This scheme can handle large gradients accurately by taking local smoothness into account. The overall WENO discretization stencil consists of three local ENO-stencils, which are weighted depending on their smoothness, with the smoothest stencil contributing the most significantly.

For the time treatment for the free-surface boundary conditions, a third-order accurate TVD Runge-Kutta scheme (Shu and Osher (1988)) is used. Adaptive time stepping is used in order to determine the time step size while keeping a constant CFL number which is based on phase velocity.

The model is fully parallelized following the domain decomposition strategy. Ghost cells are used within the implemented domain decomposition framework for the parallelization. These ghost cells are updated with the values from the neighboring processors via MPI (Message Passing Interface).

3 Results

Linear wave propagation

At first, the proposed model is tested with wave propagation over a constant bottom. The two-dimensional (2D) numerical wave tank is 35 m long. The still water level is constant at
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0.4 m. The input wave is a linear wave at intermediate water depth. The wave height is 0.02 m and the wavelength is 3.73 m. A wave generation zone of one wavelength is located at the inlet of the tank to the left-hand side. A numerical beach of two wavelengths is located at the outlet of the tank to the right-hand side. The schematics of the numerical wave tank’s configuration is shown in Fig. 1.

![Figure 1: The configuration of the numerical wave tank for the linear wave propagation.](image)

To study the grid convergence property of the model, three simulations are performed with three different grid sizes. The finest grid uses 85 cells per wavelength, the intermediate grid allows 53 cells per wavelength, while the coarsest grid consists of 26 cells per wavelength. The wave profiles at \( t = 35 \) s from the three simulations are compared to the theoretical value in Fig. 2:

![Figure 2: The comparison of the wave profile at \( t = 35 \) s for the linear wave propagation. (a) the comparison along the whole tank, (b) a closer view at the wave profile.](image)

A Richardson extrapolation method is used to estimate the grid-independent numerical result, the spatial discretization error and the convergence rate. The average wave heights during 30 s simulations are used for the grid-convergence study. The fitted curve of the Richardson extrapolation is shown in Fig. 3. It is seen that the grid-independent average wave height is 0.01983 m, with an error of \(-0.833\%\) compared to the input theoretical value of 0.01983 m. The monotonic convergence rate is found to be 2.64, higher than second order.

Wave propagation over a submerged bar

In this section, the wave propagation over a submerged bar (Beji and Battjes (1993)) is tested. The 2D wave tank of 35 m is equipped with a wave generation zone of one wavelength 3.73 m at the inlet and a numerical beach of two wavelengths 8.73 m at the outlet. The still water level is 0.4 m. The submerged bar begins at \( x = 6 \) m and elevates following a slope of 1 : 20 until it reaches the top platform at \( x = 12 \) m, with a height of 0.3 m. It remains the height for 2 m before it starts a downwards slope of 1 : 10 and reaches the bottom of the tank at \( x = 17 \) m. Nine wave gauges are located at \( x = 4.0 \) m, 10.5 m, 12.5 m, 13.5 m, 14.5 m, 15.7 m, 17.3 m, 19.0 m and 21.0 m. The incident wave height is \( H = 0.02 \) m and the wavelength is \( L = 3.73 \) m. The
Figure 3: The grid convergence study following a Richardson extrapolation method for the linear wave propagation case.

Figure 4: The configuration of the numerical wave tank for wave propagation over a submerged bar.

A grid convergence study is performed at gauge 2 and 6, before and after the crest of the submerged bar, as shown in Fig. 5a and Fig. 5b. Three grids sizes are used in the study, giving 212, 106, 53, and 26 cells per incident wavelength. It is found that 212 cells per wavelength are sufficient to capture the wave transformation. A simulation time of 35 s is used. With 12 2.7 GHz cores on a Mac Pro with 32 GB memory, the simulation only takes 170 s. The time series at all nine wave gauges are compared to the experimental measurements, shown from Fig. 6a to Fig. 6i. The waves shoal over the uprising slope of the submerged bar.

A continuous increase of wave height is observed from gauge 1 to gauge 3. Gauge 4 and gauge 5 sees the beginning of the wave decomposition process, where higher frequency short wave components start to emerge. From gauge 6, the de-shoaling takes place, and the wave decomposition becomes more prominent. The velocity potential and the horizontal velocities in the numerical wave tank at \( t = 35 \) s is also shown in Fig. 7. With the chosen grid resolution, the evolution of the waves is well represented during the entire shoaling and the de-shoaling process, especially the complicated wave decomposition after the top of the bar. It is also noted that in order to resolve those short waves during the decomposition, a finer grid is needed compared to the previous study with a constant bottom in the previous section.
Figure 5: The grid convergence study at wave gauge 6 and wave gauge 8.

(a) Grid convergence at wave gauge 6
(b) Grid convergence at wave gauge 8

(a) wave gauge 1 at $x = 4.0$ m
(b) wave gauge 2 at $x = 10.5$ m
(c) wave gauge 3 at $x = 12.5$ m
(d) wave gauge 4 at $x = 13.5$ m
(e) wave gauge 5 at $x = 14.5$ m
(f) wave gauge 6 at $x = 15.7$ m
(g) wave gauge 7 at $x = 17.3$ m
(h) wave gauge 8 at $x = 19.0$ m
Figure 6: The comparison between the simulated time series and the experimental measurements at all wave gauges with the grid resolution $L/dx = 212$ in the numerical wave tank for the wave propagation over a submerged bar.

Figure 7: The velocity potential and the horizontal velocity in the numerical wave tank when the waves pass the submerged bar at $t = 35$ s.
In comparison, a CFD simulation requires a much finer grid and smaller time step to resolve the high-frequency wave components. In stead of 20000 cells used in the current simulation, a cell number of 1322000 is needed in a CFD simulation to achieve good representation of the wave propagation. With 12 cores on a Mac Pro, the CFD simulation takes about 17 hours instead of 170 s as with FNPF, a magnitude of 400 slower than the FNPF simulation for this case.

The focused wave from a wave packet

The model is tested with extreme wave event in this section. An experimental wave packet measured in the LargeWave Flume (GWK), Hannover, Germany (Clauss and Steinhagen (1999)) is used for the validation. Several tests in the experiment have been successfully reproduced with the CFD model REEF3D::CFD (Bihs et al. (2019)), including focused wave breaking. Here, a non-breaking focused wave is to be reproduced with the presented model REEF3D::FNPF. The physical wave tank in the experiment is a 300 m long channel with a still water level of $d = 4.01$ m. A Piston-type wavemaker is used to generate the wave packets such that the waves focus at a designed location and time. In the numerical test, a 2D numerical wave tank 250 m long with a water depth of $d = 4.01$ m is used. Following the arrangement from the experiment, the distance of the focus point and the time of focusing are $x_f = 126.21$ m and $t_f = 83$ s. The free surface elevations are measured at $x = 3.59$ m, $50.5$ m, $79.05$ m, $100.10$ m and $126.21$ m in the numerical wave tank. They are compared to the experimental observations as presented from Fig. 8a to Fig. 8e. The grid convergence study is shown in Fig. 9, where 30, 20 and 10 cells per shortest wavelength in the generated wave group are tested. It is found that 30 cells per shortest wavelength shows a nearly grid-independent result. With the chosen resolution, a 110 s simulation takes 1160 s with 2 processors on the same machine as shown in the previous section. At the focus location, the numerical error at the wave peak is 4.8%. In order to show the evolution of the wave packet, the wave profiles and the horizontal velocities in the computational domain are shown in Fig. 10 for the sampled time frames $t = 65$ s, $83$ s and $99$ s. At $t = 65$ s, the wave packet propagates from the wave generation zone, where a short wave is leading the wave train while the longer wave is chasing from behind. At $t = 83$ s, all the wave components superimpose into a focused wave with an amplified single peak with high velocities. At $t = 99$ s, the longer wave components surpass the shorter waves and the single peak decomposes into several components again. The entire process is clearly represented by the model.

Three-hour irregular wave

The advantage of the potential flow solver is more prominent for long-duration simulations for obtaining statistical properties of a sea state. In order to gather statistical information on a wave field, it is necessary to perform a three-hour simulation at full scale. This is computationally demanding for Naiver-Stokes solvers. In this section, the proposed potential flow model is used to simulation a three-hour irregular sea state at intermediate water depth. The input spectrum is a JONSWAP spectrum with a peak enhancement factor of 3.0. The input wave has a significant wave height of $H_s = 4.5$ m, and peak period of $T_p = 12.0$ s. A constant water depth of 40 m is used. The two-dimensional wave tank is 1760 m long, corresponding to 8 wavelengths based on the peak period. The frequency range of $[0.75\omega_p, 2\omega_p]$
Figure 8: The comparison between the simulated time series and the experimental measurements at all wave gauges in the numerical wave tank for the focusing wave packet.

Figure 9: The grid convergence study at the focusing point for the wave packet propagation.
simulation time is 12800 s, where the three-hour window from 2000 s to 12800 s is used for the data analysis. The wave elevation at the wave probe located five wave lengths (using the peak period) away is investigated for the chosen time window. The simulated spectrum is compared with the theoretical spectrum in Fig. 11. The horizontal velocity field of the simulation at $t = 12800$ s is shown in Fig. 12, where the surface elevation is amplified with a factor of 10 for visualisation purpose. With 16 cores on supercomputer Vilje, the 12800 s simulation takes only 1.13 hour, which is three times faster than real time. The calculated significant wave height in the numerical wave tank is 4.456 m, the peak period is 11.95 s. With a compensation of 1% wave energy, the significant wave height becomes 4.50 m, exactly the same as the input value. The simulated irregular wave match the input $H_s$, $T_p$ and the shape of the spectrum with high accuracy.

4 Conclusion

The presented work introduces a new flexible fully-nonlinear potential flow solver REEF3D::FNPF in the numerical framework of the open-source hydrodynamics model REEF3D. The proposed model solves the Laplace equation together with the free surface boundary conditions and the
bottom boundary condition using a finite difference method on a $\sigma$-coordinate system. The solution for the velocity potential is obtained with Hypres stabilized bi-conjugated gradient solver preconditioned with geometric multi-grid. High-order discretization schemes are used, such as a fifth-order WENO scheme in space and a third-order Runge-Kutta in time. The varying bottom is represented with the sigma coordinate grid. An efficient domain decomposition strategy is used for the parallel computation where the information between sub-domains is exchanged following an MPI protocol. The model is validated for the wave propagation over a submerged bar and the wave focusing from a wave packet. In both studies, the model provides favorable agreements with the experimental data. In addition, the model is able to perform simulations very fast with very limited computational resources, enabling complex simulations on personal computers or desktops. The model takes only one hour for the three-hour irregular wave simulation on 16 processors and obtained near identical statistical wave properties in comparison to the theoretical inputs. The model is proven to be accurate and computationally efficient for diverse and flexible scenarios with non-breaking waves. To further explore the model’s potential, large-scale wave propagation over irregular natural topography and irregular coastline are to be investigated. A robust wave breaking algorithm is also to be introduced in the model for future studies.
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Abstract

Nonlinear wave interactions and superpositions among the different wave components and wave groups in a random sea sometimes produce rogue waves that appear unexpectedly with extremely large wave heights. A good understanding of the generation and evolution of such extreme wave events is of great importance for the analysis of wave forces on marine structures. A fully nonlinear potential flow (FNPF) model is proposed in the presented paper to investigate the different factors that influence the wave focusing location, focusing time and focusing wave height in a numerical wave tank. Those factors include wave steepness, spectrum bandwidth, wave generation method, focused wave spectrum and wave spreading functions. The proposed model solves the Laplace equation together with the boundary conditions on a \( \sigma \)-coordinate grid using high-order discretisation schemes on a fully parallel computational framework. The model is validated against the focused wave experiments and thereafter used to obtain insights into the effects of the different factors. It is found that the wave steepness contributes to changing the location and time of focus significantly. Spectrum bandwidth and directional spreading affect the focusing wave height and profile, for example, a wider bandwidth and a wider directional spread lead to lower focusing wave height. A Neumann boundary condition represents the nonlinearity of the wave groups better than a relaxation method for wave generation.
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1 Introduction

Random seas consist of many incident wave components of different amplitudes, frequencies and phases. The nonlinear interactions among them may result in extreme waves that are much higher than that expected from the sea state in the region. Such large and unexpected extreme waves can exert tremendous forces on offshore structures. Understanding the generation and evolution of such waves is important for determining the wave loads on marine structures. One of the most renowned extreme events is the ‘New Year Wave’ recorded at the Draupner platform (Haver (2004)) where a maximum wave height of nearly 26 m was observed in a sea state with an measured significant wave height of 12 m. Afterwards, many efforts have been made to generate and reproduce such extreme events in both physical experiments and numerical wave tanks. Among those efforts, focused wave groups are considered as an efficient method to replicate extreme wave events.

Due to the stochastic nature of the sea state and extreme events, the basis for the generation of focused waves is the irregular wave theory. Lindgren (1970) presented a theoretical explanation for the wave generation through empirically studying the propagation of irregular wave groups. Based on his results, Tromans et al. (1991) suggested a practical spectrum for focused wave groups. The spectrum has a shape that is proportional to the auto-correlation function of the underlying random processes. This type of compact wave spectrum was later named the NewWave model. The NewWave model is based on the linear wave theory and wave spectra such as the JONSWAP and PM spectrum can be used to generate the irregular wave components for linear superposition. The NewWave method has been successfully applied to investigate irregular large waves both in deep (Jonathan and Taylor (1997)) and intermediate water depths (Taylor and Williams (2004)). The method has also been used for the studies of directional irregular seas and three-dimensional (3D) wave focusing in spreading seas (Jonathan and Taylor (1997); Bateman et al. (2001); Johannessen and Swan (2001)). Recently, researchers have further extended the NewWave theory to coastal applications in the shallow water domain, for example, wave run-up and flow kinematics at plane beaches (Borthwick et al. (2006); Whittaker et al. (2017)) and focused wave overtopping and forces on seawalls (Hunt (2003); Hunt-Raby et al. (2011); Whittaker et al. (2016, 2018); Hofland et al. (2014)). Another method for extreme wave generation is to use the transient wave packet approach, which has been validated during an experimental study in a wave flume (Clauss and Bergmann (1986)). The approach was later improved with increased flexibility, allowing a prediction of the wave train at any instant and location in a wave tank (Clauss and Kühnlein (1995)). It was further optimised to avoid premature breaking by adjusting the high-frequency components (Clauss and Kühnlein (1997)). Compared to the NewWave theory, the spectrum for the wave packet has a wider bandwidth and consists of more harmonic components of lower amplitudes relative to the focusing wave height. Consequently, a larger focusing wave height can be achieved and premature breaking is avoided.

Using different wave focusing theories, researchers have conducted many experiments to investigate different aspects of the evolution of focusing wave groups. Ning et al. (2009) performed an experiment in a wave flume to study the propagation of transient focusing wave groups with a range of different steepness. It is shown that the focusing point in time and space changes with varying wave steepnesses. Clauss and Steinhagen (1999) reported an ex-
Experimental study on the evolution of a wave packet at the Large Wave Flume (GWK) in Hannover and demonstrated a similar finding. Sriram et al. (2015) investigated the evolution of focused wave packet in intermediate and deep water condition using different paddle displacements for a piston-type wavemaker. The results using second-order corrected paddle motion and linear paddle motion are compared and it is found that the difference is more prominent for a broadband spectrum. Bai et al. (2018) reported an experiment to generate focused waves in a wave flume and used the measured data for the validation of a numerical model. Taylor and Williams (2004) analyzed the data set from the WACSIS measurement program (Forristall et al. (2004)). The authors paid special attention to the average shape of large crests and troughs and the vertical and horizontal asymmetry. It was shown that the NewWave theory fits the average shape of large waves well when the trough-crest asymmetry is accounted for. Buldakov et al. (2017) introduced a linearized amplitude spectrum methodology following the NewWave theory to produce focused waves up to weak breaking waves in a physical wave flume. They found that the steepness of the limiting breaking wave depends strongly on the choice of the wave group spectrum. Focused wave group interaction with offshore and coastal structures and the impact forces are also investigated in several experiments (Zang et al. (2010, 2006)). In a 3D wave basin, Johannessen and Swan (2001) performed a laboratory study on the influence of directionality on the transient focusing wave groups in a spreading sea. The experiments prove the effectiveness of the focusing wave theories and provide fundamental insights into the generation and evolution of focused waves. However, experiments are also limited by the capability of continuous measurement. Wave focusing is a transient phenomenon with a short duration, therefore, demands more dense measurements.

Many numerical models have been employed to investigate focusing wave groups. Ning et al. (2009) used the local surface elevation measurements from a physical experiment to drive the numerical solution in their numerical model using a high-order boundary element method (HOBEM). Bai and Taylor (2007) report their numerical study on the diffraction of a focusing wave group around a circular cylinder using a HOBEM model with a mixed Eulerian-Lagrangian approach. A similar approach has been discussed in detail by Grilli et al. (2001) and used for the modeling of different 3D focusing wave groups (Grilli et al. (2010)). Other studies on the 3D energy focusing in a spreading sea have also been performed following the BEM approach (Brandini and Grilli (2001); Fochesato et al. (2007)). However, the BEM approaches generally involve mathematic expressions that make them less flexible for handling complex boundaries. Wu and Taylor (1994) suggest that a finite element method requires less memory than a BEM method and is more computationally efficient as a result. Following the suggestions and formulations of Wu and Taylor (1995), Clauss and Steinhagen (1999) performed numerical simulations of nonlinear transient waves using a potential flow solver with a moving boundary finite element method. Good agreements were achieved in the validation process against their laboratory data. Boussinesq-type models (Madsen et al. (1991); Nwogu (1993)) can also be used for extreme sea states, especially for shallow water region. With higher order terms for hydrodynamic pressure, Boussinesq-type models can resolve better dispersion relation in deeper wave condition (Madsen et al. (2002)), often with increasing risks of numerical instabilities due to higher order derivatives. The double-layer approach developed by Chazel et al. (2009) reduces the order of derivatives in comparison to the traditional high-order Boussinesq models and still shows the ability of modelling deep water waves up to $kh = 10$. Other numerical methods based on Fast Fourier Transforms...
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(FFT) are also explored for a further increase in computational efficiency. A fully-nonlinear spectral model is applied systematically for simulating the focusing of directionally spread surface water waves in 3D (Bateman et al. (2001, 2003, 2012)). The model is based on a Neumann operator similar to the G-operator (Craig and Sulem (1993)) and only the velocity potential at the free surface is needed for the solution. Both the free surface elevation $\eta$ and velocity potential $\Phi$ are represented by a Fourier series and are advanced in time. The model is computationally efficient, as necessary spatial derivatives can be calculated rapidly using the FFT. However, the periodicity assumption is necessary to ensure that the spatial derivatives can be evaluated rapidly using FFT and this requirement is not necessarily physically realistic. Similarly, a high-order spectral (HOS) model is described and used in the simulation of 2D and 3D focused wave groups (Ducrozet et al. (2012); Bonnefoy et al. (2006a,b)).

The spectral based methods are generally effective but also require certain criteria for the boundary conditions. Another approach is to solve the Laplace equation directly. Bingham and Zhang (2007) used a finite difference scheme for solving the Laplace equation and recommended using stretched grid that is clustered towards the free surface in the vertical direction. Based on the research, Engsig-Karup and Bingham (2009) introduced a general purpose fully nonlinear potential flow model OceanWave3D for wave propagation over varying bottom with no water depth limits. The model uses curvilinear grid in the horizontal plane for irregular boundaries. This approach requires sophisticated grid treatment when the boundary geometry becomes complicated. Efforts have been made to combine the usage of finite difference methods and spectral methods. Yates and Benoit (2015) compared a spectral approach with a finite difference approach in the vertical direction and found that the spectral approach is more accurate and efficient in one-dimensional tests. Based on that, Raoult et al. (2016) and Zhang et al. (2019) introduced the model Whisper3D that combines a finite difference scheme in the horizontal direction with a spectral approach in the vertical with Chebyshev polynomial. Clamond and Grue (2001) and Fructus et al. (2005) introduced another approach to evaluate the Dirichlet to Neumann operator, where the global terms of the operator are computed using FFT and the local terms are evaluated by numerical integration. However, the model also limits itself to periodic boundary conditions (Fructus et al. (2005)) as many others that reply on FFT. The coupled-mode Hamiltonian approach of Belibassakis and Athanassoulis (2011) and Athanassoulis et al. (2017) also shows a good representation of non-linear high waves over varying bottom in finite depth. For example, Athanassoulis et al. (2017) studied a focused wave evolution both over constant finite water depth and sloping bottom. The model has an efficient treatment of the bottom boundary and is most suitable for shallow to intermediate water depth simulations. In a recent development, a spectral element method (SEM) is used for the study of focused wave groups (Engsig-Karup and Eskilsson (2018)). The aforementioned numerical models are all based on potential flow theory and represent the free surface with a single-value and therefore cannot represent overturning breaking waves. For an accurate representation of overturning breaking waves, computational fluid dynamic (CFD) models are usually needed. Efforts to model the steep near-breaking focused wave group using a finite volume method (FVM) and a volume of fluid (VOF) technique for the free surface have been reported (Chen et al. (2014); Bai et al. (2018); Vyzikas et al. (2018)). Westphalen et al. (2012) compared the focused wave impact forces modeled by Navier-Stokes solvers with FVM and with a control-volume finite element method (CV-FE). To accurately capture the overturning breaker, the finite difference CFD model REEF3D::CFD (Bihs et al. (2016)) has been used for extreme wave generation. With this model, focused breaking wave impact on
structures is investigated with transient wave packets (Bihs et al. (2017b, 2019b)) and the NewWave theory (Bihs et al. (2016a, 2017a)). A level-set method is used to capture the free surface and overturning breakers are well represented. The modeled free surface elevations and impact loads are validated against experimental measurements and good agreement is achieved. CFD methods generally require high spatial resolution and present high demands on computational power. To reduce the computational cost associated with the CFD simulations, a one-way coupling between a CFD model and a fully nonlinear potential flow (FNPF) solver is presented by Paulsen et al. (2014) to study focusing wave groups. In this approach, the wave propagation is modeled rapidly in the FNPF domain and the breaking wave is resolved in a smaller CFD domain. However, special attention is needed for the coupling error at the boundaries of information exchange.

The presented paper attempts to offer insights into the different numerical configurations and aspects that influence the generation and evolution of non-breaking focused wave groups in a comprehensive manner. The work focuses on the time domain analysis and the geometric study of focusing wave groups. The changes of focusing time, focusing location, wave height and wave profile of the focused waves due to the effects of the wave generation method, bandwidth, wave nonlinearity, choice of focusing wave spectrum and wave spreading are investigated in detail. After examining the existing numerical approaches, a fully nonlinear potential flow model with a flexible boundary treatment is considered as a reliable and efficient alternative for non-breaking nonlinear steep focusing waves. Therefore, the paper proposes a new FNPF model for this investigation. Compared to the boundary integral method and the spectral-based method, the proposed FNPF model solves the Laplace equation on a \( \sigma \)-coordinate with a finite difference method. The model is developed as a part of the open-source hydrodynamic code REEF3D. The code uses high-order discretization schemes in space and time and provides fully parallel computation using Message Passing Interface (MPI). The code has been widely used for various hydrodynamic studies, for example, wave interactions with surface piercing cylinders (Chella et al. (2019); Kamath et al. (2015)), extreme wave generation (Bihs et al. (2019b)), free falling objects into water (Kamath et al. (2017)), local scour around a pipeline (Ahmad et al. (2019)) and new developments of a non-hydrostatic Navier-Stokes solver (Bihs et al. (2019a)). The proposed potential flow model REEF3D::FNPF inherits the high-order schemes and parallel computation from the REEF3D framework. In comparison to the CFD solvers, the presented model is much less computationally demanding and therefore is ideal for the time domain analyses of different factors. For example, in order to obtain the same accuracy for the simulation of the wave propagation over a submerged bar (Beji and Battjes (1993)), a CFD simulation takes 17 hours while the FNPF solver takes only 54 s in the work presented by Bihs et al. (2019 in press).

The structure for the presented work is arranged as follows: First, the mathematical model and numerical methods are presented. The model is then validated against the experimental data using a wave packet input (Clauss and Steinhagen (1999)). A detailed time domain analysis is applied to identify the real focusing point and further studies are performed using different wave steepnesses and wave generation methods. Next, the model is validated against the experiments performed by Ning et al. (2009) using the NewWave theory input. Similarly, the effect of wave generation method and wave steepness are investigated. In addition, various bandwidths of the input JONSWAP spectrum are used to obtain a better understanding of
the frequency bandwidth effect. Finally, a 3D focusing wave in a directional sea is simulated and the effects of the directional spreading function on the focused wave evolution in the longitudinal and transverse direction are studied. With high efficiency and accuracy, the proposed model is able to offer insights into 2D and 3D wave groups and from low steepness wave groups up to near-breaking. The effects of the different factors are helpful for future configurations of numerical wave tanks and physical experiments when studying focused wave groups.

2 Numerical model

2.1 Governing equations

The governing equation for the proposed fully nonlinear potential flow model is the Laplace equation:

\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2} = 0. \tag{1}
\]

Boundary conditions are required in order to solve for the velocity potential \( \phi \) from this elliptic equation, especially at the free surface and at the bed. The fluid particles at the free surface should remain at the surface where the pressure in the fluid should be equal to the atmospheric pressure. These conditions must be fulfilled at all times and they form the kinematic and dynamic boundary conditions at the free surface respectively:

\[
\frac{\partial \eta}{\partial t} = -\frac{\partial \eta}{\partial x} \frac{\partial \phi}{\partial x} - \frac{\partial \eta}{\partial y} \frac{\partial \phi}{\partial y} + \tilde{w} \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right), \tag{2}
\]

\[
\frac{\partial \tilde{\phi}}{\partial t} = -\frac{1}{2} \left( \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 \right) - \tilde{w}^2 \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right) - g\eta. \tag{3}
\]

where \( \eta \) is the free surface elevation, \( \tilde{\phi} = \phi(x, \eta, t) \) is the velocity potential at the free surface, \( x = (x, y) \) represents the location at the horizontal plane and \( \tilde{w} \) is the vertical velocity at the free surface.

At the bottom, the component of the velocity normal to the bottom must be zero at all times since the fluid particle cannot penetrate the solid boundary. This gives the bottom boundary condition:

\[
\frac{\partial \phi}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \phi}{\partial y} = 0, \quad z = -h. \tag{4}
\]

where \( h = h(x) \) is the water depth measured from the still water level to the seabed.

The Laplace equation, together with the boundary conditions are solved with a finite difference method on a \( \sigma \)-coordinate system. The \( \sigma \)-coordinate system follows the water depth.
changes and offers flexibility for irregular boundaries. The transformation from a Cartesian grid to a $\sigma$-coordinate is expressed as follows:

$$\sigma = \frac{z + h(x)}{\eta(x,t) + h(x)}.$$  \hspace{1cm} (5)

In the model, the vertical coordinates also follow a stretching function so that the grid becomes denser close to the free surface:

$$\sigma_i = \frac{\sinh (-\alpha) - \sinh \left( \alpha \left( \frac{i}{N_	ext{z}} - 1 \right) \right)}{\sinh (-\alpha)},$$  \hspace{1cm} (6)

where $\alpha$ is the stretching factor and $i$ and $N_	ext{z}$ stand for the index of the grid point and the total number of cells in the vertical direction.

The velocity potential after the $\sigma$-coordinate transformation is denoted as $\Phi$. The boundary conditions and the governing equation in the $\sigma$-coordinate are then written in the following format:

$$\Phi = \tilde{\phi}, \sigma = 1;$$  \hspace{1cm} (7)

$$\frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \left( \frac{\partial^2 \sigma}{\partial x^2} + \frac{\partial^2 \sigma}{\partial y^2} \right) \frac{\partial \Phi}{\partial \sigma} + \frac{\partial \sigma}{\partial x} \frac{\partial \Phi}{\partial \sigma} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi}{\partial \sigma} + 2 \left( \frac{\partial \sigma}{\partial x} \frac{\partial \Phi}{\partial \sigma} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi}{\partial \sigma} \right) \frac{\partial^2 \Phi}{\partial \sigma^2} = 0, 0 \leq \sigma \leq 1;$$  \hspace{1cm} (8)

$$\left( \frac{\partial \sigma}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \Phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \Phi}{\partial y} \right) \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h}{\partial x} \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h}{\partial y} \frac{\partial \Phi}{\partial \sigma} = 0, \sigma = 0.$$  \hspace{1cm} (9)

Once the velocity potential $\Phi$ is obtained in the $\sigma$-domain, the velocities can be calculated as follows:

$$u(x,z) = \frac{\partial \Phi(x,z)}{\partial x} = \frac{\partial \Phi(x,\sigma)}{\partial x} + \frac{\partial \sigma}{\partial x} \frac{\partial \Phi(x,\sigma)}{\partial \sigma},$$  \hspace{1cm} (10)

$$v(x,z) = \frac{\partial \Phi(x,z)}{\partial y} = \frac{\partial \Phi(x,\sigma)}{\partial y} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi(x,\sigma)}{\partial \sigma},$$  \hspace{1cm} (11)

$$w(x,z) = \frac{\partial \Phi(x,z)}{\partial z} = \frac{\partial \sigma}{\partial z} \frac{\partial \Phi(x,\sigma)}{\partial \sigma}.$$  \hspace{1cm} (12)

The waves are generated at the inlet using a Neumann boundary condition where the spatial derivatives of the velocity potential are defined. In this way, the velocity potential at the boundary is calculated using the desired analytical horizontal velocity:

$$\varphi_{i-1} = -u(x,z,t) \Delta x + \varphi_i.$$  \hspace{1cm} (13)

where $u(x,z,t)$ is the analytical horizontal velocity.
The numerical beach uses the relaxation method (Mayer et al. (1998)) to mitigate wave reflection. The relaxation function used in the model:

$$\Gamma(\tilde{x}) = 1 - e^{-(2^{1/3})} - 1 \quad \text{for } \tilde{x} \in [0, 1],$$

(14)

where $\tilde{x}$ is scaled to the length of the relaxation zone.

The Laplace equation is discretized using second-order central differences and solved using a parallelized geometric multigrid preconditioned conjugated gradient solver provided by Hypre (van der Vorst (1992)).

Insufficient grid resolution can lead to numerical diffusion which causes unphysical damping of the waves as a result. In order to achieve the balance between numerical accuracy, stability and efficiency, the convection terms at the free-surface boundary conditions are discretized with the 5-order Hamilton-Jacobi version of the weighted essentially non-oscillatory (WENO) scheme (Jiang and Shu (1996)). The WENO discretization stencil consists of three local ENO-stencils based on the smoothness indicators. A large smoothness indicator means a non-smooth solution in a local stencil. The scheme is designed such that the local stencil with the highest smoothness is assigned the largest weight and therefore contributes the most significantly. In this way, the scheme is able to handle large gradients up to shock with good accuracy. For example, let $u$ represent the convective quantities, which include the $\partial \eta / \partial x$ and $\partial \Phi / \partial x$ terms in the free surface boundary conditions and $U$ represents the stencils used in the discretisation. At the cell face $i+1/2$, $u_{i+1/2}$ is reconstructed with the WENO procedure:

$$U_{i+1/2}^\pm = \omega_1^\pm U_{i+1/2}^1 + \omega_2^\pm U_{i+1/2}^2 + \omega_3^\pm U_{i+1/2}^3.$$ 

(15)

$U^1$, $U^2$ and $U^3$ represent the three possible ENO stencils, and the $\pm$ sign indicates the upwind direction. For upwind direction in the positive $i$-direction, they are:

$$U_{i+1/2}^{1-} = \frac{1}{3}u_{i-2} - \frac{7}{6}u_{i-1} + \frac{11}{6}u_i,$$

$$U_{i+1/2}^{2-} = \frac{1}{6}u_{i-1} - \frac{5}{6}u_i + \frac{1}{3}u_{i+1},$$

$$U_{i+1/2}^{3-} = \frac{1}{3}u_i + \frac{5}{6}u_{i+1} - \frac{1}{6}u_{i+2}.$$ 

(16)

For the time treatment, a third-order accurate TVD Runge-Kutta scheme (Shu and Osher (1988)) is used. Adaptive time stepping is used by controlling a constant time factor as an equivalence to the CFL number.
\[ c_u = \frac{dx}{\max(\text{umax}, 1.0\sqrt{9.81 \times h_{\text{max}}})} \]
\[ c_v = \frac{dx}{\max(\text{vmax}, 1.0\sqrt{9.81 \times h_{\text{max}}})} \]
\[ c_{\text{tot}} = \min(c_u, c_v) \]
\[ dt = c_{\text{tot}}CFL. \]  

where \( \text{umax}, \text{vmax} \) are the maximum particle velocities in x and y directions, \( h_{\text{max}} \) is the maximum water depth.

The model is fully parallelized following the domain decomposition strategy where ghost cells are used to exchange information between adjacent domains. These ghost cells are updated with the values from the neighboring processors via Message Passing Interface (MPI).

### 2.2 Focused wave generation

The focusing irregular wave generation is achieved by a linear superposition of a finite number of individual regular wave components with different amplitudes, frequencies and phases. The phase of each wave component is adjusted so that the wave components focus at the pre-defined focusing time and focusing location. The first-order free surface \( \eta^{(1)} \) is defined as

\[ \eta^{(1)} = \sum_{i=1}^{N} A_i \cos \alpha_i. \]  

where \( A_i \) is the amplitude of each wave component and \( \alpha_i \) is the phase of each component, which is defined as

\[ \theta_i = k_i x - \omega_i t - \varepsilon_i. \]  

where \( \omega_i \) is the angular frequency, \( k_i \) is the wave number and \( \varepsilon_i \) is the phase angle of each component. For irregular waves, the phases are randomly distributed with a uniform probability distribution function over the \([-\pi, \pi]\) range. In the case of focused waves, \( \varepsilon_i \) is designed so that each individual wave focuses at a specified time \( t_F \) and location \( x_F \):

\[ \varepsilon_i = k_i x_F - \omega_i t_F. \]  

In the case of a 3D focusing wave group, the propagation angle is also included in the phase adjustment:

\[ \varepsilon_i = k_i x_F \cos(\beta_i) + k_i y_F \sin(\beta_i) - \omega_i t_F. \]  

The amplitude of the individual wave components are calculated based on the different methods for the focused waves. The wave packet generation uses a dimensionless amplitude spectrum of the form (Hennig (2005)):

\[ |A'(\omega)| = \frac{27(\omega - \omega_{\text{beg}})(\omega - \omega_{\text{end}})^2}{4(\omega_{\text{end}} - \omega_{\text{beg}})^3}. \]  
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Here, $\omega$ is the angular frequency and the subscripts $beg$ and $end$ define the frequency range for the Fourier spectrum. The absolute magnitude of the resulting wave amplitude $A_i$ does not represent the given focused wave input at this point, therefore a scaling factor $f$ is calculated:

$$f = \frac{A_F}{\sum_{i=1}^{N} A_i^\prime}.$$  \hspace{1cm} (23)

Then the amplitudes of the harmonic components can be calculated as:

$$A_i = f A_i^\prime.$$ \hspace{1cm} (24)

When using the NewWave theory, a JONSWAP spectrum is used to describe the distribution of the wave energy as a function of the angular frequency $\omega$. The required significant wave height $H_s$, the peak angular frequency $\omega_p$, and the number of components $N$ are given as input values to the JONSWAP spectrum (DNV-GL (2000)):

$$S(\omega) = \frac{5}{16} H_s^2 \omega_p^5 \omega^{-5} \exp \left( \frac{5}{4} \left( \frac{\omega}{\omega_p} \right)^{-4} \right) \gamma \exp \left( \frac{-(\omega - \omega_p)^2}{2\sigma^2 \omega_p^2} \right) A_y,$$ \hspace{1cm} (25)

where the peak-shape parameter $\gamma = 3.3$ and the spectral width parameter $\sigma$ is 0.07 for $\omega_i \leq \omega_p$ and 0.09 for $\omega_i > \omega_p$. The normalising factor $A_y = 1 - 0.287\ln(\gamma)$.

The Pierson-Neumann-James (PNJ) directional spreading function (Pierson et al. (1955)) is used to describe the directionality in the wave field:

$$G(\beta) = \begin{cases} \frac{2}{\pi} \cos^n(\beta_j - \beta) & \text{if } |\beta_j - \beta| < \frac{\pi}{2} \\ 0 & \text{else} \end{cases}.$$ \hspace{1cm} (26)

By multiplying Eqn. (25) and Eqn. (26), the directional spectrum is obtained. An equal energy method is used to discretize the frequency spectrum and the spreading function to prevent phase-locking in the directional wave field and ensure ergodicity (Duarte et al. (2014); Jefferys (1987)). With the equal energy method, the amplitude of each wave component can be expressed in terms of the wave spectrum $S_i(\omega)$ and the amplitude at the focus point $A_F$:

$$A_i = A_F \frac{S_i(\omega) \triangle \omega}{\sum_{i=1}^{N} S_i(\omega) \triangle \omega}.$$ \hspace{1cm} (27)

Following the first-order wave theory, the particle velocities $u^{(1)}$, $v^{(1)}$ and $w^{(1)}$ are defined as the sum of individual wave components.
With increasing wave steepness, it is necessary to take the second-order effects into account. In the presented study, the second-order component is added to the first-order component of the free surface elevation, velocity potential and the particle velocities.

\[ \eta = \eta^{(1)} + \eta^{(2)} \]  
\[ \phi = \phi^{(1)} + \phi^{(2)} \]  
\[ u = u^{(1)} + u^{(2)} \]  
\[ w = w^{(1)} + w^{(2)} \]

In the presented model, the second-order wave components are implemented following the formulations presented in (Ning et al. (2009)) using second-order irregular wave theory (Schäffer (1996)).

3 Results and Discussions

The proposed model is first validated against two experiments with a wave packet spectrum and NewWave theory respectively. The differences between the numerical and experimental data are analyzed and the advantages of the numerical simulations are discussed. Then, different wave generation methods, wave steepnesses, frequency bandwidths and wave spreading are investigated with the numerical tool.

3.1 Validation of the focused wave group generation in the NWT

The focused irregular wave group is generated with the wave packet method and the numerical results are compared with the experimental data measured in the Large Wave Flume (GWK), Hannover, Germany (Clauss and Steinhagen (1999)). The physical wave tank in the experiments is 300 m long with a constant water depth of \( h = 4.01 \) m. A piston-type wavemaker is used to generate the wave packet that focuses at the designated location at \( x_F = 126.21 \) m and time at \( t_F = 103 \) s. Following the experimental setup, a 2D numerical wave tank (NWT) 250 m long with a water depth of \( h = 4.01 \) m is used in the numerical test. A Neumann boundary is used at the inlet of the NWT to generate the wave packet that focuses at \( x_F = 126.21 \) m and \( t_F = 103 \) s. A 50 m long numerical beach is located at the outlet to absorb the wave energy. A linear wavemaker theory is used in the experiment (Clauss and Steinhagen (1999)), therefore a 1st-order focused wave theory is used in the numerical
wave tank. The free surface elevations are measured at $x = 3.59$ m, $90.30$ m and $126.21$ m in both the physical and the numerical wave tank. The grid convergence study is shown in Fig. 1. The time series at the focusing location and the wave profiles at the focusing time are nearly identical when a further grid refinement is made from $dx = 0.25$ m to $dx = 0.167$ m in the horizontal direction. Therefore, the grid size of $dx = 0.25$ m is considered sufficient for the simulation. A vertical grid convergence study with the $\sigma$-coordinate arrangement is also shown in Fig. 2. With more than 10 cells, the focused wave shape, focusing time and focused wave crest height are nearly identical. It is therefore concluded that 10 cells in the water depth are sufficient to capture the extreme event accurately. Ning et al. (2009) captured the focused wave shape in their NWT with only 16 frequency components due to the transient nature of the focusing event. In this study, the free surface time series with different numbers of frequency components are also compared in Fig. 3. At the wave focusing event, 25 wave components appear to be sufficient to capture the focusing crest geometry very well as shown in Fig. 3a. However, away from the crest, 50 components are needed to achieve convergence in the time domain. With a grid size of 0.25 m in the horizontal direction, 10 cells in the vertical direction and 50 wave components, a 180 s simulation takes 553 s on a Mac pro with 2 Intel Xeon E5 processors (2.7 GHz). The simulated results are compared to the experimental observations in Fig. 4. A favourable match is achieved at all wave probes. At the focusing point, the absolute difference between the simulated and measured wave peak height $|H_{F\text{(sim)}} - H_{F\text{(exp)}}|$ is divided by the measured wave peak height $H_{F\text{(exp)}}$ to quantify the relative numerical error, which is found to be limited to 4.5%.

Figure 1: Grid convergence study of the focusing wave group generated using a wave packet method. (a) Comparison of time series at the designated focusing location with different grid sizes. The time series are also compared to the measurements. (b) Comparison of wave profiles at the designated focusing time with different grid sizes. Four grid sizes are investigated: $dx = 0.167$ m, $0.25$ m, $0.5$ m and $1.0$ m. 10 vertical cells are used in the study.
Figure 2: The grid convergence study of the vertical grid resolution in a σ-coordinate arrangement for the focusing wave group generated using a wave packet method.

Figure 3: Convergence study for the number of frequency components for the generation of the focused wave group using the wave packet approach, (a) time series near the focusing event with different number of frequency components, (b) time series away from the focusing event with different number of frequency components.

Figure 4: Comparison of the wave elevation time series at the three wave probes between the numerical wave tank and the experiment for the wave packet study. (a) Wave gauge 1, x=126.21 m, (b) Wave gauge 2, x=90.30 m, (c) Wave gauge 3, x=126.21 m, (d) Wave gauge 3, x=126.21 m.

The velocity potential, the vertical velocities at the focusing point and the grid are shown...
in Fig. 5a and Fig. 5b. It is seen that the $\sigma$-grid follows the free surface well at the focusing peak with a sharp curvature. The velocity potential and the velocity field inside the water volume are also presented and the vertical velocity distribution for the intermediate water depth is demonstrated. The evolution of the wave packet and its vertical velocities are shown in Fig. 6 for the sampled time frames $t = 59.5$ s, $103.0$ s and $126.0$ s. At $t = 59.5$ s, the wave packet propagates from the wave generating Neumann boundary with shorter waves leading the wave train and the trailing longer waves. At $t = 103.0$ s, all the wave components propagate to the focusing location at the same time, creating an amplified single peak with high velocities. At $t = 126.0$ s, the longer wave components surpass the shorter waves and the single peak decomposes into several smaller components of different frequencies.

Figure 5: Flow information and $\sigma$-grid near the focusing event, (a) velocity potential in the water volume, (b) The vertical velocity component in the water volume.
In spite of the agreement between the experimental and numerical results, the asymmetry of the time series at the focusing location indicates that the real focusing event might not happen at the measured location in the experiment, i.e. not all the wave components superimpose simultaneously at the designated point. As can be observed in Fig. 1a, both the simulated and physically measured focused wave at the designated focusing location at $x = 126.21$ m take place slightly ahead of the designated focusing time $t = 103$ s. In addition, at the designated focusing time, the waves in the numerical wave tank focus at $x = 127.5$ m, 1.29 m after the designated focusing location. These discrepancies indicate that there is a possibility that the real focusing event is delayed in comparison to the designated focusing location and time. Since it is challenging to perform a continuous measurement at very fine spatial intervals in the experiment, it is likely that there are no wave probes located at the real focusing point in the experiment. With the flexibility of the NWT, the spatial wave profiles along the longitudinal direction of the wave tank are plotted in one graph with a small interval of 0.06 s near $t = 103.0$ s as shown in Fig. 7.
Figure 7: Wave profiles along the longitudinal direction of the wave tank are plotted in one graph at an interval of 0.06 s near $t = 103.0$ s. The red dash-dot line indicates the real focusing location in the NWT at $x = 129.38$ m. The blue dash-dot line indicates the designated focusing location at $x = 126.21$ m.

As can be seen from Fig. 7, the highest peak appears at the location $x = 129.38$ m, reaching 0.8845 m, 8.5% higher than the measured peak in the experiment. It indicates that the real focusing location is $x = 129.38$ m, 3.17 m after the designated focusing location, and the corresponding focus time is $t = 103.4$ s, 0.4 s after the designated focusing time. This finding is also illustrated in time domain, as shown in Fig. 8.

Figure 8: The comparison of the time series at the designated focusing location at $x = 126.21$ m and at the real focusing location at $x = 129.38$ m as detected in the numerical simulation. The black dash-dot curve is the time series measured in the experiment at $x = 126.21$ m and the vertical black dash-dot line indicates the measured focusing time at $t = 102.825$ s. The red solid curve is the time series at $x = 126.21$ m in the NWT, and the vertical red dashed line indicates the corresponding numerical focusing time $t = 102.7$ s. The red dash-dot curve is time series at the real focusing location $x = 129.38$ m in the NWT and the vertical red dash-dot line indicates the real focusing time $t = 103.4$ s. The vertical black dashed line is the designated focusing time at $t = 103$ s.

Previous research on focusing waves also found that the focusing time and location is delayed with increasing nonlinearity (Baldock et al. (1996)). A detailed discussion on the influence of nonlinearity on the focusing wave group in time and space is presented in section 3.2.

The input wave packet is a strictly defined wave train with a very specific spectrum. To investigate a more general wave focusing mechanism, the widely used NewWave theory (Lindgren (1970); Tromans et al. (1991)) is also implemented in the proposed model. The numerical results are validated against the experiments performed by Ning et al. (2009). The experiments were conducted at Dalian University of Technology in a wave flume 69 m long.
and 3 m wide. A constant water depth of 0.5 m is used during the tests. A 4 m region of foam is located at the outlet of the tank to reduce wave reflections. The experimental setup has been modified by (Bihs et al. (2017a)) considering the computational convenience. The equivalence of the modified NWT to the original experimental setup has been demonstrated in (Bihs et al. (2017a)). The current study adopts the modified configuration of the NWT in a two-dimensional arrangement by removing the transverse dimension. Two of the physical tests are used for the validation in the study, the input wave conditions are summarized in Table. 1. The Neumann boundary condition is used for the wave generation. The input wave in case NING1 has a more linear behaviour, while the input wave in NING3 is expected to show more nonlinearity with higher steepness. As described by Ning et al. (2009), a second-order wave theory is implemented in the wave generation to account for higher nonlinearity.

Table 1: The focusing wave inputs and the real focusing properties for the validation cases

<table>
<thead>
<tr>
<th>Case No.</th>
<th>$T_p$ (s)</th>
<th>$A_F$ (m)</th>
<th>$x_F$ (m)</th>
<th>$t_F$ (s)</th>
<th>$x_{Fr}$ (m)</th>
<th>$t_{Fr}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NING1</td>
<td>1.20</td>
<td>0.0313</td>
<td>7.5</td>
<td>10.0</td>
<td>7.5</td>
<td>10.0</td>
</tr>
<tr>
<td>NING3</td>
<td>1.25</td>
<td>0.0875</td>
<td>7.2</td>
<td>10.0</td>
<td>8.475</td>
<td>10.7</td>
</tr>
</tbody>
</table>

To begin with, the grid convergence studies in the x-direction are performed for both NING1 and NING3, which are shown in Fig. 9 and Fig. 10. Since the numerical wave tank length and the designated focusing location are modified from the original experiment, the experimental time series are shifted 0.6 s and 0.2 s respectively for NING1 and NING3 cases to match the numerical focusing time in the numerical wave tank. These shifts are kept constant in all following comparisons. For both cases, further refinements of the horizontal grid from $dx = 0.05$ m to $dx = 0.025$ m do not improve the results further and the time series with both grid sizes match well with the experimental measurements. The location, time and crest height at focusing and the wave group shape adjacent to the focused crest are almost identical between the experimental and numerical results with the grid size of $dx = 0.05$ m. Consequently, the horizontal grid size of $dx = 0.05$ m is used in all the following simulations. In the vertical direction, the grid convergence study is shown in Fig. 11. As can be seen in these two plots, the vertical grid resolution has a low influence on the accuracy of the model and a resolution of ten cells is found to be sufficient for both cases. As reported by Ning et al. (2009), 20 frequency components are seen to be sufficient for all the tested wave conditions. To confirm this finding with the proposed model, the time series using different numbers of frequency components are compared at the focusing location in Fig. 12. It is seen that 20 components are sufficient to capture the focusing wave group shape. All the following results are obtained with $dx = 0.05$ m in the horizontal plane, 10 cells in the vertical direction and 20 wave components for the irregular wave generation. The simulation time for the case NING1 is 20 s and it takes 37 s to finish the simulation with 2 Intel Xeon E5 processors (2.7 GHz) on a Mac Pro. On the same computer, the 32 s simulation for the case NING3 takes 76 s.
Figure 9: Grid convergence study in the x-direction for the case NING1, where four grid sizes are tested $dx = 0.025$, 0.05, 0.1 and 0.2 m. 10 vertical cells are used in the study. (a) the time series at the focusing location $x = 7.5$ m, (b) the spatial wave profiles at the focusing time $t = 10.0$ s.

Figure 10: Grid convergence study in the x-direction for the case NING3, where four grid sizes are tested $dx = 0.025$, 0.05, 0.1 and 0.2 m. 10 vertical cells are used in the study. (a) the time series at the focusing location $x = 8.475$ m, (b) the spatial wave profiles at the focusing location $t = 10.7$ s.
Figure 11: Grid convergence study in the z-direction. (a) the time series at the focusing location $x = 7.5$ m for case NING1, (b) the time series at the focusing location $x = 8.475$ m for case NING3. The tested numbers of grid in the vertical direction are $N_z = 5, 10, 20$ and 40.

Figure 12: Convergence study of the number of frequency components, (a) the time series at the focusing location $x = 7.5$ m for case NING1, (b) the time series at the focusing location $x = 8.475$ m for case NING3. The tested numbers of frequency components are $N = 10, 15, 20, 100$ and 500.

For the first case NING1, the wave focuses at nearly the exact designated focusing time at $t = 10$ s both in the experiment and the numerical simulation, as shown in Fig. 9a. Correspondingly, the focusing location is found to be also nearly as designated at $x = 7.5$ m, as shown in Fig. 9b. However, with a higher wave steepness and consequently stronger nonlinearity, both the focusing time and the focusing location are delayed for case NING3. These observations are again confirmed by both the experiment and the simulations. In the case NING3, the wave group actually focuses at $x = 8.475$ m instead of focusing at $x = 7.2$ m as designated. The numerical wave tank is able to provide a continuous output of the wave evolution at close time intervals. By plotting the wave profiles along the tank together at a time interval of 0.06 s near $t = 10.7$ s in Fig. 13, one can clearly observe the real focusing location marked in red in comparison to the designated focusing location marked in blue. Similarly, the focusing time is delayed to $t = 10.7$ s rather than $t = 10.0$ s. The difference in the focusing location and time is mainly due to the nonlinear wave-wave interaction in the process of the wave group evolution. With stronger nonlinearity in NING3 case, the effect
becomes more prominent. To demonstrate the evolution of the two different wave groups, the vertical velocity in the flow field for the two cases are illustrated in Fig. 14. The focusing amplitude is much higher and the wave profile is much narrower with the steeper wave in NING3 in comparison to NING1. The difference in the focusing location is also visible when the two simulations are laid side by side. The vertical velocity magnitude of steeper waves is comparatively higher. This finding of the shifted focusing point due to nonlinear wave-wave interaction confirms the previous research reported by (Baldock et al. (1996); Westphalen et al. (2012); Ning et al. (2009); Bateman et al. (2001)).

Figure 13: The wave profiles along the longitudinal direction of the wave tank are plotted in one graph at an interval of 0.06 s near $t = 10.7$ s for the simulation case NING3. The red dash-dot line indicates the real focusing location in the NWT at $x = 8.475$ m. The blue dash-dot line indicates the designated focusing location at $x = 7.2$ m. The red curve is the wave profile at the real focusing time.
Figure 14: The vertical velocity in the wave fields at the focusing time, (a) for the simulation case NING1 with a less steep input wave, (b) for the simulation case NING3 with a more steep input wave. The black vertical dashed line in (a) indicates the location of the focused wave crest in the case NING1, and the red vertical dashed line in (b) indicates the location of the focused wave crest in the case NING3. The black dashed line in (a) is extended to (b), and the red dashed line in (b) is extended to (a) so that the horizontal distance between the focused wave crests in the two cases is straightforwardly observable.

3.2 Effects of nonlinearity

As found in the previous section, nonlinearity has a strong impact on the focused wave group evolution in time and space. In order to investigate the effect of wave nonlinearity, four wave groups with varying wave steepness are generated with the wave packet method, as shown in Table. 2. The NWT configurations and designated focusing locations and times are the same as in the experiment shown in section 3.1. The wave length $L_p$ is calculated based on linear wave theory with the corresponding peak period $T_p$. The wave steepness is then defined as $\epsilon_p = k_p A_F$, where $A_F$ is the input value for the focusing amplitude, and $k_p = 2\pi/L_p$ is the corresponding wave number at the peak period.
Table 2: The wave inputs and the absolute differences in the focusing points for the wave groups generated using the wave packet with different wave steepnesses

<table>
<thead>
<tr>
<th>Case No.</th>
<th>$A_F$ (m)</th>
<th>$T_p$ (s)</th>
<th>$L_p$ (m)</th>
<th>$\epsilon_p$</th>
<th>$\Delta x_F$ (m)</th>
<th>$\Delta t_F$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case PK1</td>
<td>0.25</td>
<td>4.20</td>
<td>24.32</td>
<td>0.0646</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Case PK2</td>
<td>0.50</td>
<td>4.20</td>
<td>24.32</td>
<td>0.1292</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>Case PK3</td>
<td>1.00</td>
<td>4.20</td>
<td>24.32</td>
<td>0.2584</td>
<td>0.54</td>
<td>0.15</td>
</tr>
<tr>
<td>Case PK4</td>
<td>1.50</td>
<td>4.20</td>
<td>24.32</td>
<td>0.3875</td>
<td>1.29</td>
<td>0.31</td>
</tr>
</tbody>
</table>

The wave profiles in the longitudinal direction at the designated focusing time $t = 103$ s in the four cases are compared in Fig. 15a. The time series at the designated focusing location $x = 126.21$ m in the four cases are compared in Fig. 15b. As can be seen from the figure, stronger asymmetries are observed with steeper waves at the designated focusing time and location, indicating that the wave is not really focused at this location. As can be seen further in Fig. 16a and Fig. 16b, the wave profiles and time series are more symmetric at their respective real focus locations and time. It is also seen that the focusing location and focusing time of the simulated waves approach the designed values for lower wave steepness. For example, the simulated focusing location and time are almost identical with the designed input at the wave steepness $\epsilon_p = 0.0646$, as shown in Fig. 17. The spatial and temporal differences at the designated focusing points are listed in Table 2. The relative differences in time and space are then defined as $\delta x_F = \Delta x_F / L_p$ and $\delta t_F = \Delta t_F / L_p$. The general trend of increasing relative differences with increasing wave steepnesses is further demonstrated in Fig. 18. The finding confirms the previous investigations and justifies the differences between the measured and real focusing point in the experiment of Clauss and Steinhagen (1999).

Figure 15: Comparison of the wave surface elevations at the designated focusing time and location with four different wave steepnesses, (a) the wave profiles in the longitudinal direction at $t = 103$ s, (b) the time series at $x = 126.21$ m.
Figure 16: Comparison of the wave surface elevations at the respective real focusing time and location with four different wave steepnesses, (a) the wave profiles in the longitudinal direction, (b) the time series at respective real focusing location.

Figure 17: The wave profiles along the longitudinal direction of the wave tank with the wave steepness $\varepsilon = 0.0646$ are plotted in one graph at an interval of 0.06 s near $t = 103.0$ s. The red dash-dot line indicates the real focusing location in the NWT at $x = 126.21$ m, which align with the designated focusing locations.

Figure 18: The relative spatial differences in focusing location $\delta x_F$ and temporal differences in focusing time $\delta t_F$ in relation to wave steepness in the simulation with the wave packet.

Similarly, the influence of wave steepness on the focusing location and focusing time is also investigated with the NewWave theory. The designated input wave parameters are listed in Table. 3. While keeping the same peak period, the focusing wave amplitude increases consistently. The time series at the respective focusing location and the wave profiles at the respective focusing time are plotted in Fig. 19. It is seen that the differences between the real and designated focusing location and focusing time increase monotonically with increasing steepnesses. This finding agrees with the previous observations with the wave packet in the previous section. The absolute differences of focusing time and focusing location for each case are also listed in Table. 3 and the relative differences are plotted in Fig. 20. It is shown that
there are almost no differences in the first two cases with lower steepnesses. As larger waves evolve, the focusing location and focusing time of the wave group shift downstream due to the highly nonlinear wave-wave interactions. After a certain threshold, the differences start to increase dramatically following a near-linear trend.

Table 3: The wave inputs and the absolute differences in the focusing points for the wave groups generated using the NewWave theory with different wave steepnesses

<table>
<thead>
<tr>
<th>Case No.</th>
<th>( A_F ) (m)</th>
<th>( T_p ) (s)</th>
<th>( L_p ) (m)</th>
<th>( \epsilon_p )</th>
<th>( \Delta x_F ) (m)</th>
<th>( \Delta t_F ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS1</td>
<td>0.0391</td>
<td>1.20</td>
<td>2.00</td>
<td>0.1229</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NS2</td>
<td>0.0470</td>
<td>1.20</td>
<td>2.00</td>
<td>0.1475</td>
<td>0.075</td>
<td>0.015</td>
</tr>
<tr>
<td>NS3</td>
<td>0.0626</td>
<td>1.20</td>
<td>2.00</td>
<td>0.1967</td>
<td>0.375</td>
<td>0.165</td>
</tr>
<tr>
<td>NS4</td>
<td>0.0783</td>
<td>1.20</td>
<td>2.00</td>
<td>0.2458</td>
<td>1.025</td>
<td>0.520</td>
</tr>
</tbody>
</table>

Figure 19: Comparison of wave surface elevations at the respective real focusing time and location with four different wave steepnesses (a) the time series at respective real focusing time, (b) The comparison of the wave profiles in the longitudinal direction at the respective real focusing locations.

Figure 20: The relative spatial differences in focusing location \( \Delta x_F \) and temporal differences in focusing time \( \Delta t_F \) in relation to wave steepness in the simulation with the NewWave theory.

3.3 Effects of frequency bandwidth

Another factor influencing the properties of the focusing wave group is the frequency bandwidth. The combined effects of the nonlinearity and bandwidth (randomness) have been investigated previously by (Alber and Stewartson (1978); Socquet-Juglard et al. (2005); Dysethe et al. (2003)). In this study, instead of focusing on the statistical properties, the authors focus on the geometrical properties and the general shape of the evolving wave train. Since
the frequency range of a wave packet spectrum is strictly defined, the frequency bandwidth effects are only studied with the NewWave theory. Five different bandwidths are tested with the same peak frequency. The detailed specifications are listed in Table 4. The input wave height is the same as that defined in NING1. The focusing wave time series and wave profiles are plotted together in Fig. 21. The focusing wave height decreases as the frequency bandwidth gets wider, the differences between the focusing wave height in comparison to the designated wave height are also listed in Table 4. It is seen that the focusing wave height decreases by 12% with the widest bandwidth in case NB5. However, it is also noticed that the bandwidth does not have an influence on the focusing location and time.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>(\omega) range (rad/s)</th>
<th>bandwidth (rad/s)</th>
<th>(H_F) (m)</th>
<th>(\delta H_F) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB1</td>
<td>[5.02, 6.54]</td>
<td>1.52</td>
<td>0.06191</td>
<td>1.10</td>
</tr>
<tr>
<td>NB2</td>
<td>[4.27, 7.04]</td>
<td>2.77</td>
<td>0.06142</td>
<td>1.88</td>
</tr>
<tr>
<td>NB3</td>
<td>[3.77, 7.54]</td>
<td>3.77</td>
<td>0.06143</td>
<td>1.87</td>
</tr>
<tr>
<td>NB4</td>
<td>[2.77, 9.54]</td>
<td>6.77</td>
<td>0.05690</td>
<td>9.11</td>
</tr>
<tr>
<td>NB5</td>
<td>[1.77, 11.04]</td>
<td>9.27</td>
<td>0.05495</td>
<td>12.22</td>
</tr>
</tbody>
</table>

Figure 21: Comparison of the wave surface elevations with five different frequency bandwidths. (a) the time series at the designated focusing location \(x = 7.5\) m, (b) the spatial wave profile in the longitudinal direction at the designated focusing time \(t = 10\) s.

3.4 Effects of wave generation method

The presented waves are generated using a Neumann boundary when the gradient of the velocity potential changes are defined at the wave generation boundary. Another widely used wave generation method is the relaxation method (Mayer et al. (1998)). Following the configurations in the experiments, a linear irregular wave theory and a second-order wave theory are used in the relaxation zones for the simulations using the wave packet method and the NewWave theory respectively. However, in both theories, only linear dispersion is represented inside the generation zone, which might result in errors in wave phases and the location and time of the focusing point. To demonstrate the difference between the two different wave generation methods, the validation cases presented in section 3.1 are simulated.
with relaxation wave generation zone and the results are compared to the corresponding results from the Neumann boundary condition. It is seen that the two wave generation methods show similar results for waves of relative weaker nonlinearity as in Fig. 22 and Fig. 23a. However, with increasing wave steepness and nonlinearity, the wave focusing properties are significantly different between the two wave generation methods, as shown in Fig. 23b. The wave group generated by the relaxation method focuses earlier and overpredicts the focusing wave crest. In contrast, the waves groups generated with the Neumann method match the experiments very well.

Figure 22: Comparison of the time series at the focusing location of 126.21 m generated by a relaxation method and a Neumann boundary using the wave packet input.

Figure 23: Comparison of the time series at the focusing location of 7.5 m generated by a relaxation method and a Neumann boundary. (a) for the simulation case NING1, (b) for the simulation case NING3.

3.5 Effects of directional spreading on 3D focused wave group

Rogue waves are more likely to happen in a crossing sea state (Kharif et al. (2009)). To study the wave-wave interaction in a 3D sea-state, the JONSWAP spectrum and the PNJ directional spreading function are used to generate a multi-directional irregular wave field. The NewWave theory is used for wave focusing. A numerical wave basin 20 m long, 20 m wide with a constant water depth of 0.5 m is used in the study. Numerical beaches of 2 m width are arranged along the side walls and at the outlet of the tank. To fully resolve the 3D wave field, an Equal Energy method is used to discretise the frequency spectrum and spreading function. In this study, 500 frequency components and 20 directions are used, i.e.
10000 wave components in total are generated at the boundary. The wave height and peak period in NING1 are used as the input wave properties in this simulation. The designated focusing location is \((x, y) = (7.5, 10)\) m and the focusing time is set to be 35 s. The wave profiles along the x-axis and the y-axis at the designated focusing time together with the free surface elevation time series are compared with different grid sizes in Fig. 24. It is found that a grid size of 0.05 m is sufficient to achieve convergence. Ten cells are used in the vertical direction, resulting in 1.76 million cells in total. With 256 processors on NOTUR’s supercomputer Fram, the 70 s simulation is finished in 5 h. The wave envelope is shown in Fig. 25 by plotting the wave profile along the centre of the tank with a small time interval around \(t_F = 35\) s. It is seen that the highest peak of the wave envelope emerges at \(x = 7.5\) m, indicating that the wave group focuses at the designated location. The evolution of the 3D focusing wave field is demonstrated in Fig. 26 by showing the velocity magnitude in the wave field at the chosen time frames at \(t = 30\) s, \(t = 35\) s and \(t = 40\) s. The 3D wave train forms several curved wave fronts asymmetric along the centreline of the tank and approaches the focusing point in a wedge-shape pattern in the x-y plane. At the focusing location, the wave profile along the x-axis is similar to the 2D NewWave profile as shown in Fig. 24a and the wave profile along the y-axis is a single crested peak.

Figure 24: Grid convergence study for the 3D wave focusing simulation with four grid sizes \(dx = 0.025, 0.05, 0.1\) and 0.2 m, 10 vertical cells are used in the study. (a) wave profile along the x-axis at \(y = 10\) m and \(t_F = 35\) s, (b) wave profile along the y-axis at \(x = 7.5\) m and \(t_F = 35\) s, (c) free surface elevation time series at \((x, y) = (7.5, 10)\) m.
Different energy spreading conditions are investigated in the study with various values of the spreading parameter $n$, as shown in Eqn. (26). The wave profile along $y = 10.0$ m and $x = 7.5$ m are plotted in Fig. 27 with different spreadings. A larger value of $n$ signifies higher energy concentration and less spreading. It is seen from Fig. 27a that the focused wave height slightly decreases with stronger energy spreading. The two secondary peaks adjacent to the focused peak also follow the same trend. The directional spreading function tends to redistribute the energy in the horizontal plane more evenly and leads to smaller waves near the focusing point. Fig. 27a shows the wave profile in the $y$-direction at the focusing location. The focusing peak is higher and the wave profile is wider with more energy concentration. In contrast, with stronger directional spreading, the focused peak reduces and profile becomes narrower. The investigation indicates that different spreading conditions might lead to different load scenarios for marine structures due to varying peak height and the transverse dimension of the wavefront.
Figure 27: Comparison of the wave free surface elevations with four different spreading functions, (a) comparison of the wave profiles in the longitudinal $x-z$ plane at $y = 10$ m, (b) comparison of wave profiles in the transverse $y-z$ plane at $x = 7.5$ m.

4 Conclusions

In this paper, an efficient fully-nonlinear potential flow model is introduced. The model solves the Laplace equation with a finite difference method on a $\sigma$-grid. The model employs high-order discretisation schemes in space and time which allows for larger grid sizes and time steps and ensures both the computational efficiency and accuracy. Ten vertical grids in the $\sigma$-coordinate system are usually found to be sufficient for surface wave applications. The focusing wave generated by the proposed model is validated against experiments using both the wave packet input and the NewWave theory. Favourable agreements are achieved with different wave conditions for both methods. The model is also used to create a 3D focusing wave group and the wave group focuses at the designated time and location. Further studies are performed to investigate the change of focusing location, focusing time, the geometry of the wave group and wave height in relation to the wave steepness, wave generation method, bandwidth and directional spreading. The focus of the study has been on the time domain analysis and geometry near the focusing point. The following findings are derived from the studies:

1) Wave steepness and the nonlinearity affects the wave focusing location and time significantly. As a steeper wave group evolves, both the focusing location and the focusing time are shifted downstream due to stronger nonlinear wave-wave interactions.

2) The close relation between the wave nonlinearity and the downstream shift of the focusing time and location challenges the physical test arrangement to allocate the wave probe at the exact focusing point. Instead of repeated attempts in a physical wave tank, a numerical wave model proves to be a useful tool to predict the exact real focusing time and location due to its flexibility and near-continuous output capacity.

3) The frequency bandwidth does not have an influence on the focusing time and location but affects the focusing wave crest height. A wider bandwidth tends to reduce the focusing wave crest height.
4) The focusing wave evolution is a very nonlinear phenomenon, the wave generation using a relaxation method does not represent the nonlinearity correctly as the wave steepness increases. Therefore, a Neumann boundary is recommended for the generation of the focusing wave group in an NWT.

5) In a directional sea state, the directional spreading function also influences the 3D focused wave profile. In a more spreading sea, the focused wave crest height is reduced and the wave profile in the transversal plane becomes narrower.

In conclusion, the proposed FNPF model is efficient and flexible to investigate the focusing wave evolution comprehensively. The finding of the study offers insights into the numerical tank configurations for future studies on focused waves both numerically and experimentally.
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1 Introduction

Each fluid flow is subject to the conservation laws of mass, momentum and energy which can be described by several non-linear partial differential equations. Numerical modelling is the method of solving these equations numerically by replacing them with a set of algebraic equations. Today, this powerful technique is used in all industries and research areas, such as aerodynamics, hydrodynamics, weather predictions or mixing processes. In contrast to experiments, numerical simulations are in general cheaper, faster in the preparation and more flexible with respect to specific external conditions or changing geometries.

Free surface flows frequently arise in nature and present an increasingly important subject due to increased sea transport, population growth and changing climate. The correct simulation of the interfaces separating the different fluids is key knowledge in marine and hydraulic engineering. The class of interface phenomena range from current to large-scale waves of varying amplitude to splashing with coalescence and breakup situations. This variety of effects reveals the development of capable numerical models for two-phase flow applications as a difficult task.

The open-source hydrodynamics framework REEF3D (Bihs et al. (2016)) was originally developed to overcome these difficulties by taking the specific challenges in hydraulics, coastal and marine engineering into consideration. This affected the design choices for the grid architecture, the discretization methods of the governing equations, the treatment of the complex free surface and the computational efficiency.

The ever increasing computational resources allow the computation of more and more complex flow problems at a reasonable cost, even for small companies and research institutions. The limiting factor of such simulations becomes less the necessary computational power but rather the time it takes for the engineer to generate the numerical grids and post-process the results. However, these high-performance computations are only possible if the code provides a consistent parallelisation strategy. From the beginning, REEF3D was designed under consideration of high-performance computations (HPC). Therefore, all parts of the code are fully parallelised based on the domain decomposition strategy and the Message Passing Interface (MPI).

The numerical grid affects the range of applicability of numerical methods but also the productivity in usage. REEF3D utilises a rectilinear grid to overcome the limitations from complicated grid generation processes. In each principal direction, user-specified analytical stretching functions enable the refinement of the grid at selected locations. Ray tracing and inverse distance algorithms are included to incorporate natural bathymetries and complicated structures using the STL file format. Together with the directional immersed boundary method of Berthelsen and Faltinsen (2008), this effectively simplifies the user input in preprocessing.

Suitable boundary conditions for the application in hydraulics, coastal and marine engineering have to be given. This particularly includes establishing a numerical wave tank with various wave generation and dissipation methodologies. The level set method is used for capturing the propagation of the free surface (Osher and Sethian (1988)). The challenge arising from most interface models relates to physical discontinuities of the fluid properties at the interface. Low-order discretization techniques lead to a large amount of numerical diffusion, whereas high-order methods produce oscillatory and non-physical results. In order to keep a high numerical accuracy and stability, the implementation of a high-order weighted essentially...
non-oscillatory (WENO) scheme is the key step towards the accurate representation of sharp interfaces. The Cartesian grid makes it possible to employ the fifth-order accurate WENO scheme of Jiang and Shu (1996) for all convection terms in REEF3D. Also for the discretization in time, a high-order method is selected with the third-order total variation diminishing (TVD) Runge-Kutta scheme (Shu and Osher (1988)). The equations of fluid motion are solved on a staggered grid which ensures tight velocity-pressure coupling and avoids unphysical high air velocity above waves. As a result, wave propagation and transformation can be calculated throughout the wave steepness range up to the point of wave breaking and beyond, with no artificially high air velocities impacting the quality of the free surface. In the past, multiple applications proved the validity of this approach for wave propagation and wave-structure interaction. In Moreno Miquel et al. (2018), the wave generation and absorption were validated and compared to other CFD codes. Bihs et al. (2019) analysed the generation, propagation and impact of wave packets using REEF3D. Breaking waves and their interaction with a complex jacket structure were investigated by Aggarwal et al. (2019). Multi-directional irregular waves were subject of the studies in Wang et al. (2018). Alternative approaches for a numerical wave tank based on CFD were presented in e.g. Jacobsen et al. (2012) and Higuera et al. (2013). Both utilise a volume of fluid method with interface-compression (Weller (2008)) to capture the free surface and a collocated unstructured grid with second-order accuracy for the spatial and temporal discretization. The models were applied to experiments for wave propagation, and all results indicated the applicability of CFD for these kind of problems (Higuera et al. (2014); Paulsen et al. (2014); Seiffert et al. (2014)).

The source code of REEF3D is available at http://www.reef3d.com and is published under the GPL license, version 3. REEF3D is written in an object-oriented C++ structure which enables a module-based design. This led to the development of several extensions of the main code. For applications near the coast and in rivers, a dynamic sediment transport model and porous structures were incorporated. The simulated flow field is coupled with the morphological module in REEF3D to simulate e.g. the scouring process around piles (Ahmad et al. (2018)). The morphological evolution of the sediment bed is based on the Exner formula, a modified calculation of the critical bed shear stress and a sand slide algorithm. The porous medium module solves the volume-averaged Navier-Stokes equations by adding appropriate terms and coefficients to the common Reynolds-averaged Navier-Stokes equations solved in REEF3D::CFD (Kamath et al. (2018)). The model is also adapted for vegetation (Arnakumar et al. (2019)). In Bihs and Kamath (2017), a floating algorithm was presented which utilises the same directional immersed boundary method developed for fixed structures. Recently, a mooring model based on finite elements (Martin et al. (2019)) was added which improves the capabilities of the model for the simulation of moored-floating structures in waves (Martin et al. (2018)).

The phase-resolved modelling of the far-field is important for providing a realistic wave boundary condition for near-field CFD wave modelling. REEF3D, with its distinct numerical basis of high-order finite differences on rectilinear grids, is capable of incorporating simplified phase-resolving wave models for these type of problems.

For very large scale wave modelling, such as the wave transformation from the ocean to the coast, spectral wave models such as SWAN (Booij et al. (1999)) are applicable. SWAN solves the wave action or energy balance equation, which describes the wave spectrum evolution in space and time. The model lacks the ability to resolve phases which is necessary information for more detailed analyses. Here, depth-averaged shallow water models have been favoured for
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the coastal and harbour wave modelling because most coastal areas share relatively shallow water conditions. Shallow water models are essentially two-dimensional and, thus, require fewer computational resources. One possible approach is based on the Boussinesq equations (Madsen et al. (1991)) which can accurately model wave reflection and diffraction as well as non-dispersive linear wave propagation. Extended versions of the Boussinesq equations enable the prediction of wave propagation and transformation from deep to shallow water using improved dispersive terms (Madsen et al. (2002)). In contrast, REEF3D::SFLOW was introduced as a novel non-hydrostatic shallow water model following the quadratic pressure profile assumption. It benefits from the high-order discretization schemes and good scaling properties of REEF3D. Thus, large-scale coastal wave propagations over natural topography are possible.

The specific characteristic of Norwegian fjords and the general demand for fast far-field solutions in marine engineering require an alternative approach due to the changing dispersion relation in deep water regions. A potential flow solver is ideal for the fast calculation of wave propagation in deep water conditions as viscous effects are not important in the far-field domain. The general potential problem for waves is described by the Laplace equation with boundary conditions for the free surface and the bottom. This system of equations is highly non-linear and describes a one-phase three-dimensional flow field. High-order spectral (HOS) methods (Dommermuth and Yue (1987)), which solve the fully non-linear potential problem in deep water, have gained popularity (West et al. (1987)). HOS methods are capable of capturing non-linear wave interaction at a reasonable computational cost, though they are dependent on empirical input for wind forcing and wave breaking. Amongst others, Seiffert and Ducrozet (2018) incorporated a wave breaking parameter in HOS-NWT (Ducrozet and Bonnefoy (2012)) and simulated irregular breaking waves in 2D without wind or current. They could successfully compare surface elevation, wave spectra and energy dissipation with experiments. An alternative approach is the fully non-linear potential flow (FNPF) model, which is based on the solution of the potential problem in physical space and time. The direct numerical solution of the Laplace equation using the method of finite differences is the basis of the model OceanWave3D (Ensig-Karup et al. (2008)). This model has been used to simulate wave-structure interaction (Ducrozet et al. (2010); Paulsen et al. (2014)) and non-linear wave propagation over large spatial scales with variable bathymetry (Belibassakis and Athanasoulis (2011)). The effects of wave steepness, water depth, white-capping, and directional spreading can be included with few assumptions to obtain a better description of the real sea state to calculate extreme wave statistics and wave crest height distributions. Within the REEF3D framework, REEF3D::FNPF combines the approach of solving the Laplace equation on a σ-coordinate system using high-order finite difference methods with its high-performance computing capabilities and natural bathymetry handling.

Previously, different wave models are developed by different developers and institutes, often with various numerical implementations, making a direct comparison among the modelling techniques difficult. Now, REEF3D has evolved into an open-source numerical framework that include several types of numerical wave modelling: a computational fluid dynamic (CFD) solver REEF3D::CFD solving the Naiver-Stokes equations, a shallow water model REEF3D::SFLOW solving the non-hydrostatic shallow water equations and a fully nonlinear potential flow solver REEF3D::FNPF solving the Laplace equation with the fully nonlinear boundary conditions. With such a numerical framework, an objective comparison of the different wave modelling techniques is made possible. The authors attempt to reveal the differences
in the three numerical wave modelling methods in terms of their numerical performance and physical validity by explaining the development and numerical implementations of REEF3D and testing its three modules through a series of benchmark cases.

The structure of the manuscript is arranged as the following. First, in section 2, the development and numerical implementation of the REEF3D numerical framework and its three wave modelling modules are introduced. Then an objective comparison among the different types of wave modules is performed using the three REEF3D wave modelling modules through a series of benchmark testings in section 3. In the process, the evidence of the models’ strengths and limitations are revealed and explained. Finally, the findings and recommendations for an educated choice of the wave models are summarised in the section 4.

2 Numerical fluid modules

2.1 REEF3D::CFD

Mass and momentum are conserved for an incompressible fluid by solving the continuity and Reynolds-averaged Navier-Stokes (RANS) equations

\[
\frac{\partial u_i}{\partial x_i} = 0,
\]

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = \frac{-1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial }{\partial x_j} \left[ (\nu + \nu_t) \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] + g_i,
\]

with \( u_i \) the velocity vector, \( \rho \) the fluid density, \( p \) the pressure, \( \nu \) and \( \nu_t \) the kinematic and turbulent viscosity, and \( g_i \) the gravity acceleration vector.

The Boussinesq hypothesis is used to calculate \( \nu_t \) from the turbulent kinetic energy \( k \) and its specific rate of dissipation \( \omega \) according to

\[
\nu_t = \frac{k}{\omega}.
\]

In REEF3D::CFD, the two-equations \( k-\omega \) turbulence model (Wilcox (1988)) is typically applied to propagate the turbulence properties in space and time. Wall functions are taken into account to approximate the boundary layer flow. A limiter for \( \nu_t \) is introduced to account for eventual overproduction of turbulence in highly strained flows outside the boundary layer (Durbin (2009)):

\[
\nu_t = \min \left( \frac{k}{\sqrt[3]{S}}, \frac{\sqrt{\nu_t}}{3} \right).
\]

Special attention is paid to the correct turbulence modelling near the free surface as the turbulent length scales in the water are reduced in its proximity. Standard two-phase RANS turbulence models do not account for this which can lead to increased \( \omega \) and damped fluctuations normal to the surface due to a redistributed to parallel fluctuations. Additionally, standard RANS turbulence closure will incorrectly predict the maximum turbulence intensity at the free surface because the mean rate of strain \( S \) can be large especially in the vicinity of
the interface between water and air (Kamath et al. (2019)). A more realistic representation of the free surface effect on the turbulence can be achieved through the replacement of the original equation for $\omega$ in the vicinity of the surface by the empirical formula (Naot and Rodi (1982); Kamath et al. (2019)):

$$\omega_s = \frac{c_\mu 0.25}{\kappa} k^{0.5} \left( \frac{1}{g} + \frac{1}{g'} \right)$$

with $c_\mu = 0.07$ and $\kappa = 0.4$. The virtual origin of the turbulent length scale $g'$ is empirically found to be 0.07 times the mean water depth (Hossain and Rodi (1980)). $g'$ is the distance from the nearest wall. Hence, a smooth transition from the free surface value to the wall boundary value of $\omega$ is ensured.

The location of the free surface is represented implicitly by the zero level set of a smooth signed distance function $\phi$ which can be expressed with the Eikonal equation $|\nabla \phi| = 1$. The simple advection equation

$$\frac{\partial \phi}{\partial t} + u_j \frac{\partial \phi}{\partial x_j} = 0,$$

is applied for propagating the function in space and time. The hyperbolic property of (6) necessitates the usage of conservative numerical schemes. The level set function has to be reinitialized regularly in order to keep its signed distance property. The PDE-based reinitialization algorithm by Sussman et al. (1994) is, therefore, executed after each time step. By solving

$$\frac{\partial \phi}{\partial \tau} + S(\phi) \left( \frac{\partial \phi}{\partial x_j} \right) - 1 = 0,$$

with $\Delta \tau$ an artificial time stepping, the original properties of $\phi$ can be retained. $S(\phi)$ is the smoothed sign function Peng et al. (1999).

The material properties of the two phases are determined for the whole domain in accordance with the continuum surface force model of Brackbill et al. (1992). The properties are defined at any location in the domain as

$$\rho_i = \rho_w H(\phi_i) + \rho_a (1 - H(\phi_i)),$$

$$\nu_i = \nu_w H(\phi_i) + \nu_a (1 - H(\phi_i)),$$

with $w$ indicating water and $a$ air properties. $H$ is the smoothed Heaviside step function

$$H(\phi_i) = \begin{cases} 
0 & \text{if } \phi_i < -\epsilon \\
\frac{1}{2} \left( 1 + \frac{\phi_i}{\epsilon} + \frac{\phi_i}{\epsilon} \sin \left( \frac{\phi_i}{\epsilon} \right) \right) & \text{if } |\phi_i| \leq \epsilon \\
1 & \text{if } \phi_i > \epsilon
\end{cases}$$

Typically the thickness of the smoothed out interface is chosen to be $\epsilon = 2.1 \Delta x$ on both sides of the interface. The density is generally determined directly at the cell faces in order to avoid spurious oscillations at the interface (see Bihs et al. (2016) for details).
The numerical discretisation of the different equations is achieved using finite difference methods on rectilinear grids. The coupling of pressure and velocity during the solution of (2) is ensured by staggering the grid. A fifth-order accurate weighted essentially non-oscillatory (WENO) scheme (Jiang and Shu (1996)) adapted to non-uniform cell sizes is applied for the convection terms. In (6), the convection term is discretised by the fifth-order accurate Hamilton-Jacobi WENO method of Jiang and Peng (2000). Diffusion terms are, generally, discretised using second-order accurate central finite differences. The solution process follows the projection method for incompressible flows of Chorin (1968). In the predictor step, the conservation equation for momentum (2) is solved without considering the pressure gradients

\[
\frac{u_i^{(s)} - u_i^{(n)}}{\Delta t} = -u_j \frac{\partial u_i}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \nu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right) + g_i, \tag{11}
\]

Thus, a predicted velocity field \( u_i^{(s)} \) is obtained. Here, the time derivatives are solved by applying the third-order accurate Total Variation Diminishing (TVD) Runge-Kutta scheme (Shu and Osher (1988)). The same time discretisation is also used in (6) and (7). Turbulence time advancement is solved using implicit methods due to its source term driven character. The general time-stepping is controlled adaptively under consideration of the CFL condition (see Bihs et al. (2016)). Diffusion terms are treated implicitly to overcome their restrictions on this condition. The insertion of the predicted velocities into the continuity equation leads to the Poisson equation

\[
\frac{\partial}{\partial x_i} \left( \frac{1}{\rho(\Phi^{n+1})} \frac{\partial p^{(n+1)}}{\partial x_i} \right) = \frac{1}{\Delta t} \frac{\partial u_i^{(s)}}{\partial x_i}, \tag{12}
\]

for the pressure of the new time step. It is solved by the fully parallelized BiCGStab algorithm of the HYPRE library (van der Vorst (1992)) with the geometric multigrid PFEMG pre-conditioner (Ashby and Flagout (1996)) to enhance the performance. As the final step, the divergence-free velocity field of the new time step is obtained following

\[
u_i^{(n+1)} = u_i^{(s)} - \frac{\Delta t}{\rho(\Phi^{n+1})} \frac{\partial p^{(n+1)}}{\partial x_i}. \tag{13}
\]

High-performance computations are enabled in REEF3D::CFD by applying the Message Passing Interface (MPI) and ghost cells as the parallelisation strategy. Three layers of ghost cells are added to each sub-domain due to the fifth-order accurate WENO scheme. Similarly, the directional ghost cell immersed boundary method (GCIBM) of Berthelsen and Faltinsen (2008) is implemented to handle complex solid geometries. Here, the domain is virtually extended into the geometry, and the values at these ghost cells are found through extrapolation and under consideration of a wall boundary condition. Thus, the numerical discretisation of the fluid domain does not need to account for the boundary conditions explicitly. Instead, they are incorporated implicitly. Simple geometries such as boxes, cylinders or prisms can be generated directly through user input. Otherwise, STL files are to be generated. Then a
level set function, with the zero level set representing the solid boundary, is generated using a ray-tracing algorithm as presented in Yang and Stern (2013), see above. In the same way, natural bathymetries can be incorporated in a straightforward manner (Shepard (1968)).

2.2 REEF3D::SFLOW

The governing equations for the non-hydrostatic shallow water module are derived from the mass and momentum conservation for an incompressible inviscid fluid. Following the quadratic assumption (Jeschke et al. (2017); Wang et al. (2020)), the governing equations are written with depth-averaged variables:

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = 0,
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -g \frac{\partial \zeta}{\partial x} - \frac{1}{\rho h} \left( \frac{\partial hq}{\partial x} - \frac{3}{2} q + \frac{1}{4} \rho h \Phi_{nh} \right) \frac{\partial d}{\partial x},
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -g \frac{\partial \zeta}{\partial y} - \frac{1}{\rho h} \left( \frac{\partial hq}{\partial y} - \frac{3}{2} q + \frac{1}{4} \rho h \Phi_{nh} \right) \frac{\partial d}{\partial y},
\]

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} = \frac{1}{\rho h} \left( \frac{3}{2} q + \frac{1}{4} \rho h \Phi_{nh} \right),
\]

where \( u, v, w \) and \( q \) are the depth-averaged velocity components in \( x, y, z \)-directions and the depth-averaged dynamic pressure. \( d \) is the still water depth, \( \zeta \) represents the free surface elevation and \( h = d + \zeta \). The hydrodynamic pressure at the bottom is represented as \( \frac{3}{2} q + \frac{1}{4} \rho h \Phi \), which describes the quadratic vertical pressure profile (Jeschke et al. (2017)). The term \( \Phi \) is expressed as follows Jeschke et al. (2017):

\[
\Phi_{nh} = -\nabla d \cdot (\partial u + (u \cdot \nabla) u) - u \cdot \nabla (\nabla d) \cdot u.
\]

The governing equations are solved on REEF3D’s structured staggered grid using finite differences. The solution of the velocities are obtained using Chorin’s projection method (Chorin (1968)). The convective terms for the velocities \( u, v \) and \( w \) are discretised with the fifth-order accurate WENO scheme. The TVD third-order accurate Runge-Kutta explicit time scheme is used for time discretisation. The pressure information is obtained from the solution of the Poisson equation

\[
\frac{h_p}{\rho} \left( \frac{\partial^2 q}{\partial x^2} + \frac{\partial^2 q}{\partial y^2} \right) + \frac{2q}{\rho h_p} \frac{1}{\rho \partial x \partial t} = -h_p \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) - 2w - u \frac{\partial d}{\partial x} - v \frac{\partial d}{\partial y}.
\]

Here, the parameter \( h_p \) denotes the water level in the centre of the cell, where the dynamic pressure \( q \), the vertical velocities \( w \) and the free surface location \( \zeta \) are solved. The horizontal velocities \( u \) and \( v \) are solved at the cell faces. The PFMG preconditioned BiCGStab algorithm (Ashby and Flagout (1996)) of HYPRE is applied to solve for pressure. The solution is then utilised to correct the velocities in a correction step:
with $u^*, v^*, w^*$ the intermediate velocities using only the hydrostatic pressure information.

The free-surface elevation $\zeta$ is determined from Eqn. (14) using the divergence of the depth-integrated horizontal velocities and the fifth-order WENO scheme.

A straightforward wetting and drying scheme (Stelling and Duinmeijer (2003); Zijlema and Stelling (2008)) is applied at the coastlines. The velocities are set to be zero in cells where the local water level is below a user-defined threshold:

$$\begin{align*}
u &= 0, \quad \text{if} \quad \bar{h}_x < \text{threshold}, \\
v &= 0, \quad \text{if} \quad \bar{h}_y < \text{threshold}. \\
\end{align*}$$

The default threshold is set to be 0.00005 m. This approach tracks the variations of the coastlines accurately and avoids numerical instabilities by ensuring non-negative water depth (Stelling and Duinmeijer (2003); Zijlema and Stelling (2008)).

Breaking waves are detected when the vertical velocity of the free-surface exceeds a fraction of the shallow water celerity (SWASH developers (2017)):

$$\frac{\partial \zeta}{\partial t} > \alpha \sqrt{gh}.$$  

During breaking, the dynamic pressure is removed at the front of the breaker and only the hydrostatic pressure is present in the momentum equations. Another parameter $\beta$ (0 < $\beta$ < $\alpha$) is introduced to replace $\alpha$ in Eqn. (24) to stop wave breaking and determine the persistence of the breaking process. $\alpha = 0.6$ and $\beta = 0.3$ are recommended by the SWASH developers (2017).

In this combined approach, the momentum is well conserved and the energy is correctly dissipated (SWASH developers (2017)).

### 2.3 REEF3D::FNPF

The governing equation for the fully non-linear potential flow module REEF3D::FNPF is the Laplace equation (Bihs et al. (2020))

$$\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2} = 0.$$ 

Boundary conditions at the free surface and the bottom are required in order to solve for the velocity potential $\phi$. The kinematic and dynamic free surface boundary conditions state that the fluid particles at the free surface must remain at the surface and the pressure at the
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free surface should be equal to the atmospheric pressure. These boundary conditions can be expressed as follows:

\[
\frac{\partial \eta}{\partial t} = - \frac{\partial \eta}{\partial x} \frac{\partial \phi}{\partial x} - \frac{\partial \eta}{\partial y} \frac{\partial \phi}{\partial y} + \tilde{w} \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right),
\]

(26)

\[
\frac{\partial \phi}{\partial t} = - \frac{1}{2} \left( \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 \right) - \tilde{w}^2 \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right) - g\eta,
\]

(27)

where \( \eta \) is the free surface elevation, \( x = (x, y) \) represents the horizontal directions, \( \tilde{\phi} = \phi(x, \eta, t) \) and \( \tilde{w} \) are the velocity potential and the vertical velocity at the free surface. At the bottom, the component of the velocity normal to the bottom surface must be zero at all times. This gives the bottom boundary condition

\[
\frac{\partial \phi}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \phi}{\partial y} = 0, \quad z = -h,
\]

(28)

with \( h = h(x) \) the water depth measured from the still water level to the bottom.

The Laplace equation is solved in each time step with the finite difference method on a \( \sigma \)-coordinate system as proposed by Li and Fleming (1997). Here, the \( \sigma \)-coordinate system follows the irregular variation of the water depth. A Cartesian grid can be transformed to a \( \sigma \)-coordinate as follows:

\[
\sigma = \frac{z + h(x)}{\eta(x, t) + h(x)}.
\]

(29)

The vertical coordinates are clustered towards the free surface by including a stretching function:

\[
\sigma_i = \frac{\sinh (-\alpha) - \sinh \left( \alpha \left( \frac{i}{N_z} - 1 \right) \right)}{\sinh (-\alpha)},
\]

(30)

where \( \alpha \) is the stretching factor, \( i \) is the index of the vertical grid point and \( N_z \) stand for the total number of cells in the vertical direction. The boundary conditions and the governing equation in the \( \sigma \)-coordinate can be written as:

\[
\Phi = \tilde{\phi}, \quad \sigma = 1;
\]

(31)

\[
\frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \left( \frac{\partial^2 \sigma}{\partial x^2} + \frac{\partial^2 \sigma}{\partial y^2} \right) \frac{\partial \Phi}{\partial \sigma} + 2\left( \frac{\partial \sigma}{\partial x} \frac{\partial \Phi}{\partial \sigma} \right) + \frac{\partial^2 \Phi}{\partial \sigma^2} = 0, \quad 0 \leq \sigma < 1;
\]

(32)

\[
\left( \frac{\partial \sigma}{\partial z} + \frac{\partial h}{\partial x} \frac{\partial \sigma}{\partial x} + \frac{\partial h}{\partial y} \frac{\partial \sigma}{\partial y} \right) \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h}{\partial x} \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h}{\partial y} \frac{\partial \Phi}{\partial \sigma} = 0, \quad \sigma = 0,
\]

(33)
with \( \Phi \) the velocity potential with a dependency on \( \sigma \). The fluid velocities can then be calculated using

\[
\begin{align*}
    u(x, z) &= \frac{\partial \Phi(x, z)}{\partial x} = \frac{\partial \Phi(x, \sigma)}{\partial x} + \frac{\partial \sigma}{\partial x} \frac{\partial \Phi(x, \sigma)}{\partial \sigma}, \\
v(x, z) &= \frac{\partial \Phi(x, z)}{\partial y} = \frac{\partial \Phi(x, \sigma)}{\partial y} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi(x, \sigma)}{\partial \sigma}, \\
w(x, z) &= \frac{\partial \Phi(x, z)}{\partial z} = \frac{\partial \sigma}{\partial z} \frac{\partial \Phi(x, \sigma)}{\partial \sigma}. 
\end{align*}
\]

The Laplace equation is discretized using second-order central differences, and the solution is obtained using the geometric multigrid preconditioned conjugated gradient solver provided by HYPRE. The convection terms in the free surface boundary conditions are discretized using the fifth-order accurate Hamilton-Jacobi version of the WENO scheme (Jiang and Peng (2000)). The time-dependent terms in the free surface boundary conditions are treated with the third-order accurate TVD Runge-Kutta scheme (Shu and Osher (1988)). An adaptive time step is included by controlling a constant time factor that is equivalent to the Courant criterion (Courant et al. (1967)):

\[
\begin{align*}
    c_u &= \frac{\Delta x}{\max(u_{\text{max}}, \sqrt{9.81 \ast d_{\text{max}}})}, \\
    c_v &= \frac{\Delta x}{\max(v_{\text{max}}, \sqrt{9.81 \ast d_{\text{max}}})}, \\
    c_{\text{tot}} &= \min(c_u, c_v), \\
    \Delta t &= c_{\text{tot}} \text{ CFL},
\end{align*}
\]

where \( c_u, c_v, c_w \) are the phase velocities in x, y and z directions, and \( u_{\text{max}}, v_{\text{max}} \) are the maximum particle velocities in \( x \)- and \( y \)-direction.

The wetting-drying scheme for detecting coastlines and the shallow water breaking criterion follow the same principle as in REEF3D::SFLOW. For deep water breaking, a wave slope criterion is used. Wave breaking takes place when the ratio between the free surface elevation difference and the horizontal distance difference at adjacent cells is higher than the criterion, which has a default value of 1.25. A filtering scheme is used to smooth the free surface in order to dissipate wave energy when wave breaking is detected (Jacobsen (2015)).

Another challenge in handling coastlines in a potential flow model is the possible numerical instability during the wave run-up process in the swash zone. The derivatives of velocity potential over water depth in Eqn. 32 indicate a possible numerical instability when water depth becomes infinitesimal. Therefore, an innovative coastline algorithm is introduced to eliminate the instability.

After the wet and dry cells are identified, the wet cells are assigned with +1 and the dry cells are assigned with −1. With these initial values, the coastline is captured using the level-set function by Osher and Sethian (1988):

\[
\varphi(x, t) = \begin{cases} 
> 0 & \text{if } x \in \text{wet cell} \\
= 0 & \text{if } x \in \Gamma \\
< 0 & \text{if } x \in \text{dry cell}
\end{cases}
\]
\[ \Gamma \text{ represents the coastline, and the Eikonal equation } |\nabla \phi| = 1 \text{ holds valid in the level-set function. From the initial values, the correct signed distance function is obtained by solving the following Partial Differential Equation (PDE) based reinitialisation function (Sussman et al. (1994)):
\]
\[ \frac{\partial \phi}{\partial t} + S(\phi) \left( \frac{\partial \phi}{\partial x_j} - 1 \right) = 0 \quad (39) \]
\[ \text{where } S(\phi) \text{ is the smoothed sign function (Peng et al. (1999)). This equation is solved until convergence and results in the correct signed distance away from the coastline in the whole horizontal plane. The exact coastline location is the zero-contour of the level set function.}
\]
\[ \text{Relaxation zones are applied along the wet side of the coastline. With these relaxation zones, the extreme run-ups are avoided and therefore eliminate numerical instabilities in the free surface boundary conditions at extreme shallow regions.}
\]
\[ \text{3 Numerical Results}
\]
\[ \text{3.1 Comparison of the different modules for the numerical simulation of progressive waves}
\]
\[ \text{The different modules of REEF3D all share high-order numerical schemes for spatial and temporal discretisation and a high-performance computation capacity. To demonstrate the modules’ capabilities and limitations, simulations of progressive waves over constant and varying topography are performed using all three modules. First, progressive regular wave propagation over constant intermediate water depth in 2D is simulated. The numerical wave tank is 28 m long and the water depth is 0.5 m. Two input waves are used, one is a linear wave with the wave height } H = 0.01 \text{ m and a wave period of } T = 1.95 \text{ s, and another is a Stokes 2nd-order wave with a wave height of } H = 0.05 \text{ m and the same wave period of } T = 1.95 \text{ s and wavelength 3.936 m. A one-wavelength wave generation zone is located at the inlet boundary, and a two-wavelength numerical beach is arranged at the outlet boundary. All simulations are conducted for a duration of 40 s on a Mac Pro with a four 2.7 GHz Intel Xeon E5 cores. The grid convergence studies of the linear wave simulations are shown in Fig. 1a to Fig. 1c. For REEF3D::FNPF, the vertical grid is determined by keeping a constant truncation error in the vertical direction (Pakozdi et al. (2019)), which results in 10 vertical cells with a stretching factor of 1.25. It is seen that the results for amplitude and phase converge with } \Delta x = 0.05 \text{ m, 0.02 m and 0.1 m for REEF3D::CFD, REEF3D::SFLOW and REEF3D::FNPF respectively. With these cell sizes, the total number of cells } N_t \text{ and the simulation time } T_s \text{ are compared in Tab. 2. The spatial free surface profiles are compared against the theoretical wave profile in Fig. 1d. All three modules generate the theoretical wave profile accurately and the numerical beach absorbs the wave energy at the outlet boundary effectively. REEF3D::SFLOW requires the least number of cells due to its two-dimensional grid. Consequently, it is 7.3 times faster as REEF3D::CFD. However, REEF3D::FNPF is the fastest (35 times as fast at REEF3D::CFD), even though it needs more cells than REEF3D::SFLOW.} \]
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Figure 1: Convergence study on cell sizes for the 2D regular linear wave simulation and the comparison of free surface elevation among the three modules. (a) - (c) grid convergence study; (d) comparison of the spatial wave profiles using the finest cell sizes.

The mean square root errors for wave height in the grid convergence study for the 2D regular linear wave simulation using the three modules are summarised in Table 1. Similarly, the grid convergence study and the comparison of the spatial wave profiles for the simulations of the 2nd-order Stokes wave using different modules are shown in Fig. 2. The mean square root errors for wave height in the grid convergence study for the 2D regular Stokes 2nd-order wave simulation using the three modules are summarised in Table 3. It is seen that the grid convergence is achieved with $\Delta x = 0.05 \text{ m}, 0.02 \text{ m}$ and $0.1 \text{ m}$ for REEF3D::CFD,
Table 1: Mean square root errors on wave height in the grid convergence study for the 2D regular linear wave simulation using the three modules. The notations dx1 to dx4 represent the finest and coarsest cell size in the tests of each of the modules.

<table>
<thead>
<tr>
<th>dx (m)</th>
<th>REEF3D::CFD</th>
<th>REEF3D::SFLOW</th>
<th>REEF3D::FNPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>dx1</td>
<td>7.889e-05</td>
<td>8.031e-05</td>
<td>5.025e-05</td>
</tr>
<tr>
<td>dx2</td>
<td>8.872e-05</td>
<td>9.656e-05</td>
<td>5.701e-05</td>
</tr>
<tr>
<td>dx3</td>
<td>1.010e-04</td>
<td>1.999e-04</td>
<td>3.303e-04</td>
</tr>
<tr>
<td>dx4</td>
<td>1.213e-04</td>
<td>4.251e-04</td>
<td>4.842e-04</td>
</tr>
</tbody>
</table>

Table 2: Comparison of total number of cells $N_t$ and simulation time $T_s$ in seconds for the simulation of progressive linear wave using the three modules.

<table>
<thead>
<tr>
<th>module</th>
<th>$N_t$</th>
<th>$T_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REEF3D::CFD</td>
<td>11200</td>
<td>594.9 s</td>
</tr>
<tr>
<td>REEF3D::SFLOW</td>
<td>560</td>
<td>81.5 s</td>
</tr>
<tr>
<td>REEF3D::FNPF</td>
<td>2800</td>
<td>16.8 s</td>
</tr>
</tbody>
</table>

REEF3D::SFLOW and REEF3D::FNPF. With these cell sizes, all three modules represent the 2nd-order Stokes wave with correct amplitude, phase and asymmetry over the still water level. Similarly, the total number of cells and computational time are summarised in Tab. 4, the computational speed is similar to the linear wave simulations.
3.2 Two-dimensional wave propagation over a submerged bar

Next, the experiment of the wave propagation over a submerged bar (Beji and Battjes (1993)) is reproduced using all three modules. The numerical tank setup is shown in Fig. 3. A wave generation zone of 5 m is located at the inlet boundary and a numerical beach of 9.5 m is shown in Fig. 3. A wave generation zone of 5 m is located at the inlet boundary and a numerical beach of 9.5 m is

Figure 2: Convergence study on cell sizes for the 2D regular Stokes 2nd-order wave simulation and the comparison of free surface elevation among the three modules. (a) - (c) grid convergence study, (d) comparison of the spatial wave profiles using the cell sizes achieving grid convergence.
Table 3: Mean square root errors for wave height in the grid convergence study for the 2D regular Stokes 2nd-order wave simulation using the three modules. The notations dx1 to dx4 represent the finest and coarsest cell size in the tests of each of the modules.

<table>
<thead>
<tr>
<th>dx (m)</th>
<th>REEF3D::CFD</th>
<th>REEF3D::SFLOW</th>
<th>REEF3D::FNPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>dx1</td>
<td>3.581e-04</td>
<td>5.117e-04</td>
<td>4.739e-04</td>
</tr>
<tr>
<td>dx2</td>
<td>3.582e-04</td>
<td>7.637e-04</td>
<td>5.483e-04</td>
</tr>
<tr>
<td>dx3</td>
<td>4.421e-04</td>
<td>9.529e-04</td>
<td>1.41e-03</td>
</tr>
<tr>
<td>dx4</td>
<td>1.199e-03</td>
<td>1.80e-03</td>
<td>2.15e-03</td>
</tr>
</tbody>
</table>

Table 4: Comparison of total number of cells $N_t$ and simulation time $T_s$ in seconds for the simulation of progressive 2nd-order Stokes wave using the three modules

<table>
<thead>
<tr>
<th>module</th>
<th>$N_t$</th>
<th>$T_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REEF3D::CFD</td>
<td>11200</td>
<td>638.3 s</td>
</tr>
<tr>
<td>REEF3D::SFLOW</td>
<td>560</td>
<td>86.7 s</td>
</tr>
<tr>
<td>REEF3D::FNPF</td>
<td>2800</td>
<td>16.9 s</td>
</tr>
</tbody>
</table>

located at the outlet boundary. The submerged bar starts 6 m from the wave generation zone, and 8 wave gauges are located over the horizontal range of the submerged bar. A 2nd-order Stokes wave with a wave height 0.021 m and a wave period of 2.525 s is generated from the inlet boundary and propagates over the bar for 60 s. The simulations are computed with four 2.7 GHz Intel Xeon E5 cores on Mac Pro for REEF3D::FNPF and REEF3D::SFLOW and 128 2.1 GHz Intel E5-2683v4 cores on the supercomputer Fram for REEF3D::CFD.

Figure 3: Numerical setup for the simulation of the wave propagation over a submerged bar.

The grid convergence study is shown in Fig. 4. The vertical grid arrangement for REEF3D::FNPF follows the same constant truncation error principle. Here, 10 vertical cells and a stretching factor of 1.2 is used. Only the horizontal grid convergence of REEF3D::FNPF is performed. The last wave gauge 8 is used for the convergence study as high-frequency wave components appear during the de-shoaling process after the waves propagate over the submerged bar. REEF3D::CFD and REEF3D::FNPF are able to capture the high-frequency wave components with cell sizes of 0.005 m and 0.025 m respectively. For REEF3D::SFLOW, even with a converged cell size of 0.02 m, the wave phases are not correctly represented because these...
high-frequency waves have significantly shorter wavelengths and the water condition is not appropriate for shallow water models at this location.

Figure 4: Convergence study on horizontal cell sizes at wave gauge 8 for the simulations of wave propagation over a submerged bar. (a) REEF3D::CFD grid convergence, (b) REEF3D::SFLOW grid convergence, (c) REEF3D::FNPF grid convergence

Using the converged cell sizes, the free surface elevation time history in the simulations are compared against the experimental measurements in Fig. 5. The free surfaces from all simulations agree well with the experimental data during the shoaling process, while REEF3D::SFLOW starts to show phase differences from gauge 6 in the de-shoaling process as the water condition gets deeper due to shorter waves.
The number of cells and computational time for the simulations of the wave propagation over a submerged bar are summarised in Tab. 5. When complicated phenomena are present, CFD often requires a large number of cells, and the speed-up with the shallow water model and the potential flow model is dramatically increased.

Table 5: Comparison of total number of cells $N_t$ and simulation time $T_s$ in seconds for the simulation of wave propagation over a submerged bar using the three modules

<table>
<thead>
<tr>
<th>module</th>
<th>$N_t$</th>
<th>$T_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REEF3D::CFD</td>
<td>121600</td>
<td>10759.5 s</td>
</tr>
<tr>
<td>REEF3D::SFLOW</td>
<td>1900</td>
<td>761.7 s</td>
</tr>
<tr>
<td>REEF3D::FNPF</td>
<td>15200</td>
<td>282.2 s</td>
</tr>
</tbody>
</table>

The simulations show that for progressive regular waves below the breaking limit, all
three modules can represent the free surface accurately. However, the requirements of the
grid resolution are different. It is commonly seen that 80 to 100 cells per wavelength is able to
capture the free-surface well with REEF3D::CFD, while only 30 to 40 cells per wavelength are
needed in REEF3D::FNPF. The grid resolution in REEF3D::SFLOW might be higher, but
the 2D vertical grid structure reduces the total number of cells dramatically. In practice, when
the wave steepness is not close to the breaking limit, REEF3D::SFLOW and REEF3D::FNPF
are much faster alternatives, especially for large-scale sea states and coastal wave simulations.

In shallow to intermediate water condition up to wavelength to water depth ratio 0.25 (Jeschke
et al. (2017)), REEF3D::SFLOW has an advantage because it is capable of resolving the run-
up process in the swash zone. However, for water conditions with large water depth changes,
the de-shoaling process limits the application of REEF3D::SFLOW as seen in the simulation
of wave propagation over a submerged bar. In such conditions, REEF3D::FNPF is the optimal
choice as its applicability is not limited by large water depth gradients. REEF3D::CFD is
slower but contains more information about turbulent effects in the flow. In cases where strong
wave-structure interaction take place or waves break, REEF3D::CFD is the only option for
numerical modelling of the associated phenomena. The following applications focus on the
most suitable applications for each of the modules.

3.3 Two-dimensional wave breaking over a mild slope

In shallow water regions, depth-induced wave breaking is a common phenomenon. All
three modules are equipped with breaking wave algorithms to represent the energy dissipa-
tion during a wave breaking process, as described in section 2. In this section, a depth-induced
breaking wave over a mild slope is simulated with all three modules in a two-dimensional nu-
merical wave tank. In order to reduce the computational cost of the CFD simulation, the
original setup from Ting and Kirby (1995) is truncated in its longitudinal direction. The
breaking wave zone and swash zone are all remained in the truncated numerical wave tank.
The new numerical wave tank setup is shown in Fig. (6). The mild slope starts 13.8 m from
the inlet boundary and rises up to 0.463 m at the outlet following a slope of 1:35. The water
depth at the wave generator is 0.4 m. A 5th-order Cnoidal wave with a wave height of 0.128
m and wave period of 5 s is generated at wave generation zone that is 9.8 m long, i.e. one
wavelength. Four wave gauges are located on the slope adjacent to the wave breaking location.
From wave gauges 1 to 4, the x-coordinates are \(x = 19.8, 20.8, 21.8\) and 22.1 m. The simula-
tions are computed with four 2.7 GHz Intel Xeon E5 cores on Mac Pro for REEF3D::FNPF
and REEF3D::SFLOW and 128 2.1 GHz Intel E5-2683v4 cores on the supercomputer Fram.
The grid convergence study for the three models REEF3D::CFD, REEF3D::SFLOW and
REEF3D::FNPF were reported respectively by Bihs et al. (2016), Wang et al. (2020) and
Bihs et al. (2020). As a result, the \(dx = 0.005\) m, \(dx = 0.005\) m and \(dx = 0.005\) m are used
in the REEF3D::CFD, REEF3D::SFLOW and REEF3D::FNPF simulations respectively. 10
cells are used in the vertical direction for the simulation with REEF3D::FNPF. The simul-
ations are performed for 40 s with adaptive time stepping and \(CFL = 0.1, 0.2\) and 1.0 for
the REEF3D::CFD, REEF3D::SFLOW and REEF3D::FNPF simulations respectively. The
simulated free surface elevation time series from all three modules are compared to the ex-
perimental measurements in Fig. (7).
As can be seen in Fig. (7), the results from all three modules achieve a good agreement with the experiment both in wave amplitude and wave phase. The wave amplitudes increase from wave gauge 1 to wave gauge 2 due to the shoaling effect in both the simulations and the experiment. Wave gauge 3 shows a decrease in wave amplitude and the decreasing trend continues to wave gauge 4. This change of amplitude indicates a wave breaking happens between wave gauge 2 and 3 as a result of energy dissipation during the wave breaking process. The correct representation of the amplitude change shows that all three modules produce correct wave energy dissipation.

To compare the computational performance of the three modules, the total number of cells and computational time for each model to finish the simulations are summarised in Table 6.

Table 6: Comparison of total number of cells \(N_t\) and simulation time \(T_s\) in seconds for the simulation of wave propagation over a submerged bar using the three modules

<table>
<thead>
<tr>
<th>module</th>
<th>(N_t)</th>
<th>(T_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REEF3D::CFD</td>
<td>1200000</td>
<td>31578.8 s</td>
</tr>
<tr>
<td>REEF3D::SFLOW</td>
<td>6000</td>
<td>5326.62 s</td>
</tr>
<tr>
<td>REEF3D::FNPF</td>
<td>6000</td>
<td>659.9 s</td>
</tr>
</tbody>
</table>

Similar to section 3.2, REEF3D::SFLOW and REEF3D::FNPF use much less cells in comparison to REEF3D::CFD to achieve a similar level of accuracy. In this case, both REEF3D::SFLOW and REEF3D::FNPF only need 1/200 the number of cells as used in the REEF3D::CFD simulation. In terms of the computational speed, REEF3D::SFLOW is seen to be roughly 190 times faster than REEF3D::CFD while REEF3D::FNPF is 1580 times faster. However, the slower computational speed of REEF3D::CFD is compensated by the fact that REEF3D::CFD is the only model that is able to represent a correct geometry of an overturning breaker, which is shown in the next section with a three-dimensional overturning wave breaker.

3.4 Three-dimensional wave breaking over a flat-tipped reef

The design of coastal structures such as combined coastal defences, recreational surfing reefs and marine biodiversity enhancement measures such as submerged porous reefs require a detailed analysis of the interaction between the incident waves and the proposed structure.
Figure 7: Comparison between the simulated free surface elevation time series from the three REEF3D modules and the experiment measurements at all four wave gauges in the simulations of wave breaking over a mild slope.

The evaluation of the properties of the breaking waves generated due to the presence of the submerged structure is one of the essential analyses in such cases. In this sub-section, three-dimensional wave breaking is investigated using all three models. The free surface elevations at different locations calculated by the two models are also compared. The illustration of the numerical wave tank with the bottom topography used in the simulations is presented in Fig. (8). The bottom topography consists of a 1 in 20 slope over which a flat-tip shaped reef with a reef slope of 1 in 6 is placed. The reef angle, that is the angle between the reef normal and the direction of wave propagation is 60°. A detailed description of the complicated reef
geometry is provided in Henriquez (2005). The width of the flat tip is 0.188 m and the width of the reef at the far end is 3.88 m. The numerical wave tank is 20 m long, 9 m wide, 0.8 m wide with a water depth of $d = 0.4$ m. Cnoidal waves with a height of $H = 0.12$ m and period $T = 2.50$ s are generated. The submerged reef will affect the propagation of the incident waves and induce wave breaking with the overturning wave crest first appearing over the slope of the reef as shown in Fig. (9). The rest of the wavefront undergoes overturning as it propagates further along the submerged reef and the bottom slope. All simulations are computed with 128 2.1 GHz Intel E5-2683v4 cores on the supercomputer Fram.

Figure 8: Numerical wave tank setup for the simulation of three-dimensional wave breaking on a reef. $m$ represents the slopes. (a) schematics from top view, (b) 3D view in the NWT.
Figure 9: Three-dimensional wave breaking over the reef in the numerical wave tank calculated using REEF3D::CFD
Figure 10: Free surface elevations at several locations in the numerical wave tank for three-dimensional wave breaking on a submerged reef calculated using CFD and SFLOW.
The free surface elevations at different locations along the reef in the numerical wave tank using the three models are presented in Fig. (10). The incident wave at the toe of the slope near the wall is shown in Fig. (10a). The free surface elevation over the reef slope is seen in Figs. (10b) and Figs. (10c). The wave appears to break at these locations as seen from the vertical wave crest front. The difference between the results from the two models are seen in the shape of the wave crest front. The shallow water model, REEF3D::SFLOW and the potential flow model REEF3D::FNPF cannot account for an overturning crest and therefore represent a perfectly vertical wave crest fronts to represent the breaking wave before a sudden reduction in the free surface elevation. In contrast, REEF3D::CFD represents the overturning wave crest. Therefore, the vertical wave crest front is followed by a reduction of the free surface elevation, without a period of retracing of the initial path to the peak. The wave gauges WG 2, 3 and 4 show this process in Figs. (10b), (10c) and (10d) respectively as they are placed in the region of wave breaking over the reef slope. The free surface elevations at WG 5, 6 and 7 in Figs. (10e, 10f and 10g) respectively show the secondary breaking process and the post breaking splash up. This is signified by the reduced free surface elevations and the appearance of secondary crests in the time series. A slight phase difference is seen between the results from REEF3D::SFLOW and REEF3D::CFD. The first secondary breaker in the REEF3D::FNPF simulation is in phase with the other two models. However, significant phase differences are seen in comparison to the other two models after the first secondary breaking. The reason is that the incoming waves start to interact with the wave run-up and run-down on the slope which takes place after the first secondary breaker. In the potential flow model, the wet side of the coastline is covered with a narrow relaxation zone of 0.675 m to avoid numerical instabilities due to the derivatives of the velocity potential over z in the infinitesimal water depth. Therefore, the run-up and run-down are not correctly represented, which lead to a large phase different and smaller wave amplitude in the potential flow simulation. The complex 3D swash zone dynamic and the steeper slope at the end of the numerical wave tank amplify this effect, which is not noticeable in section 3.3. Figures (10h), (10i) and (10j) present the free surface elevations at WG 8, 9 and 10 respectively, which are along the reef slope but in post-breaking region. The free surface elevations are seen to be further reduced and several secondary crests appear in the time series. There is also some phase difference seen among the models. On the other hand, the wave heights calculated by all models are similar for the first breaking wave. This suggests that the loss of wave energy due to wave breaking is well represented in the shallow water model as well as the potential flow model, even though the overturning wave crest is not accounted for.

The free surface elevations in the numerical wave tank with the horizontal velocity contours for the simulations carried out using all three models are presented in Fig. (11). The overturning wave crest at $t/T = 5.5$ is represented in the CFD model in Fig. (11a), whereas only a steep free surface is seen in REEF3D::SFLOW and REEF3D::FNPF in Fig. (11c) and Fig. (11e). The free surface and velocities over the rest of the wavefront are seen to be similar for all the models. The overturning wave crest moves towards the preceding wave trough and the rest of the wavefront gets steeper at $t/T = 5.6$ in Fig. (11b) in REEF3D::CFD model. The REEF3D::SFLOW and REEF3D::FNPF simulations show smoothed free surfaces in the region of the overturning wave crest in Fig. (11d) and Fig. (11f). Wave breaking is seen on the reef slope and wave breaking is initiated away from the reef in Fig. (11g) at $t/T = 5.8$ in the REEF3D::CFD simulation. Figure (11i) and Figure (11k) show steep wavefronts in the
region away from the reef for the REEF3D::SFLOW and REEF3D::FNPF simulations. The process of secondary breaking is seen to have started at this time step in the simulations. The overturning wave crest in the region away from the reef at \( t/T = 6.1 \) is seen in Fig. (11h) in the REEF3D::CFD simulation. The free surfaces in the REEF3D::SFLOW and REEF3D::FNPF simulations in Fig. (11j) and Fig. (11l) are seen to be similar over the reef in the absence of wave breaking and a steep wavefront are seen away from the reef. However, the post-breaking region is seen to be very different in the simulation of REEF3D::FNPF in comparison to the other models, as seen in Fig. (11k) and Fig. (11l). Less run-up on the slope and some small high-frequency waves are seen only in the simulation of REEF3D::FNPF as the result of the coastal relaxation zone arrangement.

The key difference in the results from REEF3D::CFD and the other two models is that the overturning wave crest is not represented by REEF3D::SFLOW and REEF3D::FNPF. On the other hand, the wave heights after the wave breaking process are seen to be similar in all models. Therefore, if the representation of the overturning wave crest is not critical in a simulation, the shallow water model and potential flow model can provide similar wave kinematics solutions as the three-dimensional and two-phase flow model. However, REEF3D::SFLOW is a better choice when swash zone dynamics result in strong interaction with the incoming waves.
Figure 11: Free surface elevations with velocity contours at different time steps for three-dimensional wave breaking on a reef calculated using CFD and SFLOW (part 1)
Figure 11: Free surface elevations with velocity contours at different time steps for three-dimensional wave breaking on a reef calculated using CFD and SFLOW (part 2)
The computational grid, computational resource and computational time from the three models are compared in Table 7. The computational speed gains from REEF3D::SFLOW and REEF3D::FNPF in a 3D simulation are seen to be even more prominent in comparison to the CFD solver, with a speedup factor of 60 and 800 respectively. On the other hand, the computational speed of REEF3D::CFD is compensated by the fact that REEF3D::CFD is the only model that is able to represent a correct geometry of an overturning breaker.

Table 7: Comparison of total number of cells $N_t$ and simulation time $T_s$ in seconds for the simulation of wave propagation over a submerged bar using the three modules

<table>
<thead>
<tr>
<th>module</th>
<th>$N_t$</th>
<th>$T_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REEF3D::CFD</td>
<td>28700000</td>
<td>90 h</td>
</tr>
<tr>
<td>REEF3D::SFLOW</td>
<td>450000</td>
<td>5014.73 s</td>
</tr>
<tr>
<td>REEF3D::FNPF</td>
<td>720000</td>
<td>401.34 s</td>
</tr>
</tbody>
</table>

4 Conclusions

In the presented manuscript, a comparative study of the three major types of phase-resolved wave models is presented with the use of the open-source hydrodynamics framework REEF3D. The development and numerical implementation of REEF3D are explained extensively to show the numerical consistency as well as differences among the wave models. The benchmark studies provide an insight into the strengths and limitations of each type of the wave modelling technique in terms of their computational performance as well as their limitations in different types of wave hydrodynamic phenomena. Thanks to the fact that all three models are implemented in the same numerical framework, an objective comparison is presented, which is not influenced by the various numerical implementations from different developers.

REEF3D::CFD solves the incompressible Navier-Stokes equations with a RANS turbulence model. Here, the pressure is solved on a staggered grid using the projection method. This ensures a tight pressure-velocity coupling. The model benefits from the utilization of a level set function to capture the motion of the free surface implicitly. In the numerical wave tank, the waves are generated and absorbed with either the relaxation method or using Dirichlet boundary conditions.

REEF3D::SFLOW reduces the computational costs significantly by solving the depth-averaged shallow water equations with a non-hydrostatic extension based on a quadratic vertical pressure profile. In comparison to existing approaches, like Boussinesq-type models or multi-layer approaches, the system of equations is solved with the projection method and high-order discretization schemes. This increases the stability of the computation through simpler terms in the equation and semi-implicit calculations for the pressure. Further, the model benefits from the parallelization strategy in REEF3D which enables the simulation of large scale wave propagation near shores.

REEF3D::FNPF closes the gap between the efficient 2D shallow water solver and the accurate CFD solver for wave propagation problems as the FNPF potential flow solver is not restricted by water depth. By solving the three-dimensional Laplace equation with non-
linear boundary conditions for the free surface and the bottom, no simplifying assumptions regarding the wave characteristics or bottom slope are taken into account. At the same time, the use of a $\sigma$-coordinate system removes the additional cost of a two-phase approach. The model employs high-order discretization schemes in space and time which allows for larger cell sizes and time steps. Typically, ten cells in the vertical direction are sufficient to obtain accurate wave propagation. Very fast parallelized algorithms for solving the system matrix ensure the computational efficiency and enables the application for large-scale problems in deep and shallow water.

The performance of the presented modules has been tested and compared for several benchmark applications. The direct comparisons for regular waves show that all approaches are capable of predicting the wave propagation in their range of applicability. The challenging submerged bar case revealed very good accuracy of REEF3D::CFD and REF3D::FNPF, whereas the shallow water model fails due to its theoretical limitations. The two-dimensional wave breaking case shows that all three models are able to represent a correct wave energy dissipation during a breaking process. In the case of the three-dimensional wave breaking case, REEF3D::CFD and REF3D::SFLOW capture the second breaking wave more accurately since both represent the swash zone dynamics better. The CFD based numerical wave tank is the only model that accurately represents the physics of wave propagation including complex overturning wave breaking. The computational speed gains from REEF3D::SFLOW and REF3D::FNPF in comparison to REEF3D::CFD are found to be by factors of about 10 and 40 on average for 2D simulations and 60 and 800 for the 3D simulation. The higher computational demands of the CFD model is compensated by that fact that it is the only model capable of representing the geometry of an overturning wave breaker accurately, which is important for studies on slamming load on structures.

With the strengths and limitations of each numerical models in mind, the future work will focus on the coupling of the different modules within REEF3D. A one-way coupling will use the propagated waves from a potential theory model as input waves in the CFD simulations. Two-way coupling processes will be interesting for applications in marine engineering with strong fluid-structure interactions.
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