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a b s t r a c t

Increased knowledge on fluid-solid phase transitions is needed, both when they are undesired and can
impair process operations, and when strict control is required in fields such as food technology, the
pharmaceutical industry and cryogenic CO2 capture. We present experimental results and theoretical
predictions for the solid-formation and melting temperatures of ice in four binary waterealcohol mix-
tures containing methanol, ethanol, 1-propanol and 1-butanol. A dual fiber sensor set-up with a fiber
Bragg grating sensor and a thin-core interferometer is used to detect the solid-formation. The predictions
of melting temperatures with the cubic plus association equation of state combined with an ice model
are in good agreement with experiments, but deviations are observed at higher alcohol concentrations.
The measured degree of supercooling displays a highly non-linear dependence on the alcohol concen-
tration. A heterogeneous nucleation model is developed to predict the solid-formation temperatures of
the binary alcoholewater mixtures. The predictions from this model are in reasonable agreement with
the measurements, but follow a qualitatively different trend that results in systematic deviations. In
particular, the predicted degree of supercooling is found to be an essentially colligative property that
increases smoothly with alcohol concentration. Experimental results are also presented for the growth
rate of ice crystals in watereethanol mixtures. For pure water, the measured crystal growth rate is
10.2 cm/s at 16 K supercooling. This is in excellent agreement with previous results from the literature.
The crystal growth rate observed in ethanolewater mixtures however, can be orders of magnitude lower,
where a mixture with 2% mole fraction ethanol has a growth rate of 2 mm/s. Further work is required to
explain the large reduction in crystal growth rate with increasing alcohol concentration and to reproduce
the behavior of the solid-formation temperatures with heterogeneous nucleation theory.
© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

It is important to predict and control the formation of a solid-
phase in numerous industries. Precipitation of inorganic salts from
aqueous solutions can impair operation of heat exchangers and
production of oil and natural gas, which causes significant
economical losses in the industry [1,2]. Aggregate-state control is
also important in novel process configurations for liquefaction of
hydrogen that involve heliumeneon mixtures [3]. Precipitation of
solid CO2 from natural gas mixtures must be controlled to avoid
constricting or plugging pipelines, which can cause a sudden and
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dangerous increase in pressure [4,5]. Although CO2-frosting ismostly
seen as a detrimental effect, it can also be used to separate the un-
wanted gas from the natural gas mixture [6]. Increased knowledge
about phase transitions is important both when they are undesired,
andwhen strict control is needed e.g. in fields such as energy storage
systems based on latent heat [7], in food technology [8], to select the
desired crystal polymorph in the pharmaceutical industry [9e11],
and in biology and intercellular freezing [12e14].

Nucleation refers to the first step in most phase transitions and
the formation of an incipient portion of the new phase [15]. In
solid-formation, a critical cluster forms by means of thermal fluc-
tuations, either in the bulk of the fluid (homogeneous nucleation),
or aided by external surfaces (heterogeneous nucleation). Many
experimental and modelling studies have been committed to
explore and understand the mechanisms of nucleation [16e20].
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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In pure water, homogeneous nucleation of solid crystals has
been observed down to � 40+C [18]. In most practical situations
however, the nucleation is heterogeneous. This means that impu-
rities in the liquid or surfaces in contact with the fluid promote
nucleation by lowering the activation barrier [21]. The molecular
dynamic simulations by Sanz et al. showed that nucleation in pure
water occurring less than 20 K below the melting point must be
heterogeneous [22]. Which materials that promote or inhibit
nucleation has been widely studied, but not yet fully understood
[19,21,23e28]. Fitzner et al. found that both surface morphology
and hydrophobicity are important factors [19].

Due to the activation barrier required to make the first critical
cluster, the solid-formation temperature is always below the
tabulated melting temperature. For accurate control of precipita-
tion in fluid mixtures, it is of interest to predict and understand at
precisely which temperature the solid forms. In this work, we will
study the solid-formation temperature and the degree of super-
cooling that can be achieved in binary waterealcohol mixtures, by
use of experiments and theory. Short-chained alcohols have been
chosen as examples because they are miscible in both polar and
non-polar substances, which makes them versatile solvents [29].

In Ref. [30], the limit of superheating of liquids prior to forma-
tion of vapor was predicted to a high accuracy with homogeneous
nucleation theory, both for single-component fluids and mixtures.
This motivates a hypothesis to be explored in the present work,
namely that the solid-formation temperature and the degree of
supercooling in mixtures can be predicted by use of heterogeneous
nucleation theory for solids. The supercooling is here defined as the
difference between the melting temperature and the measured
solid-formation temperature.

The theoretical predictions of the liquid-solid phase transition
will be compared to experiments. Phase transitions have tradi-
tionally been studied through differential scanning calorimetry
[31,32] and differential thermal analysis [14,33]. These techniques
offer invaluable information on the thermophysical properties of
phase transitions, but are traditionally not suited for accurate
detection of solid-formation because of their slow response. The
increase in temperature due to the release of latent heat can be
measured with electronic temperature sensors (e.g. thermocou-
ples, Pt100) [5]. However, because these sensors may act as heat
sinks/sources, the accuracy is impaired [34]. Phase transitions can
also be observed visually in transparent materials [14,20,35,36].
This is arguably the most accurate of the methods discussed so far.
However, transparent containers or windows are necessary, which
may not always be experimentally feasible.

Apart from visual methods to detect the onset of phase transi-
tions, most methods are designed to monitor and analyse how the
transition progresses. With fiber-optic sensor probes, the solid-
formation can be detected directly, either through a change in
refractive index or through an associated increase in temperature.
Due to their small size and thermal mass, the influence on the
measurement is low. Fiber-optic sensors are also chemically inert
and mechanically robust, even at cryogenic temperatures [37]. This
has in recent years triggered studies into using fiber-optic sensors
to detect and study phase transitions [38e42]. Han et al. utilized
the special properties of n-octadecane, which has refractive indices
above and below that of the fiber in the solid and liquid phase,
respectively. This enabled discrimination between the phases
based on a guiding or no-guiding condition, which was demon-
strated both with a multi-mode fiber interferometer [42] and a
Fresnel reflection probe [40]. Mani et al. also used a Fresnel
reflection probe to detect solid-formation in aqueous NaCl-
solutions. Since only the fiber end-face is in contact with the
sample, these point measurements are mechanically very robust,
but at the same time sensitive to impurities or bubbles present.
Boerkamp et al. measured the rate of crystal growth in CaCO3 scale
formation with exposed-core fibers, where the increased scale
thickness gradually attenuated the transmitted light [2,38].

In this work, wewill use a set-upwith a boroscope and two fiber-
optic sensors to detect both the solid-formation temperature and the
growth rate of the resulting crystal. Details on the experimental set-
up and methodology are given in Sec. 2. Next, the theory to predict
the melting and solid-formation temperatures of mixtures is pre-
sented in Sec. 3. Theoretical predictions are compared to experi-
ments in Sec. 4 before concluding remarks are provided in Sec. 5.

2. Experimental

A schematic of the experimental setup used in this work is
shown in Fig. 1. A temperature bath with silicon oil (Hart Scientific,
7103 Micro-bath) and an accuracy of 0.25 K was used to control the
temperature. The temperature bath is limited to temperatures
above e30+C, which puts a constraint on the range where solid-
formation events have been studied. A calibrated temperature
sensor (Pt100, 3-wire) with a stainless steel sheath was placed in
the bath fluid for confirmation purposes. The test tube containing
the sample was placed at the center of the bath, with the sample
10 cm below the silicon oil surface. The open end of the test tube
was covered with aluminum foil to reduce losses of heat and mass
to the ambient while maintaining atmospheric pressure. Two
different test tubes were used, one of glass (Borosil, 27 mL) and one
of polypropylene (VWR, 14 mL). The two fiber-optic sensors were
secured at positions 1 mm apart, near the center of the sample
liquid (see Fig. 1). For visual inspection, a digital boroscope was
used to capture images and video. For some of the experiments, the
frames of the videos were analysed to measure the size of the
growing crystal as a function of time. Further details on this pro-
cedure have been included in the supplementary information (SI).

2.1. Fiber-optic detection

The fiber-optic sensor setup is shown in Fig. 1 (right). It consists
of a fiber Bragg grating (FBG) sensor, which is sensitive to tem-
perature (T) and strain (ε), and a thin-core (TC) fiber interferometer
that is also sensitive to the refractive index (RI) of the surrounding
medium (sample). The light source is a broadband laser (FYLA,
SCT500), and a grating-based spectrometer (Ibsen, I-MON 512) has
been used to capture the combined spectrum from the two sensors.
These components are connected through a 2 � 2 50:50 single-
mode coupler (Thorlabs, TW1550R5A2). The FBG signal is also
attenuated with a variable fiber-optic attenuator to achieve com-
parable intensitites from the two sensors.

FBG sensors reflect light at the wavelength given by [43].

lB ¼2neffL; (1)

where neff is the effective RI of the grating and L is the grating
period. The sensor used (Optromix) is inscribed in an SM1500 fiber,
and the reflected wavelength has a full-width half-maximum of
0.2 nm and a reflectivity of 79%. The wavelength shifts as a function
of temperature due to thermal expansion and the thermo-optic
effect, where the latter accounts for � 95% of the sensitivity [43].
This can be expressed as [44].

DlB ¼ lBðaþ xÞDT ; (2)

where a is the thermal expansion coefficient, and x is the thermo-
optic coefficient.

The TC interferometer is fabricated by splicing a 14.2 mm sec-
tion of a TC fiber (SM400) fiber to the end of a single-mode fiber



Fig. 1. A schematic of the experimental set-up (a), which consists of a temperature bath with silicon oil as cooling medium. An electrical Pt100 temperature sensor is used for
confirmation. The two sensors are secured at the centre of the test tube that holds the sample. The fiber-optic configuration (b) consists of a broadband source and a spectrometer,
which are connected to the two sensors with a 50:50 fiber-optic coupler. The lines connecting the components are all single-mode fibers (SMF-28).

Fig. 2. A typical output spectrum, showing the sum of the reflected intensities from
the two sensors as a function of wavelength. Three interference minima (dips) are
identified, but only the first is used in interpreting the response. The peak from the FBG
sensor has been attenuated as to not saturate the spectrometer, while ensuring
acceptable visibility of the interference spectrum. The features of both sensors shift to
longer wavelength (red-shift) with increasing temperature. The TC sensor red-shifts
for increasing external refractive index.

M.S. Wahl et al. / Fluid Phase Equilibria 522 (2020) 112741 3
(SMF-28). A silver mirror was deposited at the fiber end-face with
the mirror reaction [45], to increase the reflected signal. The
mismatch between the cores of the two fibers enables the excita-
tion of an ensemble of cladding modes [46] in the TC fiber, which
create an interference spectrumwhen they are reflected back to the
spectrometer. The interference spectrum exhibits characteristic
intensity minima, where themodes interfere destructively. This can
be expressed as

ldip;i ¼
4L

h
neff ðl;nextÞ � n0eff ðl;nextÞ

i
2i� 1

; (3)

where L is the length of the interferometer, neff and n0eff is the
effective index of twomodes at wavelength l and external (sample)
RI ðnextÞ. Because the modes are bound by the outer diameter of the
fiber, the evanescent field causes the effective indices to be func-
tions of the surrounding RI, as well as the temperature of the
sensor.

The dual-sensor configuration enables an independent tem-
perature measurement and a characterization of both the liquid
and solid phases. In phase transitions with a low associated latent
heat, the TC sensor also enables detection based on changes in the
RI.

2.2. Data acquisition and analysis

To control the temperature setpoints and scan rate, an in-house
LabVIEW program was developed, which acquires data from the
temperature sensors and the spectrometer. The combined spec-
trum from the two sensors was stored together with the temper-
ature reading every 30 s during cooling. Around the expected solid
formation temperature, the acquisition rate was increased to every
10 s.

A typical output spectrum from an experiment is shown in
Fig. 2. Here, the FBG peak and the three main TC dips are marked
with circles. Only the FBG peak and the first dip of the TC fiber were
used for further analysis. Post-processing was performed to
determine the exact wavelengths of these features. The FBG peak
was fitted to a Gaussian function, whereas the first TC dip was fitted
to a polynomial. By tracking thesewavelengths as a function of time
and temperature, the event of solid formation can be identified.
2.3. Sample preparation

To prepare the samples, deionized (DI) water (<1:5 mS/cm) was
mixed with methanol/ethanol/1-propanol/1-butanol by weight.
Concentrations from 0% to 30% (weight) were prepared in intervals
of 5%. Because of the limited solubility of butanol in water, only
concentrations of 2.5%, 5% and 7.5% were used for the
butanolewater mixture. The maximum error estimated for the
prepared concentrations was 0:4%, based on the uncertainty dis-
closed by the manufacturer. The concentrations will be referenced
according to their corresponding mol% in the discussion, as colli-
gative effects of the solute are expected to be important.

After preparing the mixtures, the solutions were heated to 50 �C



M.S. Wahl et al. / Fluid Phase Equilibria 522 (2020) 1127414
for 5 hours and stored at room temperature for one week to let
them equilibrate [47]. The test tube and fiber-optic sensors were
rinsed with acetone, 96% ethanol and DI water before each mea-
surement to remove any contaminants. For the polypropylene test
tube, the rinsing procedure influenced the results; this will be
further discussed in Sec. 4. The test tube was filled with 6 mL from
the sample solution and stabilized at 30 �C for 15 min. Next, the
fiber-optic sensors were inserted prior to lowering the temperature
down to � 30+C at 0.2 �C/min.

3. Theory

For the mixtures and conditions considered in the present work,
the solid-phase crystallizes as pure H2O [31] with a hexagonal crystal
structure known as ice Ih [31,32,48]. The first crystal forms after a
certain degree of supercooling by heterogeneous nucleation on the
container walls or on the two sensors. A hypothesis that will be
explored in this work is that the solid-formation temperature can be
determined by heterogeneous nucleation theory. Upon heating, the
crystal starts to dissolve at the melting point, i.e. there is no super-
heating of the crystal. The melting point represents an equilibrium
configuration between the fluid and the solid. In the following, we
shall elaborate how to determine both themelting temperature (Sec.
3.2) and the solid-formation temperature (Sec. 3.3) by combining
theoretical predictions with an equation of state (Sec. 3.1).

3.1. Equations of state for the liquid and the ice

The cubic plus association (CPA) equation of state (EoS) [49] was
used to model the liquid phase, with published pure-component
parameters from Queimada et al. [50] for water and Oliveira et al.
[51] for alcohols. The CPA EoS requires a binary interaction
parameter, kij, to be fitted by use of thermodynamic properties of
the binary system considered. This parameter was set to kij ¼ � 0:1
for methanolewater and propanolewater, and to kij ¼ � 0:115 for
ethanolewater and butanolewater; these parameters were vali-
dated against experimental vaporeliquid equilibrium composition
and density data [52e55]. The CPA equation of state with these
parameters has been thoroughly validated in vaporeliquid nucle-
ation studies of water and alcohols [56,57]. Further details and
comparisons to experimental data can be found in the SI.

The Gibbs energy of ice Ih was modeled using the equation of
state by Feistel and Wagner [58]. The EoS has two adjustable pa-
rameters, g00 and s0, corresponding to the reference state for used
for Gibbs energy and entropy at 0 K and 1 atm [58]. These pa-
rameters were determined from two conditions: (1) reproducing
the experimental triple point temperature and pressure (273.16 K
and 611.66 Pa) with the combined CPA þ Ice model; (2) the
enthalpy of fusion at the triple point calculated from the CPA þ Ice
model equals the experimental value (6007 J/mol). The resulting
values were g00 ¼ �2582:47 kJ/kg and s0 ¼ �1483:02 J/(kg K).

3.2. The melting point

The melting temperature Tmelt of the mixture was determined
by solving for the temperature T that yields equal chemical po-
tential of water in the liquid mixture and in the ice Ih phase:

mliqw
�
T; Patm; x

�¼micew
�
T ; Patm

�
; (4)

where Patm is the atmospheric pressure and x is themole fraction of
alcohol in the liquid mixture. The thermodynamic algorithms
related to phase equilibrium were solved by using the in-house
thermodynamic framework presented in Refs. [59].
3.3. Heterogeneous nucleation theory for predicting the solid-
formation temperature

In liquid mixtures below the saturation temperature, solid
clusters form and dissipate continuously by means of thermal
fluctuations. Nucleation occurs when a cluster permanently ex-
ceeds the critical size, Rc, after which further growth is sponta-
neous. If the critical cluster forms on the container walls or on the
fiber, it is referred to as heterogeneous nucleation. If it forms in the
bulk of the fluid, it is referred to as homogeneous nucleation.
Spontaneous growth of the cluster occurs when the energy
reduction of increasing the volume exceeds the energy cost of
increasing the surface area. The rate of nucleation events can be
expressed by the Arrhenius equation

J¼ Jkinexp
�
� W
kBT

�
; (5)

where the kinetic prefactor, Jkin, describes the rate of cluster for-
mation in the absence of a thermodynamic free energy barrier. For
heterogeneous nucleation on a wall, the nucleation rate scales
linearly with the wall area, and the units of J are therefore [parti-
cles/m2s]. The exponential factor captures how the rate is limited
by the nucleation barrier, given by the work of formation, W,
required to create clusters large enough to grow spontaneously. For
heterogeneous nucleation, the work of formation can be written as
[15,60].

W ¼ fhetW
hom; (6)

where Whom is the corresponding work of formation for homoge-
neous nucleation, and fhet is the heterogeneity factor. The value of
fhet depends on the surface topology of the container as well as the
difference in surface energies of the containereliquid and the
containereice interfaces [15]. These surface energies are non-trivial
to estimate. In this work, we assume fhet to be temperature-
independent, concentration-independent, and equal to that of
pure water in the given container. The heterogeneity factor is thus
assumed to depend only on the container type. The quality of this
assumption will be discussed in Sec. 4.

We assume the nucleation process to be isothermal. This is
usually a good assumption, even for condensation from dense
water þ alcohol vapors [56,57], for which the latent heat for phase
change is larger and the cooling rate of nuclei is likely lower than
for crystallization. Furthermore, a recent simulation study also
found that the dynamics of ice growth is not affected by heat
dissipation [61].

We next describe how to calculate Jkin and W. For convenience
we have also included a flowchart of the calculation procedure in
Fig. 3.

The work of formation for homogeneous crystallization in pure
water is given by [15].

Whom ¼ � DPVc þ Acsi;w; (7)

where Vc ¼ 4pR3c =3 and Ac ¼ 4pR2c are the volume and surface area
of the critical ice cluster. The critical cluster is assumed to be
spherical, with the radius given by the YoungeLaplace equation

Rc ¼
2si;w
DP

: (8)

Here, si;w is the surface energy between the ice and the liquid
water, and DP is the pressure difference between the interior of the
critical cluster and the surrounding liquid. The surface energy



Fig. 3. Flowchart of the calculation procedure to obtain the nucleation rate.
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depends on Rc [62], which in the theoretical framework is a unique
function of T. In this work, we assume that the surface energy of the
critical ice crystal depends linearly on temperature as

si=wðTÞ¼ si=wðT0Þ þ aðT � T0Þ; (9)

where T0 ¼ 273:15 K. Following previous works [63,64], we use the
values si=wðT0Þ ¼ 29:1 mN/m, and a ¼ 0:2 mN/(K m). We assume
the surface energy to be independent of the crystal plane, which is a
reasonable approximation for water according to Espinosa et al.
[65].

The critical ice cluster has the same chemical potential as the
water in the liquid phase, but will be at a higher pressure due to the
YoungeLaplace equation (Eq. (8)). For a given supercooled liquid
mixture at temperature T < Tmelt, the pressure increase DP of the
critical cluster is found by solving for equality of chemical poten-
tials of water in the two phases:

mliqw
�
T ; Patm; x

�¼micew
�
T ; Patm þDP

�
; (10)
3.3.1. The heterogeneous nucleation barrier
The formation of solids will in most cases be catalysed by the

container surface, where the containereliquid interaction reduces
the nucleation barrier. The magnitude of the reduction depends on
both the surface topology and the hydrophobicity of the container
surface [19].

To estimate the work of formation is a crucial step of crystalli-
zation theory [63]. Since the work of formation is a difference be-
tween two state functions, it can be calculated by adding up free
energy differences along any path between the initial and end
states. A convenient path through the thermodynamic state space
from the liquid mixture (initial state) to the critical cluster (end
state) can be described as follows:

(a) Remove all alcohol molecules from the volume Vpure;liq
c

occupied by the number of water molecules that will be in
the critical ice cluster.

(b) Form ice from the pure, supercooled water. The energy of
Step (b) corresponds to the work of formation of a critical
cluster of ice in supercooled, pure water.

(c) Re-equilibrate the ice crystal with the solution.

The energy difference of Step (a) is given by PVpure;liq
c [64,66],

where P>0 is the osmotic pressure across a membrane that is
semipermeable to water and that encloses a volume, given by

Vpure;liq
c of pure water. The volume that is cleared from alcohol

molecules in Step (a) is given by
Vpure;liq
c ¼ Vcv

pure;liq
w

.
vice; (11)

where v
pure;liq
w and vice are the molar volumes of pure water and ice,

respectively. These were computed from the two EoS described in
Sec. 3.1, at the supercooled state temperature T. The osmotic pres-
surePwas computed by identifying the pressure of purewater that
gives the same chemical potential as the chemical potential of
water in the liquid mixture, the latter being at atmospheric
pressure:

mliqw
�
T ; Patm �P;0

�¼mliqw
�
T ; Patm; x

�
: (12)

The energy difference of Step (b) is given by the usual expression
for the work of formation for a critical cluster of ice in pure water
(Eq. (7)). The energy difference of Step (c) was assumed to be small
compared to the energy differences of Steps (a) and (b) and hence
omitted; although this is a common approach in the literature
[64,66], the quality of this approximation is unknown.

The final expression for the work of formation is thus

W ¼
�
PVpure;liq

c �ðDPÞVc þAcsi;w

�
fhet; (13)

where Vc, Ac and si=w are computed by using Eqs. (8) and (9), and
DP is given by the condition of equal chemical potential of water in
the liquid solution (at atmospheric pressure Patm), and in the ice (at
pressure Patm þ DP).

3.3.2. The kinetic prefactor and ice growth
The kinetic prefactor in Eq. (5) describes the rate of diffusion

across the solideliquid interface, and is modeled by [67]

Jkin ¼ Nc
kBT
h

exp
�
� DFdiff

kBT

	
(14)

In Eq. (14), h is Planck's constant, Nc is the number of water
molecules in contact with the container wall per unit area, and
DFdiff is the activation energy for transport across the surface of the
critical cluster. In pure water, this activation energy can be esti-
mated [60] by relating it to the self-diffusivity DðTÞ of water as
DFdiff ¼ ðv; ln;DðTÞ =vTÞkBT2. Although the self-diffusivity in water
is usually lower in alcoholewater mixtures than in pure water, we
will approximate it by its value in pure water. We numerically
verified that this did not significantly alter the predictions of the
solid-formation temperature: for the ethanolewater mixture, we
found that a 50% increase in the activation energy for diffusion of
water lowers the supercool limit by less than 1 K.

For pure water, we used the value Nc ¼ 5:85� 1018 m�2 [63,67].
In mixtures, this was multiplied by the mole fraction of water. The
activation energy for transport across the surface was estimated
following Zobrist et al. [60]:

DFdiff ðTÞ¼
kBT2E

ðT � T0Þ2
; (15)

where the values T0 ¼ 118 K and E ¼ 892 K were taken from Smith
and Kay [68].

The self-diffusion of water affects the rate of crystal growth, uðTÞ
[m/s], which is a function of temperature. This can be estimated
with WilsoneFrenkel theory [61,69]:

uðTÞ¼DðTÞ
a

�
1� exp

�
� jDmwðTÞj

kBT

�	
; (16)



Fig. 4. Wavelength shifts from the TC sensor (top) and the FBG sensor (bottom) as a
function of temperature for a wateremethanol mixture with 9 mol% methanol. The
solid-formation event is indicated for both sensors.
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where DðTÞ is the self-diffusion coefficient of water in the mixture,
and a is a characteristic length scale on the order of the diameter of
a water molecule that was estimated as 3 Å, in accordance with
Ref. [61]. Moreover, Dmw is the difference in chemical potential of
water in the two phases, both at atmospheric pressure. The quan-
tities in Eq. (16) are evaluated at the solid-formation temperature, T.
Although freezing of ice is an exothermic process, molecular sim-
ulations indicate that the heat is dissipated sufficiently fast so as to
not impact the growth dynamics [61].

3.3.3. The solid-formation temperature
Once the nucleation barrier and the kinetic prefactor have been

estimated, the nucleation rate can be calculated from Eq. (5).
However, to set a specific limit for a supercooling temperature
when the solid forms, one must decide on a critical nucleation rate
that represents the observed sudden phase change. The critical
nucleation rate must be chosen with the cooling rate in mind. In
this work, we have used that Ncrit ¼ 1 s�1, where Ncrit denotes the
rate at which critical clusters are formed. Given a value for Ncrit, we
find the solid formation temperature by solving

JðTÞAcontainer¼Ncrit; (17)

where Acontainerz0:001 m2 is the wetted area of the container.
Similar to the superheating temperatures determined in Refs. [30],
the exact value of Ncrit had a small influence on the prediction of
the temperature where a sudden phase change occurs. We
emphasize that Ncrit does not represent the actual experimental
rate. Since the exact value for Ncrit has a small influence on the
predicted solid-formation temperature, we need to ensure that
Ncrit is similar to the experimental nucleation rates. This is true for
Ncrit ¼ 1 s�1, since 1 s is a characteristic time scale that is low
compared to the cooling rate, but high enough to expect a nucle-
ation event on the time-scale of the solid-formation detection.

3.4. Latent heat of solid-formation

The latent heat released during ice formation limits the amount
of ice that can be produced without additional heat dissipating out
of the container. Immediately after the solid formation, the system
can be approximated to be adiabatic. This allows the amount of ice
to be estimated with the following energy balance:

Cliq
p mliqDTs þ Cice

p miceDTs ¼ DHice
fusmice; (18)

wheremice is the ice mass,mliq is the remaining liquid, Cliq
p and Cice

p

are the specific heat capacities of the liquid and ice, DTs is the
supercooling, and DHice

fus is the enthalpy of fusion for ice.

4. Results and discussion

In the following, we will first discuss the experimental method-
ology (Sec. 4.1). Next, the influence of container material and fluid
mixture (Sec. 4.2) on the solid-formation temperature will be eval-
uated by comparing the experiments to theoretical predictions. The
growth rate of the crystal posterior to the solid-formation will be
discussed (Sec. 4.3), before further remarks on the heterogeneous
nucleation theory are given (Sec. 4.4). Binary waterealcohol mix-
tures containing methanol, ethanol, 1-propanol and 1-butanol will
be considered. A minimum of four solid-formation events have been
detected for each experimental point reported. For all experiments, a
visual inspection confirmed that the solid-formation started at the
container walls and not on the two sensor probes.
4.1. Experimental determination of the solid-formation temperature

The sensors were placed in a container with a 6 mL liquid
sample according to the setup depicted in Fig. 1. The container was
cooled down to � 30+C at a rate of 0.2 �C/min. The acquisition
parameters and data processing was carried out as described in
Section 2.2. Fig. 4 shows how the wavelengths shift for the two
sensor types in a water-mixture with 9 mol% methanol during
cooling, upon freezing, and during further cooling of the frozen
solid.

Both sensors shift towards shorterwavelengths (blue-shift) as the
temperature is decreased. The non-linear thermo-optic properties of
the liquid phase give a non-linear response for the thin-core (TC)
sensor, as depicted in Fig. 4-top. The responses from the two sensors
in the liquid phase can be used to create a baseline, or a calibration
curve. Any deviation from this behavior indicates a change in the
properties of the sample, which in these experiments can be inter-
preted as the phase transition. This was further confirmed with the
boroscope, which was used to visually monitor the sample.

Upon freezing, both sensors exhibit a sudden red-shift, i.e. a
shift to longer wavelengths. This is attributed to the release of
latent heat during freezing, which heats the sample. Because the
solid phase consists of pure ice both for pure water and the binary
mixtures, the concentration of the remaining liquid phase will in-
crease during freezing. The temperature of a mixture during solid
formationwill thus proceed along a continuously decreasing curve.

Eventually, the freezing process slows down and the sample
recovers a tight thermal match with the temperature bath, which
can be seen by the wavelength of the Fiber-Bragg-Grating (FBG)
sensor resuming a linear behavior, as shown in Fig. 4-bottom.
However, the TC wavelength remains at a longer wavelength, also
after the freezing process has completed. Because the sample
temperature is now nearly equal to that of the temperature bath,
this shift is attributed to an increase in the refractive index (RI)
around the TC sensor. Pure ice has a lower RI than the liquid mix-
tures, and the increased RI is therefore assumed to be caused by the
increased concentration of the remaining liquid phase surrounding
the sensor. For pure water, the expected blue-shift is observed after
freezing.

In summary, the combined output from the two sensors gives
unique information on both the initiation and the progression of
the phase transition. Because of the slow cooling rate and frequent
acquisition, the freezing points can be detected with an uncertainty
limited by the accuracy of the temperature bath (0.25 K).
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4.2. Solid-formation temperatures in waterealcohol mixtures

In order to compare the experimental results to the predictions
from the theory presented in Sec. 3, it is first necessary to deter-
mine the heterogeneity factor in Eq. (6). The heterogeneity factor
was determined by reproducing the experimental solid-formation
temperature of pure water by using the heterogeneous nucleation
model presented in Sec. 3. We find that the value of fhet depends on
the container material. The resulting values have been tabulated in
Table 1. These values are in agreement with previous work by
Zobrist et al. [60], who found hetereogeneity factors between 0.02
and 0.26 for nucleation on a nonadecanol surface. With the het-
erogeneity factor at hand, the theoretical model is fully predictive
for the solid-formation temperatures of alcoholewater mixtures.
Fig. 5. Comparison of ethanolewater solid-formation temperatures for glass and
polypropylene test tubes, new sterile tubes or cleaned with acetone or ethanol.
4.2.1. The influence of container type and cleaning procedure on the
solid-formation temperature

To investigate the influence of container-type and experimental
methodology on the solid-formation temperature, a series of tests
was carried out with water-ethanol mixtures in two different
container types, glass and poly-propylene (PP).

Fig. 5 shows that the solid-formation temperatures in new,
untreated PP are lower than the corresponding temperatures in
glass. PP is a highly hydrophobic material because of the long
aliphatic polymer chains, and thus less wetting than glass. This is
reflected in a significantly higher value for the heterogeneity factor
(see Table 1).

The experimental protocol outlined in Sec. 2.3 involves cleaning
the containers with both acetone and ethanol between the exper-
iments in order to remove impurities. The same glass test tube was
used for all experiments, and this procedure was found to give the
most reproducible results. For the PP test tubes, a new, sterile test
tube was used for each measurement. Further experiments were
conducted with these to gain insight into the difference between
the pristine and cleaned surfaces with regards to the solid-
formation temperature.

The sterile PP surface gave solid-formation temperatures that
were on average 5e6 �C below those in glass. The cleaned PP sur-
faces still gave lower solid-formation temperatures than glass, as
shown in Fig. 5, but less so than the sterile PP. Furthermore, the
effect of cleaning the PP depended on the concentration of ethanol
in themixture. The 8.9mol% ethanol did not freeze consistently and
the point in the graph represents only one measurement. The
almost constant difference between the sterile test tubes and the
glass indicates that the cleaning procedure outlined in Sec. 2 is well
suited for glass, but not for PP.

Cleaning the container with only acetone did not raise the solid-
formation temperature to the same degree as using both acetone
andethanol. Hence, apossible explanation for the change in the solid-
formation temperature is that ethanol molecules adsorb on the PP
container wall and in this way enhances the surface interaction be-
tween the PP container wall and the ice due to increased hydrophi-
licity. This seems to be in contradiction to the findings by Wu et al.
[70], who investigated the effect of varying the density of OH-groups
inpolyvinyl alcoholsonheterogeneousnucleation [70]. The increased
hydrophobicity with less OH-groups was argued to pose less of a
Table 1
Values of the heterogeneity factor, fhet for the container
materials considered in this work.

Material Value

Glass 0.12
Polypropylene (new) 0.25
constraint on the interfacial water molecules and lead to more effi-
cient nucleation. We emphasize that heterogeneous nucleation is a
complex phenomenon, where the solid-formation depends onmany
parameters in addition to the hydrophobicity of the container wall.

4.2.2. The influence of the cooling-rate and the experimental set-up
on the solid-formation temperature

Theoretically, any temperature below the melting temperature
will cause a nucleation event, provided enough time i.e. with an
infinitely slow cooling rate. Hence, increasing the cooling rate will
result in a lower freezing temperature, as was shown by Koga et al.
[32]. Koga et al. used significantly higher cooling rates than us of 5,
10 and 20

�
C/min. Although no systematic study was carried out in

this work to investigate the influence of the cooling rate, we did not
find any change in the solid-formation temperature with moderate
changes (0.1 and 0.3

�
C/min). In the theory presented in Sec. 3.3, the

critical nucleation rate that was chosen represents a characteristic
time-scale for solid formation. Since the critical nucleation rate was
found to have a small influence on the predicted solid-formation
temperature, this further supports that the solid-formation tem-
perature should be rather insensitive to the cooling rate.

The fiber-optic sensors may influence the solid formation tem-
perature if their surfaces are better nucleating agents than the
container. However, from the videos captured with the boroscope,
we can deduce that the crystal forms at the container wall. This
would be the same for other methods used e if they affect the
conditions in the sample, the solid formation temperature could be
different. Since the nucleation event occurs on the container sur-
face, there will be some delay before the sensors will be able to
detect the phase-transition. The measurements indicate that the
delay in the current setup depends on the crystal growth rate,
which decides how early the conditions around the sensors change
in response to the new phase.

4.2.3. Results for binary waterealcohol mixtures
Fig. 6 compares the theoretical predictions from Sec. 2 to

experimentally determined solid-formation and melting tempera-
tures of ice in four binary waterealcohol mixtures. Only glass
containers have been used in these experiments. The experimen-
tally determined solid-formation temperatures are summarized in
Table 2, and the complete data set is available in the SI.



Table 2
Solid-formation temperatures in a glass test tube. The mean temperatures are given,
with the largest standard deviation of 2.2 �C.

Concentration (weight): 0% 5% 10% 15% 20%

Methanol (
�
C): �12.8 �15.0 �19.0 �22.8 �29.2

Ethanol (
�
C): �12.8 �13.1 �15.6 �20.0 �24.6

Propanol (
�
C): �12.8 �15.5 �17.6 �22.4 �25.0

Butanol (
�
C): �12.8 �17.6 e e e
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As expected when dealing with heterogeneous nucleation, a few
of the experiments gave significantly higher solid-formation tem-
peratures than the trend. Although utmost carewas taken to ensure
a clean environment and pure samples, this was assumed to be
caused by contaminants acting as nucleating agents [71]. When the
experiments were repeated, the samples gave a solid-formation
temperature in vicinity of the trend-line, which is interpreted as
heterogeneous nucleation on the glass-liquid interface. However,
for the pure water samples, a larger dispersion of freezing tem-
peratures was observed. A possible explanation for this may be the
absence of alcohol molecules in the solution that otherwise may
adsorb on the glass surface. In pure water, the process is reversed as
desorption of the ethanol and acetone molecules left from the
cleaning stage may occur. This process may be less predictable and
hence cause the larger dispersion. A large dispersion in solid for-
mation temperatures is also seen for the 7.5 wt% butanol sample.
This is close to the solubility limit for butanol (7.7 wt% at 20 �C) and
may therefore be caused by partial phase separation as the sample
is cooled down.

Experiments were conducted with at least two different sam-
ples for each concentration. The samples were drawn from the
same mixture reservoir and should therefore have the same con-
centrations. For each concentration, the samples were cooled to the
freezing point a total of minimum three times (see SI for further
details). The data for 0% (i.e. pure water) is the same for each binary
mixture. To avoid systematic errors in the detected solid-formation
temperatures, the measurement sequence was performed both
with increasing and decreasing concentrations.

The experimentally determined melting temperatures of ice in
binary waterealcohol mixtures withmethanol [72], ethanol [72],1-
propanol [73] and 1-butanol [74] are reproduced to a reasonable
Fig. 6. Plot of the experimental solid-formation temperatures (circles) for methanol, ethano
ethanol) [73] (1-propanol) and [74] (1-butanol). The predicted freezing and melting temper
measurement spread and the temperature bath accuracy.
accuracy by the CPA þ Ice model described in Sec. 3.2. At higher
alcohol concentrations, the model predictions give melting tem-
peratures that lie above the tabulated values. While the melting
temperatures from the theory follow a close to linear trend as a
function of the alcohol concentration, the tabulated experimental
values are more parabolic. To gain further insight into this differ-
ence, we performed a sensitivity analysis of the CPA þ Ice model.
Changing the parameters of the ice model had a minor influence on
the predictedmelting points. In particular, it did not result in a non-
linear curve for the melting points. A more accurate EoS for the
waterealcohol mixtures than CPA is probably needed to improve
the agreement between the experimental and predicted melting
points. Although CPA predicts the vaporeliquid coexistence accu-
rately, it can exhibit appreciable deviations for enthalpies of fu-
sions, as shown for ethanolewater mixtures in the SI.

The solid-formation temperatures decrease with alcohol con-
centration, as shown in Fig. 6, and follow a similar trend as the
melting temperatures. The degree of supercooling, shown in Fig. 7,
varies between 11 K and 17 K. Unlike the solid-formation temper-
atures, the degree of supercooling has a much more curious
behavior. For the mixtures with the alcohols of shortest chain-
l, 1-propanol and 1-butanol. Melting temperatures (squares) from Ref. [72] (methanol,
atures are shown in dotted-yellow and dashed-red, respectively. Error bars include the



Fig. 8. Deviation between measured solid-formation temperatures and predictions
from heterogeneous nucleation theory.
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length, methanol and ethanol, the degree of supercooling displays a
dip at the lowest concentrations, before it increases at higher
concentrations. Within the uncertainty of the measurements, the
supercooling of the mixtures with propanol and butanol appears to
increase with alcohol concentration. The predictions from the
heterogeneous nucleation model presented in Sec. 3.3 display
qualitatively different trends than the experimental data. This
creates a systematic deviation between the experiments and the
predictions shown in Fig. 8, which varies from a 4 K overprediction
for water-ethanol to a �3 K underprediction for waterebutanol.

In the theoretical predictions, the degree of supercooling is to a
good approximation a colligative property with alcohol mole per-
centages below about four, i.e. it depends only on the number of
alcohol solute molecules. This may stem from the osmotic pressure
entering the heterogeneous nucleation theory (Sec. 3.3). We found
that the osmotic contribution from the term PVc can be a large
fraction of W, in some cases constituting 60% of the work of for-
mation. For the low concentrations of alcohol considered here, the
osmotic pressure P is to a large extent a colligative property;
indeed, it is well-approximated by P ¼ ralckBT where ralc is the
alcohol density. We found that including the osmotic contribution
was key to obtain a supercooling temperature that increases with
alcohol concentration.

4.3. The kinetic prefactor and crystal growth

We showed in Sec. 4.2 that there is a qualitative difference be-
tween the measured values and the theoretical predictions of the
solid-formation temperature in binary waterealcohol mixtures. In
Sec. 3.3.2, we explained that the kinetic prefactor was proportional
to the self-diffusion coefficient of water. This coefficient can be
linked to the growth velocity of an ice crystal by use of
WilsoneFrenkel theory (Eq. (16)). In the following, we will inves-
tigate whether a poor description of the kinetic prefactor in the
theory can be the cause of the deviation between theory and
experiments.

A boroscope combined with video-recording and a careful post-
processing enabled us to estimate the growth rate of ice crystals
formed in water-ethanol mixtures at several compositions. The
propagation length of the ice front as a function of time is shown in
Fig. 9. The figure shows that the growth is close to linear, and the
proportionality factor gives an approximately constant growth rate.
Images of the crystal growth progress can be found in the SI.

Table 3 reports the growth rates of crystals forming in different
ethanolewater mixtures. The growth rate in pure water was found
to be 10.2 cm/s. It was found to be in the range 0.9e1.24 mm/s for
4.2 mol% ethanol (10 wt%), and to be 0.25 mm/s for 11.5 mol%
Fig. 7. Comparison of the degree of achieved supercooling before solid formation for t
ethanol (25 wt%). After 0.8 s, the mass of ice produced was esti-
mated to be approximately 1:1$10�4 g and 2:5$10�5 g for 4.2 mol%
and 11.5 mol%, respectively. From these numbers, one can infer that
the concentration in the remaining liquid phase remains essentially
unchanged at this stage of the phase transition. Furthermore, the
amount of ice formed during the investigation of the growth is
much lower than the amount of ice that can be produced (�0.9 g)
with the amount of supercooling achieved in the measurements, as
estimated by Eq. (18). The crystal growth should therefore not be
limited by the rate of heat transfer out of the test tube this early in
the freezing process. These findings are in agreement with thework
in Refs. [61], where it was shown that the crystal growth in pure
water does not depend on heat dissipation in the early stages of the
phase transition. This explains the nearly constant growth rates
observed in the experiments.

For pure water, a crystal growth rate of 10.2 cm/s at 16 K
supercooling is in excellent agreement with previous experimental
studies [75e77]. The crystal growth retardation observed for the
ethanol mixtures however, is one order of magnitude larger than
what was found in freezing of aqueous NaCl solutions [77]. In a
solution with 5 mol% NaCl (10 mol% dissociated, 14.6 wt%), the ice
had a growth rate of 4 mm/s [77]. The higher growth rates in NaCl
may be caused by a larger hydration shell around the ethanol
he waterealcohol mixtures from experiments (a) and predictions from theory (b).



Fig. 9. Propagation distance of the crystal surface during growth as a function of time.
The curves are extrapolated to the expected time of the nucleation, set to zero. For pure
water, the ice reaches the opposite side of the 16 mm inner diameter test tube after
0.18 s, which gives an average growth rate of 10.2 cm/s (linear fit). The unidirectional
growth rates for the approximately spherical crystals in the ethanol mixtures are
0.9 mm/s and 0.25 mm/s for 4.2 mol% (10 wt%) and 11.5 mol% (25 wt%) ethanol,
respectively.

Fig. 10. Diffusion coefficients calculated from combining WilsoneFrenkel theory (Eq.
(16)) with measured growth rates (Table 3), calculated chemical potentials and the
radius (a ¼ 3 Å) from de Hijes [61], together with values from Espinosa et al. (2016)
[79] estimated at the same temperature (�16.2 �C) and from Price et al. (2003) at 25 �C
[78].
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molecules than the NaCl ions, which impedes the diffusion of water
molecules. The slower crystal growth has been hypothesized to be
because of the required diffusion of solutemolecules away from the
ice front, which is slower in more concentrated solutions [78].

To shed further light on the concentration dependence of the
growth rate, we have used theWilsoneFrenkel theory [61,69] in Eq.
(16) with mwðTÞ computed by the CPA EoS to estimate an effective
diffusion coefficient based on the experimentally determined
growth rates. The effective diffusion coefficient plotted in Fig. 10
drops three orders of magnitude with addition of only 9 mol
percent ethanol. This is in contrast to the experimentally deter-
mined self-diffusion coefficient of water inwatereethanol mixtures
from Price et al. [78], which is reduced by a factor of two in the
same interval due to the concentration dependence (see results at
298 K in Fig. 10). The reduced solid-formation temperature at
higher alcohol concentrations is also expected to decrease the
diffusion coefficient, although not to the extent displayed by the
effective diffusion coefficient in Fig. 10.

For pure water, the self-diffusion coefficient obtained by the
measured growth rates is in excellent agreement with the experi-
mentally determined self-diffusion coefficient at 260 K, as shown in
the figure. The large drop in the effective diffusion coefficient from
WilsoneFrenkel theory with increasing ethanol concentrations
probably points towards other effects than self-diffusion being
important, such as accumulation of ethanol molecules at the
interface of the growing crystal. It is unclear whether such
Table 3
Crystal growth rates for different concentrations of ethanol. Two measurements
were performed for the concentrations 5wt% and 10wt%. The freezing temperatures
are shown in parenthesis.

0 wt% 5 wt% 10 wt% 15 wt% 20 wt% 25 wt%

10.2 cm/s 1.9 mm/s 0.9 mm/s 0.66 mm/s 0.20 mm/s 0.25 mm/s
(-16.2 �C) (-12.4 �C) (-17.4 �C) (-19.9 �C) (-25.3 �C) (-26.3 �C)

2.0 mm/s 1.24 mm/s
(-12.2 �C) (-17.1 �C)
accumulation is as important for the critical cluster, as for the
macroscopic crystals observed in the boroscope. Nonetheless, we
have investigated the impact of replacing the self-diffusion coeffi-
cient used as input in Eq. (14) by that inferred by combining
WilsoneFrenkel theory with the measured growth rates. This
changes the predicted solid-formation temperature by less than
1 K, hence it cannot explain the systematic deviations between
theory and predictions for the solid-formation temperature.
4.4. Further discussion of heterogeneous nucleation theory

To gain further insight into the origin of the discrepancy be-
tween the experiments and the predictions, we have carried out a
comprehensive sensitivity analysis of the different components of
the heterogeneous nucleation model presented in Sec. 3.3.

The onset nucleation rate of 1 critical cluster per second used in
Eq. (17) was chosen somewhat arbitrarily. We tested this choice by
increasing and decreasing Ncrit by a factor 1000. This changed the
supercooling temperatures by less than 1 K. Hence, the exact choice
of this parameter is not crucial for the theory.

We also tested the impact of varying the iceewater surface
energy si=w by ±20%. Although this shifted the solid-formation
temperature, it did not shift the trend.

Many of the assumptions in constructing the thermodynamic
route to compute the activation barrier of ice in water-alcohol
mixtures are questionable. For instance, the re-equilibration of
the ice crystal (step c) with the solution has been neglected. For
step (a), Warkentin et al. [66] argued that the volume that needs to
be cleared of water molecules should include an extra shell equal to
the Stokes radius of the solute (i.e., the alcohol), but we found that
this has negligible influence on the predicted solid-formation

temperatures. We also found that using Vc instead of Vpure;liq
c for

estimating the work of formation (Eq. (13)) had negligible effect on
the solid-formation temperatures.

Another possible reason for the discrepancy between the
theoretical predictions and the measurements is the assumption
that the heterogeneity factor, fhet, was assumed to be constant and
equal to that of purewater. It follows from the expression (6) for the
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work of formation that, for each experiment, one can fit fhet to
obtain a perfect match with the theory. For the glass container, we
find that all experiments can be fitted in this way by varying fhet in
the narrow interval 0.09e0.15. An important topic for future work
in heterogeneous nucleation theory is therefore to develop a more
reliable model for fhet for binary mixtures, which incorporates a
dependence on both the alcohol type and composition.

Some of the deviations between the predicted solid-formation
temperature and the measurements, e.g. for propanol, display a
similar behavior as the misprediction of the melting temperature.
Since the melting temperature is independent of the nucleation
barrier, it seems reasonable that part of the deviations can be
attributed to inaccuracies in the CPA þ Ice model for the bulk
thermodynamics.

5. Conclusion

In this work, we have investigated by theory and experiments
the solid-formation and the melting temperature of ice in four bi-
nary waterealcohol mixtures containing methanol, ethanol, prop-
anol and butanol.

A dual fiber-optic sensor set-up was used to obtain the solid-
formation temperature. The solid-formation was detected by
measuring a change in the refractive index of the sample and an
increase in the local temperature due to the release of latent heat.
The two sensors could independently detect the phase transition,
but they could also be used for further analysis of the phase tran-
sition when combined. The growth rate of the ice crystal after
formation was determined experimentally by use of a boroscope,
video-recording and a careful post-processing analysis.

The predictions from the CPA equation of state combined with a
model for pure ice were in good agreement with experimental
results for the melting temperatures of binary water-alcohol mix-
tures. However, the theory over-predicted the melting points at
higher alcohol concentrations. This was attributed to inaccuracies
in the CPA equation of state.

Experiments with watereethanol mixtures were conducted
both in glass and polypropylene containers, where the latter
exhibited a higher degree supercooling, amounting to 5e6 �C. This
was explained by the lower hydrophilicity of polypropylene. After
exposing the polypropylene to pure ethanol in the cleaning pro-
cedure, the solid-formation temperature permanently increased. A
possible explanation for this is that ethanol molecule adsorb on the
wall and in the material of the container. No similar behavior could
be observed for the glass containers, which were used in the
remaining part of the experiments.

The solid-formation temperatures were shown to decrease with
alcohol concentration, and followed a similar trend as the melting
temperatures. The degree of supercooling varied between 11 K and
17 K and displayed a highly non-linear dependence on the alcohol
concentration. For the mixtures with methanol and ethanol, the
degree of supercooling displayed a dip at the lowest concentra-
tions, before it increased at higher concentrations. The super-
cooling of the mixtures with propanol and butanol increased with
the alcohol concentration.

A heterogeneous nucleationmodel was developed to predict the
solid-formation temperatures of the binary alcoholewater mix-
tures. The predictions from this model displayed qualitatively
different trends than the experimental data. A systematic deviation
between the experiments and the predictions was observed,
varying from a 4 K overprediction for watereethanol to � 3 K
underprediction for waterebutanol. The model predicted the de-
gree of supercooling to be, to a good approximation, a colligative
property. This was not in agreement with the experimental results,
and sensitivity analyses pointed to inaccuracies in the work of
formation as a likely reason for the deviations. Perhaps the crudest
assumption in the theory was that the heterogeneity factor is in-
dependent of concentration, and a dependence on composition and
mixture type may be necessary to improve the predictions.

For pure water, crystal growth rates of 10.2 cm/s at 16 K super-
cooling were measured. These are in excellent agreement with
previous results reported in the literature. The crystal growth rate
observed in ethanolewater mixtures however, was much lower,
where a crystal in a mixture with 4 mol% ethanol grew at a rate of
1 mm/s. The order-of-magnitude reduction in the growth rate with
increasing ethanol concentration was hypothesized to result from
accumulation of alcohol molecules at the crystal surface during the
growth of the crystal.
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