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Abstract

Mid-infrared spectroscopy is a versatile analytical technique, with recent techno-
logical developments that enable further advancements towards miniaturised and
portable sensor applications. Quantum cascade lasers (QCLs) are infrared lasers
that are small, can be made tuneable, and can be engineered to cover a specific
wavelength range. They therefore have high potential in a wavelength region where
traditionally mainly spectrometers have been available. Mid-infrared spectroscopy
targets the fundamental molecular vibrational levels, and measurements in this
wavelength range can provide unique features useful for classification, identifi-
cation, and quantification of many materials. This technique is therefore highly
suitable for label-free and accurate measurements of an investigated sample.

The focus of this thesis is on biomedical applications of mid-infrared spectroscopy,
specifically for glucose sensing. The aim is to develop an experimental setup and
analytical methods for fast and accurate measurements of glucose in biological
fluids. Glucose sensing is a critical tool for management of diabetes, and current
commercially available devices that measure subcutaneously have shortcomings
such as a lag time compared to the actual blood glucose level. Fluid measure-
ments in the peritoneal cavity have been suggested as a possible replacement for
subcutaneous monitoring. While previous research has investigated mid-infrared
spectroscopy measurements for hospital settings or non-invasive monitoring, there
has been less interest in solutions targeted towards portable sensing. This work has
therefore concentrated on a fibre-coupled sensor system with a QCL source, with
development towards a continuous glucose monitoring (CGM) device.

This thesis presents contributions on QCL-based spectroscopy and chemometric
methods. The included papers document the development and characterisation of
a fibre-coupled QCL setup. Additional investigation is done into signal-enhanced
attenuated total reflection (ATR) spectroscopy, and a comprehensive study of
multivariate analysis with convolutional neural networks and other chemometric
methods is also included. Finally, the system is employed for measurements of
physiological glucose levels in peritoneal fluid samples from animal trials. The
presented results show that fibre-coupled setups in transmission and ATR config-
urations are both suitable for measurements of glucose in peritoneal fluid. This
system has a high potential for further testing in animal trials, and may be realised
as a CGM device for humans.
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Chapter 1

Introduction

There is an increasing demand for sensor technology targeted towards real-time and
in situ monitoring of various chemical and biological species. This is the case for a
wide range of applications, including food analysis, monitoring of hazardous gases
or greenhouse gases, chemical process monitoring and control, and diagnostics
in biomedicine. Optical spectroscopy techniques are a class of robust and reliable
measurement methods for identification and quantification of analytes in complex
surroundings. In many cases these methods have been restricted to bulky equipment
with free-space optics and measurements in a laboratory setting. A combination
of optical spectroscopy with fibre-optic sensing may remove these limitations and
bring these methods into a new range of applications. Fibre-optic sensors are
interesting for applications where the measurement site can be difficult to access,
as the source and detector can be placed remotely. One such application is glucose
sensing, which is paramount for monitoring and treatment of diabetes.

Mid-infrared (MIR) spectroscopy has been a standard laboratory technique for
decades through the use of spectrometers for identification of organic and in-
organic compounds. MIR spectroscopy is sensitive to fundamental vibrational
transitions, and is consequently a technique with high specificity that can be
used to identify, characterise, and quantify a large variety of molecular species.
Molecules in gas/vapour, liquid, and solid phases can all be investigated with MIR
spectroscopy. However, waveguide technology is less mature in the MIR range
compared to the visible and near-infrared (NIR) wavelength regions, and MIR
spectroscopy has therefore not enjoyed the same range of applications within
e.g. process monitoring, environmental monitoring, or chemical/biomedical sens-
ing. New developments such as commercially available tuneable MIR lasers and
signal-enhanced waveguides may solve some of the current bottlenecks. These
technologies enable miniaturisation and higher sensitivity, and thereby adaptation
of MIR spectroscopy for various portable and real-time monitoring applications.
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Sensing in biomedicine is a substantial area where new sensor technologies are
required. Healthcare costs are rising rapidly in the world due to chronic and
lifestyle diseases, as well as due to ageing populations, and this is expected to
put a strain on the future economy [1,2]. More efficient, improved, and cheaper
biomedical sensors is one avenue to reduce costs and improve patient outcomes.
Biomedical monitoring often involves extracting a sample from a patient, which is
then measured in an external apparatus and later discarded. This can put an undue
burden on the patient. One example is in intensive care units (ICUs) where patients
often suffer from anaemia, which is detrimental to patient outcomes. Anaemia can
be exacerbated by blood draws, as blood samples are collected multiple times per
day in the ICU [3,4]. Optical measurement methods can potentially replace many
current biomedical applications, and can enable real-time and point-of-care (POC)
monitoring. Optical spectroscopy also fulfils many other sensor requirements such
as robustness, label-free sensing, fast response/measurement time, and a possibility
for miniaturisation.

Glucose sensing is an important example of an application that is handled with POC
monitoring by diabetic patients, and glucose sensors comprise 85% of the world
market for biosensors [5]. Diabetic patients, especially those with type 1 diabetes,
lose the ability to control their blood glucose level (BGL). Monitoring the BGL is
therefore essential for diabetic patients in order to avoid low and high glucose
levels. In 1964, Dextrostix was developed as the first semi-quantitive glucose test
strip that could be employed for home use [6]. This test strip changed colour based
on a reaction with the enzyme glucose oxidase, and glucose concentration was
initially estimated by eye. Since then better sensors with built-in electronic glucose
measurements have been developed as hand-held devices, and even implantable
sensors for continuous glucose monitoring (CGM) have become more common.
However, these electrochemical devices use an enzymatic reaction for glucose
sensing, and the device lifetime in the body is limited to 1–2 weeks. Subcutaneous
(SC) measurements have also been found to lag behind the BGL by 5–15 minutes,
which can be detrimental to glucose control during rapid changes in glucose
levels [7,8]. Extensive effort has been expended on research and development of
better alternatives, but so far no other options have come close to replacing the
electrochemical sensors.

MIR spectroscopy has been suggested and studied for glucose monitoring, mainly
through non-invasive sensing or measurements of blood samples from patients.
Brandstetter et al. [9], as well as Vahlsing et al. [10], have demonstrated glucose
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measurements of blood serum and micro-dialysate samples in free-space trans-
mission setups intended for an ICU setting. Liakat et al. [11] showed that a MIR
laser-based system could be used to determine glucose levels from reflection-mode
measurements of skin, while Kino et al. [12] demonstrated spectrometer-based
glucose sensing with measurements on the inner lip mucosa in humans. However,
these non-invasive systems have lower sensitivity due to high water absorption in
skin.

An implantable fibre-optic sensor in reflection mode could be suitable for real-
time spectroscopy-based glucose monitoring, and would circumvent some of the
challenges inherent to MIR spectroscopy due to high water absorption. MIR
spectroscopy has several features that are advantageous for continuous glucose
monitoring; reagent-free monitoring can increase the sensor lifetime, optical fibres
are robust in biomedical environments as they can withstand temperature and
pressure changes, and fibre-optic sensing allows for remote sensing into small
sample volumes. MIR spectroscopy is also very selective, which is advantageous
for quantitative determination of glucose in a complex biological environment.
Today’s implantable CGM sensors measure glucose subcutaneously, which could
potentially be handled by a fibre-optic sensor. Another alternative is to do sensing
in the peritoneal cavity, which is the space between organs in the abdomen, as
this has been recently suggested as a better sensor site due to improved glucose
dynamics [13]. Higher sensitivity might be needed in such environments, and
this can be achieved with signal-enhancement techniques. Signal enhancement in
infrared spectroscopy has been demonstrated with surface plasmon resonances in
layers of metal nanoparticles, as well as with 3-layer dielectric or semiconductor
structures [14,15]. These signal-enhancement methods may enable highly sensitive
measurements with only one reflection in reflection-mode sensing, and thereby
allow for miniaturised fibre probes.

This project has been a part of the research group Artificial Pancreas Trondheim,
where the long-term goal has been to develop an automated system that combines
CGM and insulin infusions in diabetic patients. This automated system would
form a basis for an artificial pancreas (AP), where the efficacy of the automation
heavily depends on a rapid response to changes in the glucose level, as well as fast
uptake of insulin. The focus of the AP development has therefore been towards
operation in the peritoneal cavity, as this has been suggested as an avenue to
achieve normalised glucose levels.
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1.1 Aim of the Thesis
Given the above-mentioned issues with electrochemical glucose sensors, this thesis
aimed to develop an optical sensor system for measurements of glucose in peritoneal
fluid. This sensor system was developed with in vivo operation in mind, and a
fibre-coupled system was therefore the basis of this work. The optical system was
based on mid-infrared tuneable laser spectroscopy using a quantum cascade laser
(QCL).

The main contributions of this thesis are summarised as follows:

• Evaluation of several optical spectroscopy methods with regard to their appli-
cability for biomedical sensing, specifically for continuous glucose monitoring.
This work resulted in a review article that covered optical measurement
methods for CGM.

• Design, construction, testing, and characterisation of a sensor system for
glucose measurements in aqueous media. Initial measurements were done
with aqueous solutions due to ease of access.

• Exploration of a signal enhancement technique as a means to minimise sensor
size. Investigation of the signal enhancement effect in the QCL-based system,
and whether or not any effective enhancement could be achieved.

• In-depth investigation of multivariate analysis methods for prediction of
analyte concentrations, and application of convolutional neural networks to
improve prediction accuracy. In-house development of a software package,
SpecAnalysis, with source code made freely available online.

• Demonstration of sensor system performance on peritoneal fluid samples from
pigs. Measurements of physiological glucose concentrations, with sufficient
accuracy to maintain control of BGL.

The following chapters cover theoretical background related to the publications
connected to this thesis, as well as the methods used for this work. The background
covers infrared spectroscopy, components used in the mid-infrared wavelength
region, measurement modalities and signal enhancement, as well as biomedical
applications and multivariate data analysis. The chapter on methods describes
the experimental setups used and the multivariate analysis of the spectral data.
Following this are a summary of the included papers, an outlook on the presented
work, and the publications included in this article collection.
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Chapter 2

Background

This chapter covers relevant theoretical background for biomedical measurements
of aqueous fluids with mid-infrared (MIR) spectroscopy. Included topics range
from the fundamental physics behind infrared absorption, to the available optical
components and measurement techniques in the mid-infrared wavelength range,
to multivariate analysis used to investigate infrared spectral data.

2.1 Infrared Spectroscopy

Light can interact with matter in different ways, such as by scattering, transmission,
reflection, and absorption. This section covers the physical origin of light absorption
and how this property can be used for wavelength-dependent measurements of
matter. Infrared spectroscopy uses light in the infrared wavelength region to identify
and measure molecules, both qualitatively and quantitatively. Spectroscopy with
infrared light can be used on many organic and inorganic materials, and is useful in
many application areas such as food analysis, biomedical measurements, forensics,
and environmental monitoring. Materials that have infrared-active vibrations can
be measured directly without any need for reagents, and the measurement process
is non-destructive.

2.1.1 Light Interaction with Matter

Light is electromagnetic radiation, and the interaction between light and matter is
governed by how the electric and magnetic fields from incident radiation interact
with electric charges in the matter. Specifically, incident light on some matter, for
example a molecule, will lead to a displacement of electrons in the matter. The
electrons will oscillate with this incident field, which causes a separation of positive
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and negative charges, and hence a dipole is created [16]. For a material these
smaller dipole moments can be added up to a net polarisation. The net polarisation,
P, in the matter is related to the incident electric field, E, as:

P = ε0χE (2.1)

where ε0 is the permittivity constant of vacuum and χ is a tensor that describes the
material’s susceptibility, i.e. how much it reacts to an applied field, and may contain
higher-order terms that depend on the electric field. The susceptibility is related
to the relative permittivity as εr(ω) = 1 + χ. Relative permittivity is generally a
complex value, which can be divided into a real and an imaginary part:

εr(ω) = ε′r(ω) + iε′′r(ω) (2.2)

Eq. 2.1 can be expanded into a Taylor series with increasing orders of E and associ-
ated constants, and the first term dominates at low field strength. Nonlinear effects
arise at high field strengths, but optical nonlinear effects will not be considered
further here and we refer the reader to Boyd [17] for more information. The
effect of incident radiation on the displaced charges can be described as a damped
harmonic oscillator in a linear system, see Fig. 2.1. Let us consider a single electron
bound to a nucleus, with incident radiation at a single frequency. The total electric
force for a linear system is then a sum of the forces acting on the charges:

m
d2x
dt2

+ ksx + γ
dx
dt

= eE (2.3)

In this system, a mass m oscillates with a displacement x, and and a balancing
counter-force is described by the spring constant ks. The oscillations are dampened
by energy loss, which is described by a damping coefficient, γ, and the velocity of
the object.

The expression in Eq. 2.3 is a differential equation, and the solutions of such
equations are covered in many electromagnetics textbooks, e.g. by Saleh et al. [18].
A solution on the form x = x0e

−iωt can be inserted into Eq. 2.3, and the result can
be used in Eq. 2.1 to give an expression for the susceptibility, χ, as a function of ω.
An expression for the relative permittivity, also called the dielectric constant, can
then be found:

εr(ω) = 1 +
ω2
p

ω2
0 − ω2 − iγω

(2.4)
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Figure 2.1: Forces acting on an oscillating dipole as a result of an incident field, modelled
as a damped harmonic oscillator. An electron is displaced from its resting point by a force
described by its mass and acceleration. This is countered by an elastic force described by
the spring constant ks, as well as a damping force described by γ and the velocity of the
particle. These forces are also shown in Eq. 2.3.

where ω is the frequency of the incident radiation, ω0 is the resonant frequency
as defined by ω0 =

√
ks/m, and ωp is the plasma frequency. The plasma fre-

quency quantifies the rate of electron oscillations in a medium and is defined as
ωp =

√
Nee/mε0, where Ne is the number of electrons per volume [19].

In electromagnetics, material properties are defined from the relative permittivity.
Light absorption can be described as a part of the complex refractive index from
Maxwell’s equations [18]:

n(ω) + iκ(ω) =
√
ε′r(ω) + iε′′r(ω) (2.5)

The real part of the refractive index, n, represents the propagation of light in a
medium. The imaginary part, κ, which is called the extinction coefficient, de-
termines the light attenuation, or absorption, in a medium. From the previous
expressions it can be seen that the properties of a medium will depend on the
frequency of the incident radiation. Frequency and wavelength, λ, are related as
ω = c/λ, where c is the speed of light in vacuum. Consequently, light interaction
with matter is also wavelength-dependent, which is an important property for
spectroscopy-based measurement techniques.

2.1 Infrared Spectroscopy 7



2.1.2 Absorption of Light

The previous section outlined how material properties are wavelength dependent
in response to an electric field. In the same way, light itself will be affected as it
interacts with matter, and here we will discuss the theory behind light absorption.
Absorption is a process where light interacts with a medium and the electromagnetic
energy is transformed into internal energy. For example, a molecule can take energy
from the incident radiation if the energy of a photon equals the difference of two
energy levels in the molecule. In the case where the photon energy does not match
the difference between energy levels, the molecule will not absorb any of the
incident radiation.

Fig. 2.2 shows a band diagram with electronic energy transitions for infrared
spectroscopy, as well as for UV/visible and Raman spectroscopy for comparison.
Electrons will typically be in the lowest energy state, E0. When excitation light is
introduced, an electron may absorb a photon and thereby be excited to a higher
energy state. Infrared light, which has long wavelengths and thus low energy, can
only excite vibrational and rotational states in a molecule. Relaxation back to the
ground state usually occurs through release of energy in the form of heat.

Absorption bands are not equal in strength, and are characterised by the absorption
cross section σ(λ). The absorption cross section can be described as σ(λ) = κ/N ,
where N is the atomic number density and κ is the extinction coefficient, which
was shown to be a wavelength-dependent parameter in the last section. The total
absorption probability can then be quantified with the absorption coefficient, µa.
The absorption coefficient is defined as:

µa = C × σ(λ) (2.6)

where C is the concentration of the absorbing material. Light going through an
absorbing material will then have an incremental change in intensity as described
by:

dI

I
= −µadx (2.7)

Integrating this gives an exponential function:

I(x) = I0e
−µax (2.8)
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Figure 2.2: Band diagram of electronic transitions for UV/visible spectroscopy, infrared
spectroscopy, and Raman spectroscopy. Two energy levels are shown, with several rota-
tional/vibrational sublevels, as well as the virtual energy levels in Raman scattering.

which is called the Beer-Lambert law [20], where I is the light intensity and x is
the pathlength. As shown by Eqs. 2.6 and 2.8, the absorption process also depends
on wavelength and molecular concentration. The amount of absorbed light in the
material can be expressed as a ratio between the incident, I0, and transmitted, I,
light through a sample:

A = − log I

I0
(2.9)

which is a dimensionless quantity called absorbance. An infrared spectrum can
be created by transmitting light at several wavelengths through a material, as the
absorbance will vary according to wavelength. Molecules can only absorb infrared
light if the energy of the photon corresponds to a vibrational, rotational, or combi-
nation mode in the molecule. The exact composition of these vibrational, rotational,
and combined modes is associated with the arrangement and constituent atoms
within the molecule, and is therefore unique [21]. Infrared spectroscopy therefore
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gives information which is unique to the particular material under investigation,
and this can be used to investigate most kinds of organic or inorganic materials.

There are certain limitations to infrared spectroscopy. For some materials the
sensitivity is quite low if the infrared activity is low, i.e. if the vibrational transition
has a weak oscillatory dipole. In complex samples it can also be difficult to
detect analytes with small concentrations, especially if they have absorption bands
that overlap with other highly concentrated analytes. Infrared spectroscopy does
not give any direct structural information on molecules, such as the position of
functional groups and molecular weight. Other complicating factors make infrared
spectra more difficult to interpret, such as line broadening, heavily overlapping
bands, and shifts in absorption bands due to hydrogen bonds, especially when
water is used as a solvent. Additional bands are created when two photons are
absorbed simultaneously, called overtone and combination bands.

The infrared wavelength range is typically divided into three subranges: the
near-infrared (0.78–3 µm), the mid-infrared (3–50 µm), and the far-infrared
(50 µm–1 mm) [22], although different sources use somewhat different definitions
[23]. Near-infrared spectra are products of overtone or combination bands which
are typically less intense and broader than fundamental vibrational modes. Near-
infrared spectroscopy is nevertheless a popular measurement method, in part
due to the low price of optical components in that wavelength range. The mid-
infrared wavelength range encompasses fundamental vibrational modes, in addition
to skeletal vibrations, which are vibrational modes that couple over the entire
molecule. Skeletal vibrations give a distinct spectral shape, and the region for
skeletal vibrations (approximately 6.5–12 µm) is therefore called the fingerprint
region. The fundamental and skeletal vibrational modes are sharper and higher in
intensity than e.g. overtones, which gives mid-infrared spectroscopy an advantage
for detection and quantification of materials. Far-infrared spectroscopy uses photons
with very low energy, and is typically used to investigate stretching modes in
molecules with heavy atoms or lattice vibrations in crystals. Since mid-infrared
spectroscopy is the focus of this work, further sections will focus on spectroscopy
in the mid-infrared wavelength range.

As a note on units, it is common in spectroscopy to use wavenumbers, which is
the number of wavelengths per unit distance, ν̃ = 1/λ, typically given as cm-1. In
wavenumbers, the mid-infrared range is 3333–200 cm-1, and the region of skeletal
vibrations is approximately 1500–800 cm-1.
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2.2 Measurement Modalities

There are three main methods for direct MIR spectroscopy: transmission, internal
reflection, and external reflection. Transmission and internal reflection will be
discussed here, as these measurement modalities are widely used for applications
relevant to this work.

2.2.1 Transmission Measurements

Transmission spectroscopy is done by transmitting radiation through a sample and
detecting the transmitted light. The resulting spectrum can be represented as either
absorbance or transmittance. The Beer-Lambert law as shown in Eq. 2.8 can be
formulated to relate absorbance directly with the concentration, C, of an absorbing
material, or the optical pathlength, l:

A = ε · C · l (2.10)

where ε is the absorptivity of the material. The absorptivity is related to the
absorption cross section as ε = log 10

NA
σ(λ), where NA is Avogadro’s number. All else

being equal, this can be used for quantitative measurements, as an increase in
concentration correlates linearly with the absorbance.

Many solid materials are opaque in the mid-infrared range, and extensive prepa-
ration is often necessary for transmission sensing. Qualitative measurements are
facilitated by mixing or dissolving the material with an infrared-transparent matrix,
and then either creating films from the mixture, or holding it between transparent
plates. Liquids, solutions, and gases are typically easier to measure in transmission
spectroscopy. Gas cells can be filled to a suitable partial pressure, and multi-
reflection cells can be used in order to achieve a longer effective optical pathlength
with higher absorbance. Liquids and solutions can be contained in liquid cells
with two infrared-transparent windows. Samples with water can be challenging
to measure since water absorbs very strongly in the mid-infrared, as shown in Fig.
2.3 [24]. For the 1250–1000 cm-1 (8–10 µm) wavelength range, which is the region
with the strongest glucose absorption bands [25], water absorption is a constant
background, but water still absorbs very strongly. Short pathlengths must therefore
be used in order to transmit enough radiation, which decreases the absorbance by
the analytes of interest.
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Figure 2.3: Water absorption in the visible to the far-infrared wavelength range. Water is
most transparent for visible light, and the absorption increases in the infrared region. The
region 1250–1000 cm-1 has been highlighted, and this region covers the strongest glucose
absorption bands. Plot based on data from refs. [24,26].

The noise level and optimal optical pathlength in transmission spectroscopy have
been a point of discussion [27, 28]. It has been demonstrated that the optimal
pathlength lopt can be calculated as:

lopt = l

Aw ln 10 (2.11)

whereAw is the absorbance of the solvent, e.g. water, at a specific wavenumber [29].
For measurements around 9 µm wavelength this gives an optimal pathlength of
approximately 20 µm with water as a solvent. However, Eq. 2.11 was derived for
systems limited by detector noise, such as spectrometers. Systems where noise from
the light source is a large factor, such as laser-based systems, can not necessarily use
the same approach to estimate the optimal pathlength. Studies have shown optimal
pathlengths of 135–200 µm for quantum cascade laser-based measurements of
aqueous solutions, depending on the laser power [30,31].
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2.2.2 Attenuated Total Reflection Spectroscopy

Quantification of materials is not limited only to transmission measurements.
Another common method in infrared spectroscopy is evanescent field sensing,
where the material interacts with the evanescent field arising from total internal
reflection (TIR) of light in a medium such as a crystal or an optical fibre, see Fig. 2.4.
This method is called attenuated total reflection (ATR) spectroscopy. In this case
the absorbance arises through interaction with only a fraction of the radiation, r,
which can be quantified through:

A = −
( I
I0

)
r = (εCl)r (2.12)

For multiple reflections the measured absorbance increases approximately linearly
with the number of reflections [32].

Figure 2.4: Illustration of total internal reflection (TIR) and the concomitant evanescent
field in an internal reflection element (IRE). When a non-absorbing cladding is used, the
light propagates in the IRE with minimal change. If a cladding is not used, materials close
to the outside surface may interact with the evanescent field, and this effect can be used
for absorption spectroscopy.

TIR occurs if light is reflected at a material interface at an angle larger than the
critical angle:

θc = arcsin n2

n1
(2.13)
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as determined from Snell’s law. The interface must be between a material with high
refractive index, n1, such as an optical fibre or other waveguiding material, and a
material with low refractive index, n2, e.g. a sample matrix. The process of TIR
carries with it a non-propagating component which extends into the neighbouring
material, called the evanescent field. The intensity of the evanescent field decays
exponentially from the material interface, as described by:

E = E0e
−z/dp (2.14)

where E is the electric field intensity at a distance z from the interface, and E0 is
the electric field intensity at the material interface. The penetration depth, dp is
given by:

dp = λ0

2πn1

√
sin2 θ − (n2/n1)2

(2.15)

where λ0 is the free-space wavelength and θ is the angle of incidence. Absorbing
molecules close to the material interface may interact with the evanescent field,
which creates an absorption spectrum, as mentioned previously. It has been shown
that absorbance is proportional to the effective penetration depth, de [33, 34],
rather than the penetration depth, which is calculated as:

de = n21

cos θ

∫ ∞
0

E2dz = n21E
2
0dp

2 cos θ (2.16)

where n21 is the ratio between n2 and n1.

Mid-Infrared Waveguides

Fourier transform infrared (FTIR) spectrometers can often be fitted with an ATR
sensing unit, which is especially useful for materials and solutions with high water
content that would otherwise require measurements through a very thin layer
in transmission mode. These ATR units use crystal prisms made from various
materials with single or multiple internal reflections, called internal reflection
elements (IREs). Some materials that are typically used for ATR spectroscopy
are diamond, zinc selenide, ZnSe, and zinc sulphide, ZnS [35]. Diamond is a
resilient material and can today be fabricated industrially, however it is still a very
expensive prism material. ZnSe is much cheaper, but very soft and toxic to humans,
and is therefore not a good material choice for some applications. ZnS offers a
good compromise as a prism material, as it is cheap, has a low refractive index
(approx. 2.2 at 10 µm), and is non-toxic. Lower refractive index gives a longer
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penetration depth, which increases the interaction volume outside of the IRE. This
gives a higher absorbance and higher signal-to-noise ratio (SNR) as compared to
IREs with high refractive index. Using a fibre-coupled system simplifies further
sensor development with regard to portable sensing and reducing sensor form
factor. A combination of ATR spectroscopy and fibre-coupling could be used in a
probe design in a portable sensor.

Optical fibres can also be used for ATR sensing, after stripping away outside coating
and alternatively the cladding [36]. The fibre can be looped several times to
increase the sensing area in a liquid volume. Higher sensitivity can then be achieved
in comparison to single bends or single-reflection prisms. However, evanescent
sensing with fibres in the mid-infrared range has a few disadvantages. The fibres
are usually several hundred micrometers in diameter, and a large bend radius must
therefore be used. This can be a major drawback if the intended application is
e.g. a biomedical sensor, where sensor footprint is a critical parameter. The fibre
core can be pressed or tapered in order to reduce the dimensions and increase the
evanescent field, but this also tends to put more mechanical strain on the fibre.
Common optical fibre materials in MIR spectroscopy, such as silver halide materials,
have also been found to be toxic as the fibres degrade and release particles in the
surrounding environment over time. The issue with toxicity can potentially be
solved by e.g. encasing the sensor in a semipermeable membrane which allows
the analyte of interest to pass through [37]. This could potentially also improve
sensing as it would allow for a preliminary filtering of the analyte of interest.

Another option is to use integrated waveguides for evanescent field sensing in
the mid-infrared, in the interest of reduced form factor. Waveguides can be made
with common techniques for microfabrication, resulting in a light-guiding structure
on top of a substrate. This increases the fraction of light available for sensing as
compared to ATR crystals or fibres and therefore also the measured signal. However,
few transparent materials have been available as mid-infrared waveguides, and the
fabricated structures are often quite lossy due to e.g. roughness at the waveguide-
substrate interface. Liquid spectroscopy has been demonstrated with systems
based on Ge and GaAs waveguides [38,39]. Tantalum pentoxide is one potential
waveguide material in the MIR range that has received recent research interest,
and newer structures for gas sensing have been demonstrated [40]. Losses also
occur when coupling light from a laser into a waveguide. So although increased
signal can be achieved, this is often counteracted by an increase in noise, resulting
in little or no improvement for the SNR.
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For gas sensing, it is also possible to use the internal space of hollow-core fibres for
spectroscopy. This is an improvement on traditional multi-pass gas cells, where the
required volume varies from a few hundred millilitres to several litres. Compared
to gas cells used for spectroscopy, hollow-core fibres also have more efficient
interaction volume sizes and faster flow times for sample replacement. However,
hollow-core waveguides are sensitive to vibrations, which can affect measurements
in any sensing environment. Integrated hollow waveguides have been demonstrated
by Wilk et al. [41], where a hollow waveguide was machined into an aluminium
block for improved robustness.

2.2.3 Signal Enhancement

Surface-enhanced infrared absorption (SEIRA) is used in optical spectroscopy
in order to increase the detected signal, and thereby the total sensitivity [42].
Enhancement can be achieved with surface plasmon resonances (SPRs), which
occur when incident radiation induces a resonant oscillation of electrons in the
conduction band of a material, see Fig. 2.5a. SPRs can only be induced at an
interface between materials with negative and positive permittivity, such as a
metal and a dielectric. This is typically realised by coating a surface with a layer
of roughened metal or metal nanoparticles. Analytes close to the substrate are
then typically measured with internal or external reflection. SPR-based sensors
are commonly used in the visible/NIR range, as the technique can offer large
sensitivity increases for optical methods that are otherwise not adequate. SPR-
based sensors in the MIR range have been increasingly studied with enhancement
from coated surfaces or deposited waveguides [14, 43, 44], as well as doped
waveguide structures [45, 46]. SEIRA is usually reported to give enhancement
factors of 10-100 for MIR spectroscopy.

Enhancement has also been demonstrated through an interference effect with
micropillar silicon (Si) structures on Si wafer chips, and the principle is shown
in Fig. 2.5b [15,47]. The advantage of these microstructures for enhancement is
that it is possible to use only one material for fabrication, and standard Si wafer
technology can be used to produce the chips. This enhancement effect has been
described several times previously for three-layer dielectric structures [48–50].
This measurement technique has been reported to give signal enhancement up to a
factor of 10.
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Figure 2.5: a) Signal enhancement through induction of surface plasmons using a metal
layer or metal nanoparticles. b) Enhancement method using an interference effect in a
three-layer dielectric, here exemplified with an Si IRE with micropillars.

Signal enhancement does not come without challenges. For SPR-based systems one
common issue is sensor lifetime, as the thin metal layers or metal nanoparticles
have a tendency to degrade over time. This leads to a decline in sensor performance.
A release of nanoparticles from the sensor surface also poses potential risks with
regards to environmental safety in many applications [51,52]. Interference-based
signal enhancement, on the other hand, has been shown to be associated with
a simultaneous increase in noise, which can significantly reduce the achieved
effective enhancement factor [47].

2.3 Systems for Mid-Infrared Spectroscopy

Technical systems for MIR spectroscopy are based on either spectrometers or
tuneable laser spectroscopy, which have several fundamental differences. In order
to appreciate how this can affect measurements in biomedical applications, the
basic principles of these systems are detailed below.

2.3.1 FTIR Spectrometers

Fourier transform infrared (FTIR) spectroscopy has been a routine laboratory
technique for mid-infrared spectroscopy for decades, and has taken the place of
dispersive spectrometers [23]. Dispersive spectrometers are still commonly used
for e.g. near-infrared spectroscopy. Commercially available FTIR spectrometers
combine a light source, interferometer, sample stage, and detector for a complete
system.
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Michelson Interferometers

Michelson interferometers are the most common interferometers used in FTIR
spectroscopy. As shown in Fig. 2.6, a Michelson interferometer consists of a
beamsplitter, which is a semi-reflective film, and two perpendicular plane mirrors,
one of which is moveable. The incident radiation travels towards the beamsplitter,
where 50% of the beam is transmitted to one of the mirrors, while the remaining
50% of the beam is reflected to the other mirror. The beams are reflected at the
mirrors, and then return to the beamsplitter where they recombine and interfere.
The beam that emerges from the interferometer at 90◦ to the input beam is called
the transmitted beam, and this is the beam (interferogram) detected in FTIR
spectroscopy. Due to the nature of the beamsplitter, 50% of the total radiation
reaches the sample, while 50% of the radiation is lost.

The optical path difference between the two arms of the interferometer is produced
by the moving mirror. This path difference causes destructive and constructive
interference between the beams, and results in an interferogram. The moving
mirror is a critical part of the interferometer. It must be aligned accurately, and
must be able to trace the distance consistently so that the path correlates with
a known value. Most modern FTIR systems use a separate laser to measure the
mirror position.

Fourier Transformation

FTIR spectroscopy works on the principle of Fourier transformation, which con-
verts the interferogram measured by the detector into an infrared spectrum. The
main development that enabled widespread use of FTIR spectrometers was the
introduction of modern computers that were able to perform Fourier transform
algorithms in real time. The Fourier transformation, as used in FTIR spectroscopy,
can be written as:

I(δ) =
∫ ∞

0
B(ν̄) cos(2πν̄δ) dn̄u. (2.17)

B(ν̄) =
∫ ∞
−∞

I(δ) cos(2πν̄δ) dδ. (2.18)

These equations relate the light intensity that reaches the detector, I(δ), to the
spectral power density at a wavenumber ν̄, that is B(ν̄). Indeed, the equations
show that it is possible to convert between I(δ) and B(ν̄). Eq. 2.17 shows how
the power density varies as a function of difference in pathlength, which is the
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Figure 2.6: Sketch of the main components in a Michelson interferometer, showing a light
source, beam splitter, stationary and moving mirrors, sample, and detector.

interference pattern on the detector. Eq. 2.18 shows the variation in light intensity
as a function of wavenumber, which produces the infrared spectrum.

Advantages of FTIR Spectroscopy

FTIR spectroscopy as a research method has many advantages. These advantages
are usually compared against dispersive spectrometers, as they in many cases
have been displaced by FTIR instruments. The Fellgett advantage, also called the
multiplex advantage, describes an improvement in SNR for a given measurement
time because information is collected from all wavelengths at the same time. The
Jacquinot advantage, also called the throughput advantage, results from most of
the light from the coherent light source contributing to the measurement, so a
large signal and higher SNR can be achieved [23]. This is in contrast to dispersive
spectroscopy, where most of the light is stopped by entrance and exits slits in the
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monochromator. FTIR spectroscopy also benefits from rapid scanning and the
associated improvement in SNR is related to the number of scans as SNR ∝

√
n.

FTIR Light Sources

Different sources are used in FTIR spectrometers depending on the wavelength,
and they are usually broadband thermal light sources. The most common source
for the MIR region is a silicon carbide element, which is heated to around 1200 K.
Tungsten-halogen lamps are used for NIR spectroscopy, as a higher temperature
source is required to achieve the shorter wavelengths. Mercury lamps are needed
to give a high output at the long wavelengths required for far-infrared spectroscopy.
These are all blackbody sources that emit over a broad wavelength range, which
means that many spectral features can be investigated at the same time. However,
the spectral power density is quite limited, down to µW, which presents a challenge
for the detection limit.

2.3.2 Tuneable Laser Spectroscopy

Tuneable laser spectroscopy (TLS) is an alternative to FTIR spectrometers and
dispersive spectrometers. TLS has the advantage of much higher spectral power
density than spectrometers using thermal emitters. This section will focus on
quantum cascade lasers (QCLs) for MIR spectroscopy as a QCL laser was used for
measurements in this thesis. QCLs were the first commercially available tuneable
MIR semiconductor lasers capable of room-temperature operation.

Operation Principle of QCLs

The earliest semiconductor lasers made were interband semiconductor lasers, and
they are ubiquitous today in many applications ranging from barcode readers, to
telecommunications, to medical uses such as dentistry. These semiconductor lasers
are based on stimulated emission from electron transitions between the conduction
and valence bands in the semiconductor material, see Fig. 2.7 [53]. Interband
semiconductor lasers are usually limited to visible and near-infrared wavelengths.
A smaller bandgap is necessary for low-energy photons and longer wavelengths,
and as the bandgap gets smaller the thermal effects become more dominant, until
population inversion can no longer be achieved.
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Figure 2.7: Simplified diagram illustrating stimulated emission in a semiconductor double
heterostructure based on electron-hole recombination [54]. Lasing is achieved with forward
biasing, and the optical field projects into the plane, with optical confinement ensured
through a higher refractive index in the undoped layer. The energy of the Fermi level
branches into quasi-Fermi levels for electrons and holes in the active undoped region.

QCLs differ from typical semiconductor lasers because they rely on intersubband
transitions of electrons [55], which occur within the conduction band of the
semiconductor. This is achieved by stacking alternating layers of semiconductor
material with different bandgaps, which creates heterostructures. As long as the
layers are thin enough, meaning on the scale of a few nanometres, they will behave
as quantum wells, see Fig. 2.8. The electron wave function then becomes quantised,
and the electrons can become trapped in the quantum wells. With a current applied
over the QCL structure, the band diagram can effectively be tilted. Electrons
can then transition from a high to a low energy level in the quantum well, and
then couple into a lower quantum well through an injector region. Each electron
undergoes these transitions typically around 40 times in a QCL, and therefore
each electron gives rise to many photons. Since these transitions occur within
the conduction band of the semiconductor, both the transition energy and the
emission wavelength are completely independent of the bandgap. The emission
wavelength of a QCL can therefore be chosen by engineering the thicknesses of the
heterostructures.

Fig. 2.8 shows an energy diagram of a QCL heterostructure with three energy levels
in the quantum wells in the active regions, and injector regions inbetween. In this
simplified overview, electrons tunnel solely from the injector region to state 3 of the
next active region, where a photon is emitted in the laser transition 3→2. Lasing is
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Figure 2.8: Band diagram of intersubband transitions in the conduction band of a
quantum cascade laser, with three energy levels highlighted in the quantum wells. Stacked
heterostructures of semiconductor materials form quantum wells where electrons can emit
photons by stimulated emission.

achieved with population inversion between states 3 and 2, and electrons must exit
from states 2 and 1 rapidly in order to maintain the population inversion. In reality
other detrimental behaviours can occur, such as scattering directly from the injector
to the lower states, or scattering from state 3 into the injector. Electrons may also
be thermally excited or tunnel into the continuum from state 3, after which they do
not contribute to lasing any further. These alternative paths contribute to leakage
currents in the laser, which adds to the threshold current. QCLs also experience
optical losses, such as outcoupling loss at the mirror facets and waveguide losses
through absorption in the doped semiconductor regions [56]. The highest wall-plug
efficiency demonstrated for QCLs at room temperature is 28% for a pulsed laser
and 21% for continuous-wave operation [57,58].
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The first working QCL was demonstrated by Faist et al. at Bell Labs in 1994 [59],
and the concept of intersubband transitions in the conduction band of lasers was
already suggested by Kazarinov et al. in 1971 [60]. Precision on the level of atomic
layers is necessary for growth of the QCL heterostructures, and this was enabled by
development of the now staple tools in nanotechnology research, namely molecular
beam epitaxy (MBE) and metal-organic vapour phase epitaxy (MOVPE).

Bandstructure engineering can also be implemented for interband transitions in
so-called interband cascade lasers (ICLs) [61, 62]. These lasers follow the same
principle as QCLs, where stacked heterostructures are used to form the gain element.
Lasing in ICLs can be achieved at lower input powers than what is possible in QCLs.
Currently 5.6 µm is the longest emission wavelength demonstrated at ambient
conditions with CW operation [63].

QCLs and ICLs are important tools for research using mid-infrared wavelengths for
spectroscopy. Previously, only spectrometers could cover large wavelength ranges
in the mid-infrared, with very limited spectral power density. The other laser
sources available were CO2 lasers and lead-salt lasers, as well as light sources based
on difference frequency generation or optical parametric oscillation. CO2 lasers
have found many uses in industrial applications, with power levels up to several
hundred kWs. However, CO2 lasers are bulky as they are gas lasers, and can usually
only be used at a set few wavelengths. Lead-salt lasers can be made tuneable
over small wavelength ranges, but have seen limited use as they often require
cryogenic cooling for operation. Mid-infrared radiation based on frequency comb
generation has also become available [64], and has demonstrated good results
particularly for gas spectroscopy [65, 66]. Frequency comb generation usually
requires femtosecond laser sources, which currently necessitates complex optical
systems. Spectroscopy with frequency combs based on quantum cascade lasers
has been demonstrated as a promising alternative, with potential for time-resolved
spectroscopy [67,68].

QCL Resonator Design

QCLs are classified according to their resonator design. The three resonators that
are most commonly used are Fabry-Pérot (FP), distributed feedback (DFB), and
external-cavity (EC).

An FP resonator design is achieved by cleaving the ends of the laser chip in order
to make highly reflective end facets on the laser ridge. Light amplification is only
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possible if the distance between the facets allows for constructive interference,
in addition to the gain condition for the active material. FP-QCLs typically have
multimode emission, as the standing wave condition in the cavity is fulfilled for
up to several hundred longitudinal modes. The emission covers a large spectral
range, up to 50 cm-1, and the wavelength can be controlled by adjusting the
chip temperature. As a result of the multimode emission, FP-QCLs are often
unsuitable for most applications in spectroscopy, especially gas spectroscopy and
other applications where single-mode emission is required. However, these QCLs
have found use in analysis of liquids [69], and in heterodyne spectroscopy [70].

A QCL with a DFB resonator uses a Bragg grating that is integrated into the
laser waveguide along the direction of light propagation. As a result, all modes
except one will be lossy, and a single mode is chosen for emission. The emission
wavelength can be tuned over a small range of approximately 5 cm-1 by changing
the operation temperature or the injection current of the chip. DFB-QCLs have been
used for gas spectroscopy [71,72], as the single-mode emission enables accurate
targeting of specific spectral lines. Multiple DFB-QCLs can also be joined in an
array if a larger wavelength range is needed [73].

With an EC resonator design, an external diffraction grating is used for broadband
spectral tuning, see Fig. 2.9 [74]. Tuning ranges of several hundred wavenum-
bers are enabled by adjusting the angle of the diffraction grating relative to the
QCL chip. EC-QCLs are available with three different emission types: standard
continuous wave (CW), pulsed, and mode-hop-free (MHF). Standard CW and
pulsed operation give the largest spectral tuning ranges of up to approx. 500 cm-1.
EC-QCLs combined with a detector can then be used as miniature spectrometer.
Some commercially available EC-QCL models combine several laser heads in order
to achieve tuning ranges of over 1000 cm-1. EC-QCLs have been demonstrated for
many applications, such as spectroscopy of liquids [30] and infrared microspec-
troscopy [75,76].

The use of an external cavity is not only an advantage, and limits EC-QCLs in
several ways. The grating adds to the size of the laser. This is usually not an issue
for most applications or sensor uses. However, for point-of-care measurements or
personalised sensors, further miniaturisation will be needed before commercial
products can be realised. Additionally, the laser must be kept stable because the
cavity accuracy is sensitive to vibrations, which is a large constraint for many
applications.
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Figure 2.9: Schematic illustration of an external-cavity QCL in a quasi-Littrow configura-
tion. A moving grating is used to choose the emission wavelength, and the laser can be
scanned over a broad wavelength range by continuously tuning the grating.

The wavelength accuracy and repeatability of commercial EC-QCLs are typically
lower than for DFB-QCLs, and multimode emission with fluctuations over time have
been shown [77]. EC-QCLs are therefore less suitable for gas spectroscopy where
the absorption features have narrow linewidths. EC-QCLs in CW-MHF operation
have been used for gas spectroscopy [78,79], however MHF operation results in nar-
rower spectral coverage and slower tuning rates. Pulsed EC-QCLs also experience
variation in pulse intensity at up to 3% standard deviation, which is a detriment
to quantitative measurements. This can be mitigated by averaging a set amount
of pulses, which can reduce the energy variation to less than 0.1%. Averaging has
the added effect of increasing measurement time, but the total measurement time
can still be kept to less than a minute for e.g. liquid spectroscopy. Pulsed operation
has lower energy consumption and reduces the need for water cooling, and pulsed
operation may therefore be advantageous for portable devices.

2.4 Optical Components

2.4.1 Detectors

Several detector types are used for MIR spectroscopy. Photoconductive detectors
are used if high sensitivity is required. These detectors are made from semiconduc-
tor alloys, such as mercury cadmium telluride (MCT), indium antimonide (InSb),
or similar materials, and detect electrons that are excited from the valence band
to the conduction band by incident photons. MCT detectors are widely used, and
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require either liquid nitrogen cooling or multistage thermoelectric cooling. MCT
detectors with thermoelectric cooling are available commercially with detectivity up
to 3×109 cm Hz1/2 W-1 at wavelengths up to 10.6 µm [80]. Pyroelectric or thermal
detectors may be used instead if lower detectivity is acceptable. Incident light is
absorbed onto a pyroelectric detector, which causes heating of a ferroelectric mate-
rial in the detector, thus producing a pyroelectric voltage. Pyroelectric detectors
have traditionally used deuterated triglycine sulfate (DTGS) as a sensing element,
but today several variations exist. These detectors are cheaper than photoconduc-
tive detectors, and have higher potential for miniaturisation because they may be
operated without cooling. Detectors with quantum well structures have also been
shown to be suitable for photon detection [81]. These quantum hetereostructure
detectors base their operation on subband or intersubband transitions, similar to
QCLs, and may enable further integration into a MIR sensor system.

2.4.2 Other Optical Components

Other optical components are necessary for e.g. light guiding in free-space systems
and for fibre-coupling. Metals such as aluminium, silver, and gold can be used
to coat mirrors, as these are reflective over long wavelength ranges. Borosilicate
glasses, which are used for lenses and beamsplitters in the visible and near-infrared
ranges, become opaque in the mid-infrared. Instead, infrared-transparent inorganic
compunds such as CaF2, ZnSe, and KBr are used for components that transmit
infrared light [23]. The specific material used for the components is chosen
according to the wavelength region of interest, as the material should have a high
transmission. For example, KBr can be used as a beamsplitter material for mid-
infrared spectroscopy, and allows for measurements up to 25 µm before material
absorption becomes an issue. Several infrared-transparent materials are sensitive
to moisture, which must be taken into consideration if water is used as a solvent.

2.4.3 Optical Fibres in the Mid-Infrared

Optical technology in the mid-infrared range has not enjoyed the same widespread
use as near-infrared technologies, which is especially evident when considering
the available optical fibres. 1.55 µm has become the standard wavelength for the
telecom industry [82], and the concomitant fibre development has resulted in silica
fibres with approximately 0.2 dB/km loss at a price of less than 1 USD per metre. At
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the same time, fibres suitable for mid-infrared wavelengths typically have losses of
0.3 dB/m at 8 µm with prices of more than 100 USD per metre. Silica has increased
losses for wavelengths longer than 1.8 µm due to multiphonon absorption, which
has necessitated production of speciality mid-infrared fibres. Finding appropriate
materials has not been simple, and common mid-infrared fibres include exotic
materials such as chalcogenide and tellurium-based glasses [83–86]. Chalcogenide
glasses have been reported with losses down to 12 dB/km at 3 µm [87], however
the absorption in most chalcogenide systems increases rapidly above 8 µm. Silver
halide and hollow-core fibres have become the two most common fibre types for
wavelengths longer than 8 µm.

Silver halide fibres are polycrystalline compounds of AgBrCl in various concentra-
tions, and form soft and ductile materials [88]. These fibres are typically made with
core sizes of at least 300 µm, and are encapsulated in plastic or metallic tubing to
maintain structural integrity. As silver halide is very soft it can be looped with a
small bend radius without significant increase in optical loss, and can be used for
evanescent field sensing.

Hollow-core fibres consist of a hollow glass capillary coated on the inside with
a silver layer for reflection and a dielectric layer for protection, see Fig. 2.10.
These fibres can be fabricated with optical losses down to 0.1 dB/m. The loss in
hollow-core waveguides (HWGs) is related to the inner radius as 1/R3, as well
as the bending radius as 1/R, and large inner diameters (∼1mm) are therefore
not unusual [89,90]. HWGs are rugged and have low insertion losses, but have
increased losses with bending and can not be used directly for external evanescent
field sensing.

Glass capillary

Ag

Dielectric (Iodide)

~
1

.5
 m

m

~1 mm

Figure 2.10: Cross section of a typical hollow-core waveguide.
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2.5 Biomedical Mid-Infrared Spectroscopy

Optical spectroscopy techniques in combination with lab-on-a-chip technology,
waveguides, or fibre-optic sensors are increasingly being studied for biochemical
sensing. Such sensors may offer label-free sensing, possibilities for remote sensing,
and high robustness in challenging environments. Mid-infrared (MIR) spectroscopy
has an especially large potential for real-time sensing in complex environments
in biomedical applications. As mentioned, MIR spectroscopy gives unique finger-
prints of molecules, and has more intense absorption bands than near-infrared
spectroscopy. The relatively recent commercial availability of QCLs also means that
this field is less mature than visible/near-infrared spectroscopy, and as such there
are many unrealised potential applications.

This chapter will discuss the current main biomedical application areas for MIR
spectroscopy, with focus on glucose sensing for management of diabetes. The
importance of glucose sensing, the principle behind commercial electrochemical
sensors, and sensor placement considerations will be introduced. These sections
are only meant to give required background for a more in-depth discussion of
glucose sensing with MIR spectroscopy. More details can be found in Paper I and in
the references.

2.5.1 Glucose Sensing

Personal glucose sensors are essential for patients with diabetes, who have lost
the ability to control their own blood glucose level (BGL). Patients with type 1
diabetes no longer produce the glucose-regulating hormone insulin, while patients
with type 2 diabetes have an increased resistance to the effects of insulin. Type 2
diabetes is often managed through diet and medications, while type 1 diabetes,
which affects 10% of diabetic patients, must be managed with self-monitoring of
blood glucose (SMBG) and insulin injections or infusions. The goal of this is to
keep the BGL within normoglycaemic levels, typically defined as 72–180 mg/dL
(4–10 mM) [91]. Too low BGL, known as hypoglycaemia (<70 mg/dL, or 3.9 mM),
can lead to seizures, loss of consciousness, and even death as the brain becomes
starved of glucose [92]. Too high BGL on the other hand, called hyperglycaemia
(>180 mg/dL, or 10 mM), leads to serious long-term complications, including
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kidney damage and nerve damage, which severely affects the quality of life for
diabetic patients [93].

Electrochemical Glucose Sensors

Glucose sensors used today by diabetic patients are either invasive or minimally
invasive. The most common sensor type uses a fingerprick method where the
patient lances their finger to produce a blood drop, and then places this on a
glucometer. The glucometer estimates the BGL from an enzymatic reaction within
a few seconds. The basic principle of these electrochemical glucose sensors is to
measure the current produced by oxidation of glucose molecules [94]. This can be
written as a simplified reaction:

glucose + O2
glucose oxidase−−−−−−−−→ gluconic acid + H2O2 (2.19)

An enzyme such as glucose oxidase (GOx) is used to facilitate this enzymatic
reaction. In a second step the hydrogen peroxide dissociates:

H2O2 → O2 + 2H+ + 2e− (2.20)

and the resulting current is used as an estimate for the glucose concentration.
Current electrochemical glucose sensors are more advanced than what the above
reactions indicate. For example, a mediator molecule is usually introduced as an
alternative synthetic electron acceptor. This eliminates the dependence on available
oxygen in the immediate area of the detector. These mediator molecules are also
made to transport electrons from the enzyme to the electrode surface.

SMBG by fingerprick measurements gives information only at discrete points in
time, and must be repeated several times per day for proper BGL control. Many
patients find this painful and cumbersome, and often measure less than the recom-
mended minimum of 4 times per day [95]. Continuous glucose monitoring (CGM)
devices based on electrochemical sensing have been developed as an alternative to
fingerprick measurements. These devices are worn on the body for several days,
and provide regularly updated BGL values.

Sensor Placement

Glucose sensing in humans for out-patient care requires a sensor system that is
portable and ideally even wearable. The placement of a wearable sensor is a

2.5 Biomedical Mid-Infrared Spectroscopy 29



non-trivial and complex issue. Factors such as invasiveness, how cumbersome they
are, and how user-friendly they are must all be considered. Glucose sensing in
combination with insulin infusions and a control system could be used to make
an artificial pancreas (AP), which would mimic the function of healthy pancreas
with minimal patient involvement [96]. The sensor placement is also important in
regard to development of an AP, as an AP needs to detect changes in glucose levels
fast for optimal control.

Electrochemical CGM devices are increasingly used by diabetic patients. Most of
these devices are placed in a patch on the skin with a small filament implanted
subcutaneously (SC). An enzymatic reaction is then employed for glucose mea-
surements, and the glucose levels are updated approximately every five minutes.
These measurements are performed in the interstitial fluid (ISF), which is the fluid
surrounding cells in the intercellular matrix. CGM devices must be replaced every
1-2 weeks due to decreased sensor performance, and the measured glucose levels
in the ISF have been found to lag behind the actual BGL by approximately 5-15
minutes, which can be detrimental to diabetes management [7,8]. The sensor lag
is a combination of physiological lag as glucose has to diffuse into the ISF, as well
as internal sensor lag (e.g. electrons being transported to the electrode). These
sensor types require a lot of involvement from the patient, as the patient still has
to manage their own insulin infusions/injections based on the sensor data. In
addition, the sensor must typically be calibrated against fingerprick measurements
twice per day, and because of this fingerprick measurements are not completely
avoided. An AP with SC glucose measurements and SC insulin infusions improves
glucose control, but still has limitations such as a significant amount of time spent
in hyperglycaemia [97].

Non-invasive glucose sensing has for a long time been seen as the end goal for
diabetes management. Non-invasive sensing includes any methods that do not
penetrate the skin and should in theory be painless and less of a hassle than current
methods. The main challenge for non-invasive methods is the lack of measureable
glucose. It has been suggested that glucose levels can be measured in easily
collectable fluids, such as sweat [98], tears [99], or saliva [100], but the correlation
with the internal BGL has not been entirely convincing. Another option is to
measure through the skin, which has proved difficult for most methods that have
been investigated [101]. Methods such as reverse iontophoresis have been used to
extract glucose molecules through the skin, with concentration measurements based
on the glucose diffusion rate. However, these devices were not very accurate, and
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had side effects such as skin irritation [102]. There has also been research on optical
spectroscopy methods for non-invasive sensing, typically with light backreflected
from skin. Mid-infrared spectroscopy is difficult to use non-invasively due to high
water absorption, although some preliminary results of glucose measurements in
non-diabetic subjects have been published [11,103]. Near-infrared spectroscopy is
less affected by water absorption, but has much lower selectivity. Thus far, there
have been no commercially successful non-invasive glucose sensors.

Another possibly viable solution for glucose monitoring is to perform the sensing
in the peritoneal space. The peritoneal cavity is the space between organs in the
abdomen, and contains peritoneal fluid. The peritoneal fluid contains, among other
things, white blood cells, proteins, lactate, as well as glucose. It has been suggested
that measurements of glucose and injections of insulin in the peritoneum can more
closely mimic the dynamics of a healthy pancreas, with both faster detection of
rapid changes in BGL and faster uptake of insulin [13, 104]. However, sensing
in the peritoneal cavity is more invasive than currently employed methods, and
carries the risk of infection and pain. Short-term peritoneal glucose measurements
with electrochemical sensors have been demonstrated in an animal model [105]. A
long-term study has also been described, although the full results have not been
published yet [106]. Sensing could be done with an optical fibre-based solution
by inserting the fibre through an abdominal port. Such ports have already seen
some limited clinical use for intraperitoneal (IP) infusion of insulin, and this type
of insulin delivery has been shown to improve time spent in the normoglycaemic
range compared to subcutaneous insulin infusions [107, 108]. Development of
suitable IP glucose sensing technology, together with IP insulin infusions, may
enable a safe and effective AP that requires minimal user input.

Glucose Sensing with Mid-Infrared Spectroscopy

Heise et al. showed one of the earliest studies of physiological glucose concentra-
tions in whole blood using an ATR-FTIR spectrometer in 1989 [109]. The same
group also demonstrated that multiple analyte concentrations, including glucose,
could be determined in human blood plasma with FTIR spectroscopy in the same
year [110]. Since then, FTIR spectroscopy has been used to measure glucose levels
with transmission through dried serum samples [111], and recently in transmission
configuration through otherwise untreated plasma samples [112].

Laser-based measurements of glucose in the MIR range were first demonstrated
in the mid-2000’s, both on synthetic solutions and on serum samples [113,114].
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These studies used either multiple single-wavelength lead-salt lasers or QCLs, due
to a lack of tuneable lasers in the wavelength region. Vranc̆ić et al. later showed
preliminary measurements of glucose levels in the ISF of rat models using only one
single-wavelength laser [115]. This study employed transmission measurements
through a 20 µm gap between two fibres, and achieved quite accurate glucose
measurements at 17.5% standard deviation. The authors acknowledged that
accurate measurements over a longer timeframe would require measurements at
multiple wavelengths in order to account for drift of the source and interference
from multiple analytes.

QCL-based MIR spectroscopy for glucose measurements has taken great strides
following the recent commercial availability of broadly tuneable EC-QCLs. In 2013,
Brandstetter et al. demonstrated accurate measurements of glucose and other
analytes in human blood serum with an automated tuneable QCL-based system [9].
More recently, the Heise group has shown a similar system for measurements of
micro-dialysate samples from humans, using a QCL with four laser heads for a total
tuning range of over 1000 cm-1 [10,77]. In both cases these systems have aimed at
rapid and reagent-free measurements for patients in an ICU setting.

As mentioned previously, Liakat et al. developed a sensor system based on detection
of backscattered light from the hand, although measurements were only shown
for a few subjects and a narrow glucose concentration range (75-160 mg/dL)
[11]. Werth et al. improved the system by including an integrating sphere [116],
but measurements in more subjects and over longer time spans are necessary to
validate the sensitivity. Kino et al. have taken a different approach with ATR
spectroscopy of the inner lip mucosa, so far with either an FTIR spectrometer or
several single-wavelength QCLs [12]. Several groups have also developed variants
of photoacoustic or photothermal spectroscopy system with EC-QCL sources for non-
invasive measurements [117–119], and photothermal deflection spectroscopy in
particular may enable non-invasive measurements in deeper skin layers compared
to direct ATR measurements.

Isensee et al. showed transflection measurements of glucose based on an im-
plant meant for minimally invasive measurements [120]. So far, this system has
only been demonstrated for measurements of synthetic aqueous solutions. There
are otherwise few studies on systems meant for invasive or minimally invasive
measurements of glucose, and few studies with fibre-coupled EC-QCLs that have
investigated the effect of fibre-coupled EC-QCL-based remote sensing.
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Comparison of QCL-Based and FTIR Spectroscopy

The spectral power density of QCLs is several orders of magnitude higher than
for FTIR spectrometers (104 is often reported). Higher spectral power density can
be used to achieve shorter measurement times and/or longer optical pathlengths,
which can be advantageous for many applications. However, the advantage from
higher spectral power density is difficult to leverage completely in practical applica-
tions, especially for pulsed QCLs. In pulsed operation there is always some intensity
variability between pulses. As the variability is a random distribution around an
average value, the laser noise can be reduced by averaging a set amount of pulses.
Averaging over pulses will add to the measurement time, but QCL measurements
still tend to be faster than FTIR measurements.

FTIR spectrometers are able to cover much broader spectral ranges than single
tuneable QCLs. QCLs should be chosen carefully in order to cover the correct
spectral range for any analytes of interest, and the target application should
therefore be clearly defined. FTIR spectrometers on the other hand are easier to use
as standard laboratory equipment, as they cover the entire mid-infrared wavelength
range. Several commercial products combine multiple EC-QCLs in order to cover a
larger spectral area, but these are consequently more expensive and still cover less
than 1/3 of the FTIR spectrum.

For miniaturised and portable sensor applications QCLs have a clear advantage
over FTIR spectrometers regarding size. Traditional FTIR spectrometers use free-
space optics, which makes them quite bulky. Miniaturised spectrometers based
on micro-electro-mechanical systems (MEMS) have been demonstrated [121], but
these typically have narrower tuning ranges, lower resolution, and lower sensitivity.
EC-QCLs are compact compared to standard FTIR spectrometers. For applications
where even EC-QCLs are too big and vibrations could influence measurements, it
could be possible to instead use a few single-wavelength laser chips in an array. This
has been investigated several times in relation to glucose sensing [77,103,113],
and the results indicate that 5–10 wavenumbers may be sufficient to accurately
predict glucose concentrations in ISF or blood micro-dialysate.

2.5.2 Other Application Areas

QCL-based spectroscopy has many other potential biomedical applications apart
from glucose sensing, and a few other application areas will be outlined in order to
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give a perspective of these possibilities. Breath analysis is one area where optical
spectroscopy is a highly suitable measurement method. Standard methods for gas
analysis include mass spectroscopy and gas chromatography that use expensive
and large equipment, or low-cost semiconductor or electrochemical sensors, which
have lower selectivity. QCL-based spectroscopy has been used to detect biomarkers
in breath, which are low-concentration endogenous molecules that can be used to
track disease progression. These biomarkers include acetone, ammonia, carbon
monoxide, and nitric oxide, and studies have demonstrated both detection of
singular gas species and multigas analysis [122–125]. Infrared spectroscopy has
also been used to determine the 13CO2/12CO2-ratio [126, 127], which is used in
studies of liver function where exogenous isotopes are introduced into the body.

Infrared microspectroscopy with QCLs has increasingly been studied and employed
for histopathology, i.e. tissue studies for disease diagnostics. Histopathology re-
quires a tissue biopsy sample that is extensively prepared before investigation by
an expert clinician. Diagnosis by eye is subjective and prone to error, and the entire
process is very time-consuming. MIR microspectroscopy as a label-free method can
potentially reduce the required preparatory steps, while multivariate data analysis
can be used for accurate and objective identification of tissue changes. So far,
QCL-based infrared microspectroscopy systems have been used to differentiate
normal and cancerous tissues, classify tissues at different cancer stages, as well as
identify other abnormal tissue changes [128–132]. FTIR-based microspectroscopy
has previously been extensively studied for histopathology diagnosis and other
tissue analysis, but has failed to translate to clinical use, partly due to low SNR and
slow data acquisition [133]. The newer studies with QCL-based systems show that
infrared microspectroscopy may finally be used outside of a research setting.

2.6 Multivariate Data Analysis

For spectroscopy geared towards biomedical applications, one can expect to mea-
sure complex samples with multiple analytes. Although single analytes have distinct
and easily interpretable infrared spectra, samples such as bodily fluids have overlap-
ping absorption bands and the resulting infrared spectra are typically very complex.
As a result, spectral features can not easily be assigned to particular analytes, and
simple methods such as measuring the height of an absorption band can not be used
for quantitative measurements. In some cases, processing such as centrifuging can
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be applied to the samples to remove unwanted interfering analytes, thus giving less
complex spectra. However, for some applications, such as personalised sensors, it is
necessary to measure samples without any physical pretreatment. Data processing
in the form of multivariate analysis has therefore become an important procedure
for quantitative analysis in mid-infrared spectroscopy.

The following sections will explain common regression models and classification
methods for multivariate analysis, as well as methods for model validation and
how to present model error. Pre-processing methods and feature selection methods
commonly used for spectral data will also be described.

2.6.1 Regression Analysis

Regression analysis is a methodology used for estimating a set of dependent vari-
ables, e.g. analyte concentrations, based on independent variables, e.g. data points
in an infrared spectrum. The simplest type of regression is linear regression, which
fits a linear equation to the observed data, where the linear equation minimises the
sum of squares distances between the measured data and the regression line. Sim-
ple linear regression is vulnerable to noisy independent variables and overfitting,
and is therefore typically not used as a stand-alone method to analyse spectral data.
In addition, simple linear regression does not work on data where there are more
independent variables than observations, which is often the case for spectral data.
Different learning methods are used to overcome these issues, either by modifying
the data prior to regression or by modifying the linear regression method.

Principal Component Regression

Principal component regression (PCR) combines principal component analysis
(PCA) with linear regression by using the components from PCA as regression coef-
ficients in a linear regression model. PCA is effectively a dimensionality reduction
method, where the data of interest is transformed into a new coordinate system
according to the data variance [134]. Mathematically, this is done through a matrix
transformation of the independent variables, X:

X = TP′ + P (2.21)

T are the scores representing the original data in the transformed coordinate system,
while P are the weights that the original data have to be multiplied with in order
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to produce the component scores. A synthetic dataset with three independent
variables has been plotted in Fig. 2.11 in order to demonstrate this. Two new
axes have been drawn along the directions with the most variance in the data.
These axes are properly called latent variables, but for PCA they are called principal
components (PCs).

Figure 2.11: Example dataset with three independent variables. The first two principal
components (PCs) are drawn along the directions where the data has the highest variance.

The number of possible PCs is equal to the number of variables that are measured.
Optical spectra may have hundreds of measured wavenumbers, and PCA can
therefore produce hundreds of components. However, only the first few components
contain useful information, and only these need to be used in further modelling.
PCs that mainly contain noise are discarded, and the remaining components are
used to make simple and robust models. Regression analysis can be done with PCA
by regressing the dependent variables on the PCs. This regression is done with
ordinary least-squares (OLS). As mentioned, OLS tries to minimise the residual sum
of squares between the predicted and the true dependent values, on the form:

min
w
||Xw−Y||22 (2.22)

where w is a vector describing the minimisation coefficients, and Y is a vector that
contains the true dependent variables. ||·||2 denotes the Euclidian norm. For PCR
the two-dimensional X matrix is replaced by the transformed T matrix.

PCR can produce robust models with good prediction accuracy. However, the
performance of PCR declines if the number of observations is much lower than the
number of independent variables, which is often the case for optical spectroscopy.
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In addition, PCR is very susceptible to data where variables with low variance also
have high predictive power. Such low-variance components can easily be dropped,
which is detrimental to the predictive power of the model.

Partial Least-Squares Regression

Partial least-squares regression (PLSR) performs dimensionality reduction on both
the independent and dependent variables [135]. PLSR is therefore very similar
to PCR, which unlike PLSR only transforms the independent variables. PLSR
circumvents some of the issues with PCR, as the first latent variables are those
that explain the most variance from both the independent and the dependent
variables.

PLSR tends to have better prediction accuracy than PCR on data from vibrational
spectroscopy, and generally uses fewer latent variables (LVs) to achieve this. Due to
the simpler, more robust, and better models, PLSR has become a staple regression
method for spectroscopy data. One drawback with both PLSR and PCR is that the
LVs or PCs are less interpretable than the original independent variables.

Other Regression Methods

There are many other variants of linear regression methods that are variably used
in machine learning and sometimes for spectral data. For example, regularisation
methods (ridge, lasso, elastic net, etc.) add information to the data in order to de-
crease the modelling complexity, and this can subsequently be used in combination
with regression. Compared to OLS, these regularisation methods add a penalty
term to the minimisation problem. For ridge regression, the minimisation problem
is then of the form [136]:

min
w
||Xw−Y||22 + ||αw||22 (2.23)

where α is a penalty term that restricts the size of the coefficients. This is known
as the L2 penalty term, while lasso regularisation uses the L1 penalty term [137]
and the elastic net combines these two penalty terms [138]. This approach differs
from the dimensionality reduction methods such as PCR and PLSR, and can be
advantageous for certain types of data.
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2.6.2 Classification Methods

The purpose of classification methods is to divide data into discrete groups based on
a set of criteria, and various classification methods have different approaches to this
problem [139]. k-nearest neighbours (kNN) is an example of a very simple model,
which classifies data points based on their proximity to the k nearest neighbours
in the training data. Support vector machines (SVMs) separate data points based
on multidimensional hyperplanes, where the hyperplanes try to maximise the
separation between data categories. Many classification methods can also be
adapted for regression analysis, and vice versa.

2.6.3 Neural Networks

Artificial neural networks (ANNs) are a set of data mining methods that add a layer
of abstraction in order to extract additional information from data. The structure
of ANNs is inspired by biology, where neurons are connected by weights [140].
All ANNs are divided into three types of layers, the input, hidden, and output
layers. Each data point in a measurement is assigned to a neuron in the input
layer. The input from one layer is turned into the output of the next layer via a
function in the neuron. ANNs can be used for both regression and classification of
data. Deep ANNs, which use multiple hidden layers, have in recent years gained
popularity [141].

Convolutional neural networks (CNNs) use a kernel function in order to convolve
the output from neurons, see Fig. 2.12. This variant of ANNs is a method that is
widely used for multidimensional data, e.g. two-dimensional data for image or
video analysis [142]. CNNs have recently also been applied to one-dimensional
spectroscopy data [143].

A neural network must first be trained on some known data in order to predict
unknown data, as with all machine learning methods. The training process is done
as follows:

• Weights are initialised for all the nodes. This can be done randomly, or with
special initialisation methods that have been developed for faster conver-
gence.
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Figure 2.12: Example of a CNN with two convolutional layers. Kernel size and layer size
are indicated. Each circle represents a neuron. Figure adapted from ref. [31].

• Every training sample is run through the neural network from the input layer
to the output layer with the current weights. The output of each node is
calculated, and the final output value is the value of the last node.

• The output value is compared to the true value, and the difference between
the two, which is the measurement error, is described by a loss function.

• The error is propagated backwards in the neural network, and the weights
are adjusted by the gradient descent method.

The above process is repeated until the loss function is minimised. Similarly to PCR
and PLSR, the hidden layers in the ANN perform a matrix transformation of the
input, although this transformation is non-linear.

2.6.4 Practical Modelling

Model Validation

Regression modelling is usually done in two steps. First, the model is trained on a
subset of the available data, where both the independent and dependent variables
are shown to the model. Secondly, the model is validated on unknown data,
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where the model has to predict the dependent variables from only the independent
variables. The error values for the prediction can then be used to evaluate how
well the model performs.

Most regression models have one or several variable parameters, such as the latent
variables in PLSR, and these can either be set by the user, or a search algorithm can
be implemented in order to optimise the prediction accuracy. Optimising directly
on the training set can give very good accuracy on the known data. However,
this usually results in overfitting, which gives poor prediction on the validation
data. Model parameters should not be adjusted after introducing the validation
data, as this undermines the test of prediction accuracy and makes the results less
universal.

Cross-validation (CV) is a common method used to validate the predictive ability of
a model with only training data. CV is done in several rounds, see Fig. 2.13, and
in each round the training data is divided into a training subset and a validation
subset [134]. The model is then built on the training subset, and the predictive
ability is tested on the validation subset. This is repeated several times with different
training and validation subsets, and the average prediction accuracy is used to
evaluate the performance of the model. CV can be done with e.g. leave-one-out CV,
k-fold CV, or random permutations CV.

Figure 2.13: Illustration of k-fold cross-validation, where the training data is divided, and
training and prediction is performed in several rounds. The model can then be evaluated
based on an average prediction accuracy.

A common process for model validation is to perform CV on the training data,
and then to validate the model with previously unused validation data, sometimes
called test data. CV on training data often overestimates how well the model
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performs, and it is therefore common to get somewhat better prediction accuracy
in the CV phase than on the unknown validation data.

Measures of Error

The performance of regression and classification models must be validated with
a measure of error [144]. The achieved prediction accuracy is usually used to
measure the difference between the predicted values and the observed (reference)
values. Different error measurements can be used, including root-mean-square
errors (RMSE), standard error of prediction (SEP), and coefficient of determination
(R2). RMSE-values are commonly used, and are calculated as:

RMSE =
√∑

n(ŷn − yn)2

N
(2.24)

where ŷn is the predicted value, yn is the reference value, and N is the total number
of measurements. RMSE is a positive value where a lower value indicates a better
model, and for perfect prediction the RMSE is zero. RMSE is scale-dependent,
which means that RMSE-values tend to increase if larger concentration ranges are
used. One should therefore be careful when comparing RMSE between different
datasets. RMSE is also sensitive to large deviations from the reference values, and
is therefore disproportionally affected by outliers. SEP is similar to RMSE, but
SEP does not include the bias, which is the average difference between ŷ and y

in the prediction set [145]. This term is usually small, and therefore SEP usually
yields values similar to RMSE. The coefficient of determination is a measure of the
proportion of variance in the dependent variable that can be predicted from the
independent variable, and is defined as:

R2 = 1−
∑
n(yn − ŷn)2∑
n(yn − ȳ)2 (2.25)

where ȳ is the mean of the measured values. R2=1 indicates that there is no
unexplained variance, and for worse prediction accuracy R2 decreases.

Another alternative method for error measurements is to use the mean absolute
error (MAE), which gives the average of the absolute errors between the prediction
and reference values:

MAE =
∑
n |ŷn − yn|
N

(2.26)
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MAE avoids squaring the values, but is still scale-dependent like RMSE. The mean
absolute percentage error (MAPE) works around this by expressing MAE as a
percentage error. MAE and MAPE are seen as more interpretable than RMSE-values,
and as more informative since they are not weighted towards measurements with
large deviations. However, it can be argued that RMSE-values are useful for sensor
development, as measurements with large errors can have a disproportionate effect
on the user or patient. From this viewpoint, the MAE can give an overly optimistic
view of the performance of both the sensor and the learning algorithm. Several
measure of errors may be reported for a dataset in order to more easily compare
with other literature.

2.6.5 Spectral Pre-Processing

Spectral pre-processing encompasses all methods applied to data prior to the
learning algorithm. The goal of pre-processing is to remove unwanted variations in
the data that are not related to variations in analyte concentrations [146]. This
includes environmental factors, drift in equipment, and so on. Such variations can
affect model accuracy heavily. Pre-processing methods should ideally be applied so
that the same procedure can be subsequently used on similar datasets. The two
main approaches are filtering/smoothing methods, which try to reduce noise, and
scatter correction methods, which try to remove e.g. baseline shifts.

Feature selection can be seen as a type of pre-processing. However, feature selection
is performed quite differently to other pre-processing methods, and will therefore
be described in a separate section below.

Pre-Processing Methods

Common methods for spectral filtering/smoothing include Savitzky-Golay (SG)
filtering, Fourier filtering, and moving average. For SG filtering a segment size is
defined, and a polynomial is fitted to each segment of the spectrum. SG filtering
can be adapted to data with different noise features, as the segment size and
polynomial order can be optimised. Fourier filtering is done by taking the Fourier
transform of the spectra, cutting of the Fourier signal at a certain frequency, and
then back-transforming the result. This method is very efficient, but there is a risk
of removing informative features, or creating artefacts in the back-transformed
spectrum. Moving average is a classical smoothing method where each data point
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in a spectrum is replaced by the average of the adjacent data points. The number
of adjacent data points used for averaging is set by the user.

Scatter effects in spectra can be divided into effects that create spectral offsets,
or spectral amplification. These are not necessarily caused by scattering directly,
for example spectral offsets can be a result of source drift, but the mathematical
correction is the same in any case. The simplest way to correct for scatter effects is
spectral differentiation by finite differences. The first derivative of the spectrum
removes any offsets, and the second derivative also removes linear trends. The
disadvantage is that differentiation by finite differences amplifies noise in the
spectra, and this is very detrimental to the regression if the SNR is low. This can
be ameliorated by filtering prior to differentiation, and SG filtering in particular
is often used with differentiaton by taking the derivative of the fitted polynomial
at each data point. Other methods have been designed to deal with scattering
effects, including standard normal variate (SNV), multiplicative scatter correction
(MSC) and extended MSC (EMSC). These methods are more commonly used in
near-infrared spectroscopy, as scatter effects are more dominant due the longer
pathlengths used. Simple baseline correction functions can also be used to remove
offset effects.

Pre-processing methods can be used in combination, however the optimal order
is not readily apparent. Various studies use different orders, and some studies
have shown different orders can have positive or negative outcomes depending
on the exact methods used [147]. Many studies have also found the optimal
combination of pre-processing methods for one or a few datasets, but the "optimum"
seems to vary between datasets, sample types, and measurement methods. The
optimal combination is usually found through an exhaustive search of all possible
combinations of methods, although this is very time-consuming. Other approaches
such as experimental design or genetic algorithm searches have been used to search
through fewer combinations with minimal loss of accuracy, but such methods are so
far not extensively used [148,149]. The choice of pre-processing methods therefore
remains very user-defined and to some degree subjective.

Feature Selection

As the name implies, feature selection methods are used to select a certain subset
of spectral features, which are then used for further analysis [150]. Feature
selection is a useful tool for analysis of spectral data for several reasons. Datasets
from vibrational spectroscopy often have few samples/measurements, and many
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variables (features). Many, or even most, of these variables may not have any
relevant information. It has been argued that the addition of irrelevant features
should not degrade a regression model. However, with enough irrelevant features,
some of them will randomly correlate with other features, which complicates the
model and can lead to overfitting. As experimental equipment is not perfect,
some of these irrelevant features can also be noisy. Adding noisy features is also
detrimental to a regression model. A high number of variables also makes the
model less interpretable, and increases the computational demand for the data
modelling. One goal of feature selection is therefore to remove irrelevant features,
but feature selection should be used carefully, so as to not remove relevant features.
As with other pre-processing methods, feature selection should also be validated
with cross-validation on the training set. Feature selection methods can broadly be
divided into three different categories, which are described below.

Filter methods: Features can be filtered by individually scoring them according
to some requirement, e.g. how well they correlate with the response variable.
This can be done directly prior to the regression model being run, and in
that case the filter is independent from the model. One example of this is
the Pearson correlation coefficient. Filter methods are very computationally
efficient and quite robust to overfitting. However, one must set a threshold
for the filter, and the initial choice is often arbitrary. Filters also tend to select
redundant features, and any interactions between features are usually not
taken into account.

Wrapper methods: In wrapper methods several subsets of features are generated
and then searched through. The modelling accuracy is evaluated for each
feature subset, and the best subset is selected. Wrapper methods are better
for detecting possible interactions between variables, and can often find good
subsets of features with fewer redundant variables. These methods are more
computationally expensive, and with few measurements there is a bigger
chance of overfitting to a suboptimal feature subset.

There are a number of ways to generate feature subsets. Forward selection
starts with no features in the model, and iteratively adds the feature that
reduces the model error the most. Forward selection then stops when a
required number of features is obtained or a decided performance threshold
is reached. Backward elimination, on the other hand, starts with all features
and iteratively removes the least important ones. Sequential feature selection
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combines these two, by reconsidering dropped and added variables at each
step. Moving window selection looks for one or more continuous regions of
features, and selects the window(s) that achieve the best modelling accuracy.
Genetic algorithms start with a randomised population of feature subsets,
which are then mixed and mutated over several generations. These different
methods all have advantages and disadvantages. For example, forward
selection and related methods can often get stuck in local maxima, while
subsets found by genetic algorithms can be heavily affected by the initial
population of feature subsets.

Embedded methods: These methods have the feature selection built into the re-
gression model. One large class of embedded methods are the regularisation-
based approaches, which includes lasso, ridge regression, and elastic net. All
features in the data are included in the model, but a penalty is applied on
the values of the regression coefficients. This penalty can shrink regression
coefficients, and even reduce them to zero. Embedded methods perform
the feature selection and regression modelling at the same time, and are
less computationally expensive than wrapper methods. However, they are
more difficult to interpret, as the feature selection performance can not be
separated from the performance of the regression model. Embedded methods
are also not applicable to all types of data, and are therefore less universal
than other feature selection methods.
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Chapter 3

Methods

3.1 Experimental QCL Setups

In this work, two main setup types were used based on either transmission
spectroscopy or ATR spectroscopy. The main technical components were the
same in these measurement configurations, including the QCL, the detector, an
analog-to-digital converter card, and a control computer. The laser was a pulsed
EC-QCL (Hedgehog-UT, Daylight Solutions Inc., USA) with a broad tuning range
of 8.3–11 µm (1200–904 cm-1) [151]. The laser had variable parameters for pulse
frequency and pulse width, which were set to 100 kHz and 500 ns for most of
the measurements done in this work, see Fig. 3.1. This gave a duty cycle of 5%,
which was the maximum allowable before water cooling became necessary. The
laser was operated with an internal temperature of 19◦C for all measurements.
The maximum average output power of the QCL was 22 mW at approximately
9.7 µm emission wavelength, which decreased to approximately 5–10 mW at the
edges of the tuning range. The spectral linewidth of the laser was specified as
<1 cm-1 by the manufacturer. The laser emitted linearly polarised light with a
vertical orientation (100:1) according to specifications, and this was confirmed
with a linear polariser.

The QCL could be run in three different measurement modes; single-wavelength,
continuous wavelength sweep, or step-and-scan wavelength sweep. Measurements
at single wavelengths were mainly used for initial testing and noise analysis. Full
spectra were acquired with the continuous wavelength sweep, while step-and-scan
sweep was not used in this work. Spectra were recorded in the range 1200–
925 cm-1, and the laser was tuned with a scanning speed of 275 cm-1/s. Each
laser scan therefore took 1 second to perform, and consisted of 100 000 laser
pulses. The part of the tuning range below 925 cm-1 was not recorded as there
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were few relevant absorption lines in that area, and the sensitivity of the detector
and increased water absorption meant that the SNR was low.

Figure 3.1: Example plot of 100 µs recorded laser pulses emitted from the EC-QCL, with
a frequency of 100 kHz and a pulse width of 500 ns.

The infrared detector was a mercury cadmium telluride (MCT) detector (PCI-4TE,
Vigo System S.A., Poland). MCT detectors are photoconductive detectors with a
semiconductor band structure. This detector was cooled down to an internal tem-
perature of -75.2◦C with four-stage thermoelectric cooling. The detector element
had an optical area of 2×2 mm, and the detectivity was 3×109 cm Hz1/2 W-1 at
10.6 µm.

Data Recording

The signal measured on the MCT detector was recorded with an analog-to-digital
converter (ADC) card (M2p.5946-x4, Spectrum Instrumentation GmbH, Germany).
This digitiser was installed on a PCIe bus on the control computer motherboard
in order to enable fast data transfer. The ADC sampled data at a rate of up to
80 MS/s with a 16 bit resolution. A modified driver (C++) based on an example
driver from Spectrum Instrumentation was used to control the ADC, and a GUI
front-end (Python) written for this driver was used to perform measurements.

The ADC was connected to the detector via an SMB to SMA connector for the
analog signal. In addition, the digitiser had input channels for digital signals, which
were connected to the laser controller. The laser controller had a DB-15 connector
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with 15 pins for digital I/O signals. Two of the pins connected to the ADC gave high
signals when scanning from high to low wavenumbers, and for each individual laser
pulse. The digital channels could be recorded simultaneously with the detector
signal by lowering the resolution of the analog input. This functionality was tested,
but was not used further for this work. Only the rising edge TTL at the start of
each scan was used for the measurements presented, and it was used to trigger
data acquisition. Each measurement consisted of 10 laser scans, which gave a total
measurement time of 10 seconds. The scans were saved separately in binary files.
Averaging over laser pulses and scans was done for noise reduction, as this type
of pulsed QCL has significant variation in pulse intensity, specified as 3% by the
manufacturer [151]. This variation was reduced to less than 0.1% by averaging, as
characterised in Paper II.

The card had capability for sampling from up to four different channels at once, as
long as the total sampling rate was 80 MS/s or less. The measurement setups in
this work only used one channel at a time, and the sampling rate was set to the
maximum of 80 MS/s as a default. Laser pulses were therefore recorded with 40
datapoints per pulse, as each pulse was 500 ns long. This sampling rate gives ample
information for pulse integration, and a lower sampling rate could be sufficient
for describing the pulse intensity. For future studies it will therefore be possible to
sample from several measurement arms simultaneously, which will decrease the
sampling rate in each arm, without infringing on the sampling quality.

Infrared Spectra

Recorded measurements from the QCL-based setups were converted into infrared
spectra with a Python script. The script produced separate text files for each
measured spectrum. Spectra were made by integrating each laser pulse and
averaging over a set number, n, of laser pulses from the raw data. For the presented
data n = 255, which resulted in spectra with 390 data points. The ten acquired
scans were then averaged to produce a raw spectrum. These averaging processes
were performed for noise reduction. Each final spectrum consisted of a background
measurement (I0) and a sample measurement (I), and absorbance spectra were
calculated as A = − log(I/I0). Demineralised water was used for the background
measurements.
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Optical Fibres

Two main fibre types were used in the experimental setups in this work, namely
silver halide fibres and hollow-core fibres. The silver halide fibres were acquired
from Art photonics GmbH (Germany), and had core diameters of 400 µm or
600 µm. These fibres had PEEK protective tubing, and were fitted with optical
SMA connectors on one end. The optical loss in these fibres was approximately
0.3 dB/m, which meant a total loss of approximately 0.18 dB for the setups used
here with two 30 cm long fibres. These fibres were step index and multimode,
and the intensity profile of the laser after transport through the fibres was not
investigated further in this work.

Some hollow-core fibres with an inner diameter of 300 µm were acquired (OKSI
Fibers Inc., USA). These fibres were also fitted with SMA connectors, and had
losses given as approximately 1 dB/m. Additional hollow-core fibres with 1 mm
inner diameter were made at Tohoku University during a research exchange. The
reflective silver layer in these fibres was made in a chemical silver-mirror reaction,
where a silver solution was introduced into a capillary bundle together with a
reducing agent, see Fig. 3.2. A vacuum pump was used to draw these solutions
through the bundle for a set amount of time. A bundle with 7 capillaries was used in
this process, so the maximum yield from each silver-mirror reaction was 7 1-metre
long fibres. In total five different bundles were made with flow times of 2–12
minutes. A dielectric layer, iodide, was added as a protective inner layer to some of
the fibres. These fibres were not fitted with connectors. The fabricated hollow-core
fibres were more lossy than the commercially acquired fibres, with optical losses
estimated as 5–6 dB/m from FTIR spectroscopy measurements. However, the large
core size meant that these fibres could collect light more efficiently as out-coupling
fibres. Large diameter hollow-core fibres can be acquired commercially for future
studies if lower losses are necessary.

3.1.1 Transmission Setup

Measurements in the transmission setup were performed by introducing a sample
in a gap between two silver halide fibres, see Fig. 3.3a. The light emitted from
the source was coupled into a fibre with an optical assembly (OKSI Fibers Inc.,
USA). Initial measurements were done with 400 µm core diameter fibres for both
in-coupling and out-coupling of light. However, this did not give optimal light
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Figure 3.2: Process for silver-mirror reaction used to create hollow-core optical fibres.
A silver solution and a reducing agent (glucose solution) are drawn through a capillary
bundle using a vacuum pump. Silver atoms are deposited in the capillaries, forming a
reflective layer.

collection, as the radiation diverged in the fibre gap. All presented measurements
were therefore done with a 400 µm core fibre for in-coupling of light and a 600 µm
core fibre for out-coupling. The fibres were mounted onto two 3-axis stages
(Thorlabs Inc., USA), with the mounting points approximately 2 cm from the fibre
gap.
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Figure 3.3: Schematic illustration of the two main measurement configurations used in
this work, with a) transmission spectroscopy and b) ATR spectroscopy. Figure adapted from
ref. [152].
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3.1.2 ATR Setup

Silver halide fibres were used to guide light in the first ATR setup tested during this
work, in Paper II [152]. A ZnSe lens was then placed directly after the ATR crystal
in order to increase the light coupling efficiency. For later studies, hollow-core
fibres with larger cores were used for light guiding, see Fig. 3.3b. In Paper VI
the hollow-core fibres with large diameters were used for both in-coupling and
out-coupling of light. The larger diameter meant that light was collected more
efficiently from the prism, and the ZnSe lens was therefore not used. This simplified
the alignment of the system, and the lack of a lens was not found to noticeably
decrease the collected signal. Paper II and Paper VI used trapezoidal prisms as
internal reflection elements (IREs), and for these studies the optical fibre ends
proximal to the prisms were mounted at 45◦ angles. The fibres were mounted at
70◦ angles for the Si IREs that were used in Paper IV. The angled fibre mounts were
attached to 3-axis stages for fine-adjustment of the fibre positions.

Internal Reflection Elements

The ZnS crystals used in Paper II and Paper VI were acquired commercially from
Sinoptix (China). These IREs were multireflection trapezoidal prisms. Three addi-
tional crystals were made at Tohoku University, two ZnS prisms with trapezoidal
dimensions and one rectangular CaF prism. These prisms were cut from larger
elements with a low-speed saw (IsoMet, Buehler Ltd., USA) and the facets were
polished by hand. Initial testing was done with these prisms.

Silicon (Si) wafer chips (IRUBIS GmbH, Germany) were also investigated as IREs
in the QCL-based ATR setup. Hemispherical Si elements are more common as
IREs, but due to the large size and the absorption properties of Si they become too
opaque for spectroscopy measurements below 1400 cm-1. Si wafers are typically
500 µm thick, and single-reflection measurements can therefore be performed at
long wavelengths with acceptable optical loss. The Si wafers were etched on the
underside with a KOH wet chemical etch, which produced V-shaped grooves. The
resulting chips could be used as basic IREs. The Si IREs could be further modified
on the top surface with reactive ion etching, which is a dry etching process. This
created a structure with micropillars on the top surface, which functioned as a field
enhancement layer. This field enhancement induced a signal enhancement in the
measured spectra, which was investigated in Paper IV.
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3.2 FTIR Spectroscopy

FTIR spectroscopy was used for initial measurements and comparison with the
QCL-based measurements, as well as a separate study on data analysis. The pho-
tonics lab at the Department of Electronics, NTNU had an Alpha II spectrometer
(Bruker Optics Inc., USA) available. This was a compact FTIR spectrometer that
could be used with either a module for transmission spectroscopy, or a module
for ATR spectroscopy. Only the ATR module was used for this work, and it had
a single-reflection diamond IRE. This FTIR spectrometer was operated with the
OPUS software (Bruker Optics Inc., USA) installed on a separate computer. The
spectrometer saved data in the 4000-400 cm-1 spectral range. The acquired spectra
were made by averaging 128 scans in the spectrometer, which gave a measure-
ment time of about 3 minutes. An initial resolution of 2 cm-1 was set for the
measurements, which was reduced to 1 cm-1 through a zero-filling factor of 2 in
the Fourier transform algorithm. Background spectra were obtained approximately
every 30 minutes. Spectra were saved in text files, and further analysis was done
in a separate program.

A Tensor spectrometer (Tensor27, Bruker Optics Inc., USA) at Tohoku University
was used for a study on data analysis of spectral data. This spectrometer had a
custom-built ATR module, which has been described by Kino et al. [12]. Light
emitted from the spectrometer was focussed into a hollow-core fibre, which guided
the light to a ZnS prism. The light from this prism was focussed onto a liquid
nitrogen-cooled infrared detector. The spectrometer was operated through the
OPUS software. This spectrometer had a measurement range of 4000–500 cm-1. The
acquired spectra were measured with a resolution of 4 cm-1 and 32 spectrometer
scans were averaged for each measurement. A zero-filling factor of 2 applied during
the Fourier transformation brought the data point spacing down to 2 cm-1.

3.3 Simulations

Light propagation was simulated in the ZnS prisms in order to ensure an integral
number of reflections through the prisms. The main parameters that were inves-
tigated in these trapezoidal structures were prism height and length. Ray optics
simulations were performed with Zemax OpticStudio.
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Behaviour in the Si IREs was investigated with the finite element method using
COMSOL Multiphysics (Sweden). The Si IREs were simplified to a two-dimensional
(2D) cross section. The light source was modelled as a plane wave with an incidence
angle of 41◦, based on an estimation of the angle of incidence. The field strength
of the evanescent field in the sample volume was integrated for both the basic and
the signal-enhanced Si IREs. The enhancement factor was then calculated as the
ratio of total field intensity between the two Si IRE types.

3.4 Data Analysis and Software Development

All multivariate analysis of spectral data for this thesis was done through Python
programming. A software package, which we have called SpecAnalysis, was
assembled to enable automation of various analysis methods. SpecAnalysis is
capable of analysing data for both regression and classification, and contains many
methods for spectral pre-processing and feature selection. This software has been
made available on GitHub (https://github.com/jernelv/SpecAnalysis).

SpecAnalysis is in part based on scikit-learn [153], which is a Python tool package
for machine learning. Several of the included methods were also developed in-
house. The software has a graphic user interface and functionality that allows the
user to test many different analysis parameters in sequence.
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Chapter 4

Summary of Papers

The main application for this work was mid-infrared spectroscopy of glucose in
biological fluids. The thesis itself spans across various methods for optimisation
of the sensor system, measurements of synthetic aqueous solutions and biological
fluids, as well as multivariate analysis of spectroscopy data. As a result, the
thesis includes experimental work, simulations, as well as work on data analysis
methods.

This chapter gives a brief overview and short discussion of each paper included in
the thesis.
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4.1 Evaluation of Optical Techniques

Paper I

A review of optical methods for continuous glucose monitoring
I.L. Jernelv, K. Milenko, S.S. Fuglerud, D.R. Hjelme, R. Ellingsen, A. Aksnes
Applied Spectroscopy Reviews, Vol. 54(7), pp. 543-572, 2019.

This work was a review of a selection of the available optical measurement methods
that have been researched for continuous glucose monitoring (CGM). The idea
was to evaluate several potential techniques for glucose sensing in order to make a
more informed choice regarding the thesis subject. The paper first introduced back-
ground on BGL management required for diabetic patients, current electrochemical
CGM systems, and some considerations such as the sensor placement. Six main
optical techniques were evaluated, namely near-infrared, mid-infrared, Raman, and
fluorescence spectroscopy, as well as photoacoustic sensing and optical coherence
tomography. The basic principles of these methods were outlined, together with
specific challenges for in vivo glucose measurements. An overview of the research
status for each method was then given, and a comparative discussion was included
at the end.

Prior to this publication, there were several other reviews of glucose sensor tech-
nologies suggested as alternatives to electrochemical glucose sensors. Many of
these were focussed on non-invasive sensor systems, or on sensor concepts that
were relatively close to realisation of a device. This review concentrated on only
optical technologies regardless of intended sensor placement, and covered early-
stage research in addition to more advanced sensor concepts. It was challenging
to precisely compare different technologies, especially those with mainly early-
stage research. Research groups were found to use different metrics to evaluate
their sensor systems that were not necessarily directly comparable. Fluorescence
spectroscopy had come furthest among the methods with several systems used in
human trials and one system close to commercialisation.

MIR spectroscopy was seen as a measurement technique with low/medium maturity
and a high development potential for biomedical applications. Tuneable laser
sources with high spectral power density have only recently become available in
the MIR range, and the research effort is still in the early stages. MIR spectroscopy
therefore became the focus of this thesis.
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4.2 Measurements of Synthetic Aqueous Solutions and
System Benchmarking

Paper II

Infrared Spectroscopy with a Fiber-Coupled Quantum Cascade Laser for Atten-
uated Total Reflection Measurements Towards Biomedical Applications
I.L. Jernelv, K. Strøm, D.R. Hjelme, A. Aksnes
Sensors, Vol. 19(23), 5130, 2019.

In this work, we demonstrated QCL-based infrared spectroscopy with transmission
and ATR sensing for synthetic aqueous solutions. The transmission configuration
used a gap between optical fibres for sensing, while the ATR configuration used a
multi-reflection ZnS prism as a sensing surface. Silver halide fibres were used to
guide the laser radiation in both sensing configurations.

Laser noise was characterised based on averaging over laser pulses and laser scans.
A low relative standard deviation of the signal was found (0.07%) for settings
that resulted in a measurement time of only 10 seconds. The solutions that were
measured contained glucose, as well as albumin, lactate, and urea as interfering
analytes. Sets of the aqueous solutions were measured in both transmission and
ATR configurations. A ZnS prism with 5 reflections on the top surface was used
for the ATR measurements, and the prism dimensions were determined based on
ray-tracing simulations. The measured spectra were investigated with multivariate
analysis, and it was demonstrated that both glucose and albumin concentrations
could be accurately determined in both measurement configurations. Glucose
concentrations were determined with RMSECV<20 mg/dL for both transmission
and ATR measurements.

This benchmarking and characterisation showed that our system was stable and that
measurements with low noise level could be acquired. Simultaneous determination
of several analytes in aqueous solutions was also promising for further studies.

4.2 Measurements of Synthetic Aqueous Solutions and System
Benchmarking
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Paper III

Mid-infrared spectroscopy with a fiber-coupled tuneable quantum cascade laser
for glucose sensing
I.L. Jernelv, K. Strøm, D.R. Hjelme, A. Aksnes
Proceedings of SPIE 11233, Optical Fibers and Sensors for Medical Diagnostics and
Treatment Applications XX, 1123311, 2020.

This paper is a continuation of the work in Paper II. A fibre-coupled QCL spec-
troscopy setup was used to investigate more complex aqueous solutions in transmis-
sion mode. Lower concentrations of glucose were used than in Paper I, and fructose
was added as an additional interfering analyte. A thorough characterisation of the
optimal transmission pathlength was demonstrated.

Similar to Brandstetter et al. [30], we showed that the optimal pathlength was
longer than the theoretical optimum, as the theoretical calculation does not account
for the source intensity. We also found a longer optimal pathlength than in ref. [30]
at 200 µm, and this can be attributed to the higher power of the QCL used in
our study. The SNR did not improve as much as expected, but this might be
a consequence of the fibre-coupled sensing and an introduction of mode noise
or interference. The relatively long pathlength is advantageous because of the
increased absorbance signal, and because the transmission gap becomes less prone
to clogging.

As in Paper II, the concentrations of glucose and the other analytes could be
determined accurately at the same time with PLS regression. The prediction
accuracies for glucose and albumin were improved by approximately 20% with the
use of a CNN for multivariate analysis. For glucose, the RMSECV was 10.7 mg/dL
with PLS regression and 8.3 mg/dL with CNN with a concentration range of
0–600 mg/dL. This study demonstrated a robust characterisation of our QCL setup
in transmission mode, and an in-depth analysis of complex aqueous solutions.
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4.3 Signal Enhancement

Paper IV

Signal enhancement in microstructured silicon attenuated total reflection ele-
ments with quantum cascade laser-based spectroscopy
I.L. Jernelv, J. Høvik, D.R. Hjelme, A. Aksnes
Proceedings of SPIE 11359, Biomedical Spectroscopy, Microscopy, and Imaging,
113590A, 2020.

In this study, internal reflection elements (IREs) based on silicon (Si) wafer chips
were investigated for potential signal enhancement in ATR spectroscopy. The Si IREs
either had a flat top surface for standard ATR spectroscopy, or a top surface with
micropillars for signal enhancement. The micropillars act as an effective medium
layer in the IRE, and the signal enhancement arises from an interference effect
and an increased field strength between the pillars. A comparison was also done
with an FTIR spectrometer using a single-reflection diamond IRE. Measurements of
aqueous glucose solutions were used to evaluate the performance of the different
IRE types.

The absorbance signal was enhanced by up to a factor of 3.8 in the micropillar
IREs. The highest effective signal enhancement factor was a bit lower at 3.1,
due to some simultaneous increase in the noise level. The behaviour of these
two prototype microstructured IREs was modelled accurately through simulations
using the finite element method (FEM). One signal-enhancement (SE) IRE gave
a constant enhancement effect over the entire available wavelength region. The
second SE IRE had no enhancement above 1060 cm-1, and thus the micropillar
geometry did not act as an effective enhancement layer for shorter wavelengths.
The Si IREs, including the flat-topped versions, were all found to have lower limits
of quantification than the diamond IRE in the FTIR spectrometer.

This study showed an effective signal enhancement in single-reflection IREs to-
gether with improved sensitivity in measurements of glucose solutions. Increased
sensitivity in ATR spectroscopy is usually obtained with multi-reflection prisms,
which are big, expensive, and difficult to integrate into miniaturised sensors. These
single-reflection IREs could potentially be placed on a fibre tip for remote sensing
in reflection mode. Large-scale fabrication could also make them cheap enough for
single-use applications in biomedical sensing.
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4.4 Data Analysis

Paper V

Convolutional neural networks for classification and regression analysis of one-
dimensional spectral data
I.L. Jernelv, D.R. Hjelme, Y. Matsuura, A. Aksnes
Preprint published on arxiv.org, arXiv ID 2005.07530, 2020.

Improvements in data analysis processes for infrared spectroscopy is a large re-
search subject. This work represented an in-depth study of the applicability of
convolutional neural networks (CNNs) on vibrational spectroscopy data, and the
effect of spectral pretreatment on spectral data prior to CNN compared to other
machine learning methods. Both classification and regression methods were in-
vestigated. Various open datasets were included in the analysis, in addition to
one dataset created for this study. These datasets used either MIR, NIR, or Raman
spectroscopy for data acquisition and encompassed food items, pharmaceutical
tablets, and synthetic aqueous solutions.

It was found that CNNs usually outperformed other methods when applied to
raw data, although not in all cases. Prediction accuracy typically improved when
pre-processing or feature selection methods were applied to the data, both for CNN
and other methods. Use of pretreatment also decreased the advantage that CNN
had over most other methods.

Finding the best spectral pretreatment is time-consuming, and there is no optimal
process that is valid for every dataset. CNNs have been suggested as a method
to achieve better prediction accuracy without use of other spectral pretreatment.
However, this ignores the large parameter space available when training a CNN,
including parameters such as the number of layers, layer size, kernel size, etc. As
a result, finding the optimal CNN parameters can be as much work as finding the
optimal pretreatment process. The effect of these CNN parameters may also be
less intuitive than other pretreatment methods; e.g. it is not obvious why a certain
kernel size would work better for one dataset than another, while the effect of a
filter is more tangible.

This study demonstrated that CNNs can be used to analyse one-dimensional spectral
data for both classification and regression purposes. However, the benefit of CNN
decreases with proper use of pre-processing and feature selection methods.
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4.5 Characterisation of Biological Fluids

Paper VI

Infrared measurements of glucose in peritoneal fluid with a tuneable quantum
cascade laser
I.L. Jernelv, D.R. Hjelme, A. Aksnes
Biomedical Optics Express, Vol. 11(7), pp. 3818-3829, 2020.

In this work, fluid samples acquired from animal experiments were measured in
QCL-based spectroscopy setups in order to test sensing performance on real-life
samples. Peritoneal fluid and blood plasma samples from altogether six different
pigs were measured in both ATR and transmission configurations. Highly accurate
predictions of glucose levels were made for both measurement configurations,
with mean absolute percentage error (MAPE) of 12.2% in the ATR configuration
and 8.7% in the transmission configuration. Concentrations in the blood plasma
samples were predicted with even better accuracy (MAPE<8%), which can partially
be attributed to the smaller dataset.

Spectra from the peritoneal fluid samples were also compared to the blood plasma
spectra. The general spectral shapes were found to be quite similar, although the
blood plasma samples had an overall higher absorbance. The optical measurements,
together with measurements of the albumin and total protein concentrations in a
selection of the samples, supported the view that peritoneal fluid can be seen as
ultrafiltered plasma with lower concentration levels of major constituents. Optical
spectroscopy measurements may therefore be more straightforward in peritoneal
fluid, compared to blood plasma or ISF. This was also in part suggested by the
regression analysis, as PLS models with 6 LVs were used for blood plasma, while
only 5 LVs were necessary for the peritoneal fluid data.

This study demonstrated optical glucose detection at physiological concentrations
in peritoneal fluid for the first time. The QCL-based sensing approach is reagent-
free with a measurement time of only 10 s, and there are several avenues for setup
miniaturisation. The ATR configuration in particular lends itself well for point-of-
care monitoring, as reflection-mode sensing can be realised with an IRE integrated
on a fibre tip. A portable sensor will likely require smaller single-wavelength lasers
that are less sensitive to vibrations.
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Chapter 5

Conclusions

The papers included in this thesis cover several aspects of QCL-based mid-infrared
spectroscopy. The main intended application was continuous glucose monitoring.
A sensor concept was realised through experimental verification of QCL-based
infrared spectroscopy setups in ATR and transmission configurations, with multi-
variate analysis of the resulting spectral data.

Current literature was reviewed in Paper I, which gave a perspective on various
optical technologies that have been used for glucose measurements. Based on
this review, MIR spectroscopy was evaluated as a technology with low/medium
maturity for portable and miniaturised sensors, and high potential for sensor
development. Laser-based spectroscopy in particular has the possibility for fast
and accurate measurements in a POC sensor. We therefore developed and built a
fibre-coupled QCL-based spectroscopy system, and characterised and benchmarked
this system on aqueous solutions in Paper II and Paper III. In these studies, glucose
concentrations were determined with RMSECV<20 mg/dL in the ATR configuration
and RMSECV<10 mg/dL in transmission. Subsequently, peritoneal fluid from pigs
used in animal trials was investigated in Paper VI. It was found that peritoneal fluid
had lower absorbance than blood plasma, and thus may be a less complex fluid
for optical measurements. Predictions of the glucose concentrations in peritoneal
fluid were demonstrated with with 8.7% and 12.2% MAPE in transmission and
ATR configurations, respectively. This is well within the requirement for glucose
sensors, and is on par or better than commercially available electrochemical CGM
devices. Electrochemical sensors have a typical measurement time of 5 minutes
and lag behind the BGL by 5-15 minutes, while our results were achieved with
a measurement time of only 10 seconds, and this fast measurement time can be
leveraged to provide better glucose control. Further miniaturisation is needed
for a practical POC sensor, and single-reflection IREs with signal enhancement
based on an interference effect were investigated in Paper IV as a means to achieve
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a smaller sensing area. An enhancement of the SNR up to a factor of 3.1 was
demonstrated.

The implemented regression methods were found to be highly accurate for predic-
tion of glucose concentrations in both synthetic aqueous solutions and biological
fluids from animal experiments. The effects of spectral pre-processing and differ-
ent methods for concentration prediction were shown on the datasets that were
measured in the QCL-based setups. In addition, a separate study was performed in
Paper V in order to investigate spectral pre-processing and feature selection meth-
ods on different publicly available datasets acquired with vibrational spectroscopy,
both for regression and classification analysis. This work concentrated on convolu-
tional neural networks (CNNs) as a way to reduce the need for pretreatment prior
to analysis.

To summarise, this doctoral study has shown an in-depth investigation of spectroscopy-
based measurements of glucose in peritoneal fluid, which has demonstrated the
potential for optical glucose monitoring in the peritoneal cavity.

Outlook

The papers published have demonstrated an ATR sensing concept with a fibre-
coupled QCL, which is an important step towards an in vivo glucose sensor based
on mid-infrared spectroscopy. The work should be continued towards realisation
of in vivo sensing in the peritoneal cavity of an animal model. Measurements in
an animal model in transmission mode will also be possible, but is not necessarily
conducive to a practical device. Transmission gaps are prone to clogging, and there
are mechanical challenges involved in keeping the fibre ends aligned. Sensing
in reflection mode is potentially more stable, and the input fibre can more easily
be used simultaneously as an output fibre in an ATR probe. Further work on the
data analysis methods should then be performed in order to confirm if a smaller
subset of wavelengths can be used to accurately identify and measure the glucose
concentration in a clinical setting.

The long-term goal of these developments is to facilitate rapid QCL-based spec-
troscopy of glucose in the peritoneal cavity. Once accurate glucose sensing is
possible in humans with minimal delay, a combination with insulin infusions and a
control system will enable a true artificial pancreas.
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Abstract 
Frequent glucose monitoring is a fundamental part of diabetes management, and good glucose 

control is important for long-term health outcomes. New types of electrochemical sensors that allow 

for continuous glucose monitoring (CGM) have become an important tool for diabetes 

management, although they still have drawbacks such as short lifetime and a need for frequent 

calibration. Other technologies are still being researched for CGM, in an attempt to replace the 

electrochemical sensors. Optical methods have several advantages for CGM, including potentially 

long sensor lifetimes and short measurement times, and many developments have been made over 

the last decades. 

This paper will review optical measurement methods for CGM, their challenges, and the current 

research status. The different methods will be compared, and the future prospects for optical 

methods will be discussed. 

 

Keywords: optical spectroscopy; quantitative optical methods, biomedical applications, continuous 

glucose monitoring, glucose sensors 

 

Introduction 
The demand for cheap and user-friendly biosensors is continually growing, and blood glucose 

monitoring, which is essential for diabetes management, contributes substantially to the world’s 

biosensor market (1). Most current glucose sensors utilise an electrochemical reaction in order to 

measure glucose, and these sensors have been greatly improved since their invention in the 1960’s 

(2). However, electrochemical sensors still have some issues in terms of longevity, ease of use, and 

accuracy. Many companies have tried to develop and commercialise alternatives to these sensors, 

with limited success so far. Optical measurement methods are already widely used in both medical 
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and industrial fields, and have several characteristics that can be advantageous for glucose sensors. 

Consequently, optical techniques have been of great interest in glucose sensor development. 

The three market leaders that provide continuous glucose monitoring (CGM) devices today 

are Medtronic, Dexcom, and Abbott (3–6). The devices from these companies allow for continuous 

tracking of glucose levels, with measurements provided every 1-5 minutes. A small filament is 

placed subcutaneously, and glucose measurements are performed based on an enzymatic reaction. 

These CGM devices have to be replaced regularly due to the degradation of reagents and the 

immune response of the body (7–9). The sensors with the longest lifetimes are operational for 

approximately one week, and most of the devices need to be calibrated several times per day against 

finger-prick measurements. Both the short lifetime and the frequent calibrations increase the burden 

of use for patients.  

Many earlier reviews of alternative glucose sensors have focussed on non-invasive glucose 

monitoring as the solution to current challenges with continuous glucose monitoring (10–12). 

However, the non-invasive CGM devices developed over the last decades have not attained any 

large-scale market, although several of them have been released commercially. The most prominent 

ones, the GlucoWatch and the Pendra, were based on reverse iontophoresis and impedance 

spectroscopy, respectively (13, 14). Both devices were found to be less accurate than what was 

portrayed in clinical trials, and the GlucoWatch caused skin irritation on the measurement site due 

to the electrical stimulation (15–17). The devices were discontinued not long after release, likely 

due to a combination of low accuracy, patient dissatisfaction, and high cost. 

This review will focus on methods that employ optical measurement methods for glucose 

monitoring, as these technologies have many advantages for CGM. Monitoring with optical 

methods is reagent-free and measurements can potentially be performed in less than a minute. 

Cheap and miniaturised optical components have become available, which is a benefit for 

personalised sensor systems. Research into both invasive and non-invasive methods will be 

presented. Six different technologies will be described, together with the major challenges and the 

current research status. A discussion of optical measurement methods and a future outlook for these 

technologies are also included.  

 

Continuous Monitoring of Glucose 
Continuous glucose monitoring has developed as its own field over the last decades, and some 

background information is needed to compare different optical techniques. A short introduction to 

diabetes management is given below. The methods used to assess glucose monitoring devices will 

be also be presented, together with an overview of the different measurement sites used for CGM. 

Electrochemical glucose sensors will be briefly described. 
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Glucose concentrations are typically given in units of mg/dl or mmol/l (also written mM). Medical 

studies usually use mmol/l, while technical papers tend towards using mg/dl. This paper will report 

glucose concentrations in mg/dl, and if the referenced article uses mmol/l this number will be given 

in parentheses.  

 
Management of Type 1 Diabetes 
In people with diabetes mellitus type 1 (DM1) an autoimmune process has destroyed the insulin-

producing beta cells in the pancreas. This makes patients with DM1 dependent on exogenous 

supplies of insulin to control their glucose level. Insulin can be delivered by multiple daily 

subcutaneous insulin injections, or by continuous subcutaneous (SC) delivery of insulin with an 

insulin pump controlled by the patient (18). Insulin doses are adjusted according to physical 

activity, meal size and composition, and the actual glucose level.  Despite all efforts, most DM1 

patients struggle to regulate their blood glucose level (BGL) in the desired range, and glucose can 

easily depart outside of the normal physiological range, typically defined as 72-180 mg/dl (4-10 

mmol/l) (19, 20). Hypoglycaemia occurs when the BGL is too low (<70 mg/dl or 3.9 mmol/l), and 

can lead to seizures, loss of consciousness, and even death (21). Hyperglycaemia occurs when the 

BGL is higher than 180 mg/dl (10 mmol/l), and can lead to serious long-term complications, 

including kidney damage, diabetic retinopathy, heart disease and neuropathy (22). 

Given the importance of keeping glucose in the desired range, management of DM1 

includes frequent measurements of the BGL. Good control of the BGL reduces development of 

long-term complications (23, 24). Finger-prick measurements of capillary blood glucose is still the 

most prevalent form of daily self-monitoring of blood glucose (SMBG) in DM1 patients. These 

measurements are performed by pricking the skin with a lancet, and placing a drop of blood on a 

disposable test strip. A meter is used to measure the test strip and calculate the glucose level. 

Diabetic patients are recommended to measure their glucose values at least four times per day, and 

more often if they are at risk for large excursions from their target glucose level (25). However, 

SMBG by finger-prick measurements is inconvenient and painful, and many diabetic patients 

measure less frequently. Some even avoid glucose measurements for days or weeks. Another 

disadvantage of these measurements is that they only provide information about the BGL at a single 

point in time. Large excursions in the BGL during the day may be missed, no information on BGL 

trends is available, and there is a complete lack of information at night. Hence, much effort has been 

invested into making CGM devices. CGM devices are sensor systems that continually provide 

glucose measurements for patients. Several of these devices are commercially available, and 

researchers are still trying to develop more precise and robust methods for CGM. CGM has been 

Paper I 85



shown to improve glucose control in patients with DM1 as compared to SMBG with finger-prick 

measurements, especially in patients with otherwise poorly controlled glucose levels (26, 27). In 

addition, CGM is a prerequisite for making fully automated delivery of insulin in patients with 

DM1, also known as a closed-loop system or an artificial pancreas (28). 

 
Assessing Glucose Monitoring 
The precision of CGM devices is often measured by mean or median average relative difference 

(ARD), with most of the current commercial devices achieving median ARDs of 10-15 % and mean 

ARDs of 15-20%. ARD is sometimes known as absolute relative error (ARE). The ARD for each 

measurement is calculated as follows: 

𝐴𝑅𝐷𝑖 =  100% × 
|𝑌𝑖 −  𝑦𝑖|

𝑌𝑖
 

where Yi is the reference glucose value and yi is the measured glucose value. The mean and median 

ARDs are then calculated based on the individual ARDs. The reference glucose measurement is a 

measurement of the BGL performed at the same time, typically done either with a blood-gas 

analyser or another glucose monitoring device. ARDs are easy to calculate and interpret, but they 

do not indicate the direction of the error and ARDs are usually lower if a smaller glucose range is 

investigated. 

Other common methods for evaluating glucose sensors are the Clarke error grid (CEG) and 

the Parkes error grid (also called the consensus error grid), shown in Fig. 1 (29, 30). The CEG plots 

the results from a glucose meter against a reference measurement method, and the plot is divided 

into five clinically relevant areas. Zone A contains the values that are within an ARD of 20% of the 

reference measurements, while zone B contains measurements with more than 20% error that would 

still lead to correct treatment. Zone C and D contain measurements that would lead to unnecessary 

treatment or a dangerous lack of treatment, respectively. Measurements in Zone E will indicate that 

the patient is in hypoglycaemia when they in reality are hyperglycaemic, and vice versa. The Parkes 

error grid uses the same regions as the CEG with similar definitions and improves upon some issues 

with the CEG, such as the discontinuous transitions between some regions (e.g. direct transitions 

between zone B and zone E for some glucose values). 
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Figure 1: a) Clarke error grid and b) Parkes error grid for glucose monitoring. The y-axis indicates 

glucose values measured with the new device, while reference values are represented on the x-axis. 

See the text for an overview of the different zones. 

 

Glucose measurements from a sensor that is under testing can also be compared to a 

reference method with Bland-Altman plots (31). Other standard statistical measures are frequently 

reported, especially in studies that are more preliminary. These include for example R, R2, standard 

error of prediction (SEP), and root-mean-square error of prediction (RMSEP). This large variety of 

reported evaluation methods can make it challenging to compare different systems and 

technologies. 

There has been an ongoing discussion about the best methods for quantifying the accuracy 

of CGM devices. For example, the CEG does not evaluate how CGM systems handle the rate of 

glucose change, and the continuous glucose-error grid analysis (CG-EGA) was developed in order 

to improve the evaluation of continuous glucose sensors (32). However, obtaining enough data for 

the CG-EGA is very time-consuming, and it has not been shown to be better than the CEG (33).  

 

Measurement Sites 
Many different measurement sites have been suggested for continuous glucose monitoring systems. 

The measurement sites can be divided into general categories based on how invasive the 

measurements sites are to the patients. Non-invasive methods use measurement sites where no 

instruments are inserted into the body. Measurements of easily available body fluids are non-

invasive, and optical measurements of skin are considered non-invasive although light is sent into 
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the body. On the other hand, sensor systems that penetrate blood vessels or the abdominal cavity are 

considered invasive. Methods that introduce sensor parts subcutaneously are often called 

“minimally invasive”, as no blood vessels are compromised. 

Non-invasive CGM systems have been pursued for several decades, with the goals of 

improving the comfort and convenience of diabetic patients who have to monitor their glucose 

levels daily. Measurements in sweat (34), saliva (35), and breath (36) have all been investigated, but 

the concentration of glucose or other correlating analytes have generally been too low, have not 

correlated well with the BGL, or have had too slow dynamics. Measuring in tear fluid has also been 

suggested, where a sensor similar to a contact lens would have to be worn on the eye for continuous 

measurements. However, the glucose concentration is much lower in tear fluid than in blood, and 

the glucose levels in tear fluid and blood do not seem to correlate well throughout the day (37, 38). 

Systems that measure through skin have therefore received the most attention among the different 

non-invasive modalities. Many technologies have been investigated, including impedance 

spectroscopy, ultrasound, reverse iontophoresis, as well as many optical methods (12). Light 

penetrates from several micrometres to several millimetres into skin depending on wavelength, and 

can also be used to measure in the aqueous humour of the eye. Optical methods have therefore 

received a lot of attention for non-invasive CGM, and some of this research will be described 

below.  

Minimally invasive glucose measurements are typically performed by placing sensor parts 

subcutaneously. The glucose measurements are then done in the interstitial fluid (ISF), which is the 

fluid between tissue cells, rather than in the blood. In the steady state, i.e. when blood glucose is 

stable, the glucose concentration in the ISF is quite similar to the BGL. However, glucose has to 

diffuse from blood capillaries into the ISF, which causes a time delay in ISF glucose measurements 

of approximately 5-10 minutes (39, 40). The commonly used electrochemical CGM systems, as 

mentioned, measure glucose concentration subcutaneously.  Optical measurement methods can also 

be used to measure the ISF, with optical fibres and/or other sensor parts placed subcutaneously. 

Recent research suggests that glucose measurements and insulin infusions directly in the 

peritoneum (abdominal cavity) will give better dynamics for controlling glucose levels (41, 42). 

Hence, investigations of sensing in peritoneal fluid may be an interesting avenue for CGM. The 

CGM system could either be implantable or have the light source placed outside the body, which 

would require a permanent port or fibre penetrating the abdominal wall to the measurement site. 

There are challenges with both approaches. An implantable sensor would have to be robust and 

durable without maintenance for a long time. An open port increases the danger of infection and  

may cause discomfort for the user. The technological challenges for a port solution will be limited, 

as similar port technology already exists for insulin administration (43). No matter which method is 
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used, sensing in the peritoneum will definitely be considered invasive. To our knowledge, no CGM 

devices intended for peritoneal measurements have been developed yet, although some existing 

devices have been modified and tested in animal models (44).  

 

Electrochemical CGM Systems 
Devices using an SC sensor and the glucose-oxidase reaction are the most common CGM systems 

used for daily management of diabetes. The sensors have a thin filament embedded subcutaneously, 

which measures the glucose concentration. A transmitter is attached to the sensor and transfers data 

to a device used for information display. A smartphone or an included receiver shows real-time data 

from the sensor, often with trend arrows and alerts for hypo- and hyperglycaemia. 

These sensors measure the glucose concentration via an electrochemical reaction (2). In the 

basic reaction, glucose-oxidase facilitates the redox reaction of glucose with water, which produces 

gluconolactone and hydrogen peroxide (glucose + O2 -> gluconolactone + H2O2). A small electrical 

current amplifies the dissociation of hydrogen peroxide, which produces free electrons. The glucose 

concentration in the immediate area is then determined from the electrical current resulting from 

these electrons. Mediator molecules other than oxygen can be used as electron donors in order to 

decrease the dependency on oxygen (45). 

Due to the degradation of chemical reagents and biofouling the sensors have to be replaced 

approximately once per week, depending on the manufacturer. The user can insert the device 

without the help of medical personnel. The sensors also require a warm-up period after insertion, 

where the glucose measurements are inaccurate for up to several hours, depending on the model. 

This is possibly due to local trauma in the immediate area, which is caused by the sensor insertion. 

In addition, regular injection of an SC foreign body may induce local SC fibroses or other tissue 

changes over time (46). Most devices require calibrations twice per day, where the sensor is 

calibrated against finger-prick measurements. If the calibration process is done while glucose levels 

are rapidly changing, the measured glucose level on the device will not correlate well with the 

actual BGL. The sensor measures the glucose concentration in the ISF rather than measuring blood 

glucose directly, with the associated time delay as compared to the BGL. Additional delay is 

introduced because of the reaction process, and because glucose must diffuse to the sensor filament 

as the surrounding area becomes depleted (47). Consequently, alarms about low glucose levels can 

occur after the patient has already started experiencing hypoglycaemia, where a prompt reaction is 

often needed. However, many CGM systems use advanced algorithms to predict hypoglycaemia, 

and can reduce the perceived time delay.  

Despite several limitations, these devices generally measure glucose concentrations quite 

well. Electrochemical CGM has become well established among physicians and patients, and has 
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been shown to improve glucose control in patients. Any new inventions that seek to replace today’s 

CGMs will likely have to significantly improve upon either reliability, sensitivity, specificity, 

sensor lifetime, or perceived quality of life in order to succeed.  

 

Optical Methods for Glucose Measurements 
Six main optical technologies are included in this review. Near-infrared, mid-infrared, Raman, and 

photoacoustic spectroscopy are spectroscopic, meaning that they use the direct interaction between 

light and glucose to determine the glucose concentration. Systems using fluorescence spectroscopy 

do not measure glucose directly; rather, they typically measure the signal from molecules that can 

reversibly bind to glucose. The last technology, optical coherence tomography, measures the change 

in scattering properties in tissue as a function of glucose concentration. The following sections will 

give an overview of how these technologies are used in glucose sensing. A brief description of the 

technical aspects will be provided for each method, together with a discussion on challenges and a 

review of the research status in the area. The examples of in vivo research are limited to more 

recent and well-documented systems, with a focus on systems that are intended for personal use. 

The research stage and other relevant characteristics of most of these systems are summarised in 

Table 1. 

Other optical techniques, such as measuring optical rotation (48), have been suggested for 

glucose monitoring. However, the studies on these methods are sparse and often several decades 

old. There are also studies that use variants of optical techniques, such as several recent studies 

using photothermal deflection spectroscopy (49, 50). As these methods have mostly been 

investigated by single research groups it is difficult to review how well they measure glucose. The 

review will therefore be limited to the above-mentioned six technologies for conciseness. 

 
Near-Infrared (NIR) Spectroscopy 
The near-infrared region extends from 700 to 2500 nm and contains absorption bands primarily 

caused by hydrogen vibrations (CH, NH, OH). The short wave band (780-1500 nm) is used for non-

invasive measurements, while for aqueous measurements the first overtone (1500-1800 nm) and the 

combination band (2050-2100 nm) are mostly used (51). The absorption bands are broad and easily 

influenced by hydrogen bonding, temperature effects and molecules with similar absorption spectra. 

NIR sources and detectors are readily available and cheap. Common sources are LED arrays for 

non-invasive studies and tungsten-halogen lamps for benchtop measurements. Doped InGaAs 

detectors are common, and cooled InSb detectors are also used.  

In general, transmission spectroscopy is commonly used for aqueous solutions, while 

reflectance spectroscopy is used for non-invasive measurements. The optimal path length through 
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aqueous glucose samples in transmission mode is dependent on the wavelength and 

instrumentation, and is in the range 0.5-5 mm (52). The effective path length for non-invasive 

reflectance measurements is dependent on penetration depth and is heavily weighted towards the 

upper layer of the skin. It has been estimated to 0.4 to 10 mm, depending on the wavelength (53–

55). 

 

Challenges 

Sensor placement is a great challenge for non-invasive measurements. The focus has mostly been 

on the skin (finger-tip, forearm (56), upper-arm), but the eye (57), lip (58), tongue (59), and mouth 

have also been suggested. Changes in the local environment such as a sunburn, fever, sweating, 

swelling, or areas with scarring, tattoos or moles can interfere with the spectra, making the results 

hard to reproduce in different physiological states and especially between patients. Zhang et al. 

further discuss this issue for spectral data obtained by non-invasive measurements through the skin 

(60). Although the results of calibration models look promising, there is a need for more validation 

and variations over humidity, pressure, skin type, age, and other factors.   

For invasive measurements in the ISF or the peritoneum, the water absorption is very high 

around 1400 and 1900 nm, resulting in a weak signal and low signal-to-noise ratio (SNR). Invasive 

measurements would also require a sensor structure that does not trigger immune responses and 

does not cause discomfort to the user, which rules out materials such as uncoated glass (61). 

Molecules with absorption spectra that are similar to glucose can cause interference in NIRS 

measurements. Examples of known molecules with absorbance similar to glucose in the NIR range 

are lactate, urea (62), and sugars such as fructose. Other molecules with similar spectra are 

glutamine, ammonia, and glutamate (63). Interfering molecules represent a challenge for NIR 

sensing if not included in the initial model, as the peaks are broad, overlapping, and the glucose 

signal is relatively weak compared to the water absorption bands.  

 

Research Status 

Several groups have researched in vitro transmission NIRS glucose measurements in plasma (64–

66), whole blood (67), and other matrices designed to simulate bodily fluids (68). Depending on the 

complexity of the matrix, the equipment, the concentration range investigated (typically 18-540 

mg/dl), and the pre-processing methods (see (69) for a review of techniques), the RMSEP is 

typically in the range 9 to 45 mg/dl. For example, glucose in the presence of urea and sodium D-

lactate has been reliably measured in the physiological range by Goodarzi et al. down to 36 mg/dl (2 

mM) with an RMSEP down to 10.1 mg/dl (0.56 mM) (70).  
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An application of NIR spectroscopy for non-invasive glucose sensing was patented by 

Rosenthal et al. in 1992 and spurred intensive research within this area in the 90’s (71). Most of the 

focus within NIRS sensing has been directed at non-invasive efforts, but advances past initial trials 

have yet to be presented to the public. Arnold and Small have pointed out several parameters that 

must be investigated in non-invasive sensing for comparability with other studies: spectral range, 

degrees of freedom, path length, spectral variance and chemical basis of selectivity (54). Many 

studies do not consider these parameters, making it difficult for the reader to assess whether the 

correlation is due to glucose, some co-varying factor, or overfitting by the multivariate calibration 

model. A study considering this was performed by Olesberg et al., who measured glucose non-

invasively on a skin fold on the back of one rat for approximately 7 hours (72). The glucose level 

was increased to above 540 mg/dl (30 mM) and held there for 2 hours, when it was allowed to 

return to normal. They used a fibre probe and found a SEP of 66.6 mg/dl (3.7 mM), which was 

improved to 35.6 mg/dl (1.98 mM) when accounting for the time delay (15 minutes). Only one 

animal was used, and the between-subject variation can therefore not be evaluated.  

Maruo et al. demonstrated a non-invasive NIRS-based sensor with a SEP of less than 32.2 

mg/dl in 2003 (56). One diabetic and five healthy human subjects were included in this study, and 

the BGL was varied between 50 and 350 mg/dl. In 2006 they followed up with a clinical study with 

five healthy and seven diabetic subjects, where glucose varied between 50 and 500 mg/dl, and they 

obtained a SEP of 27.2 mg/dl (73). After this, they have been working on data analysis and 

perturbations to the model to account for fat content. In 2015, they published a paper detailing how 

a non-invasive model can be built based on Beer-Lambert’s law, without the use of chemometrics 

(74). 

The authors are not aware of any current non-invasive CGMs for DM1 on the international 

market, although several companies have tried to develop non-invasive NIR-based sensors since the 

late 90’s, such as Diasensor (Biocontrol Technology), SugarTrac (Lifetrac), and Dream Beam 

(Futrex Medical Instrumentation). This stands as a testament to the complexity of the problem.  

A less traditional approach to aqueous glucose sensing was proposed by Ryckeboer et al., 

who suggested measuring glucose by waveguide-based absorption spectroscopy on a silicon chip in 

the range 1540-1610 nm (75). The results in vitro with glucose in range 18-684 mg/dl (1-36 mM) 

were promising, with an RMSEP of 20.5 mg/dl (1.14 mM). There have been no clinical trials, but a 

patent suggesting that the sensor can be miniaturised and implanted was granted in 2017 (76).  

A minimally invasive chip-based NIR CGM sensor using microdialysis of ISF has been 

suggested by Mohammadi et al. The sensor has been used in two in vivo trials, the first on 10 DM1 

patients for 30 hours (77), and the second one with six subjects for 12 hours (78). The glucose 

concentration range was approximately 60-350 mg/dl. The measurement accuracy was 13.8% 
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overall mean ARE in the first study, and a mean ARD of 8.5% was obtained in the second study. 

The device offers an improvement over the electrochemical CGMs in that there are no degradable 

enzymes and thus the device can be replaced less frequently. However, it suffers from the 

aforementioned time lag in the ISF as compared to the BGL. The authors also reported issues with 

air bubbles forming in the sensor.  

Some groups have combined different technologies for improved glucose prediction. Most 

notable within NIR technology is the research from the team around Caduff and Zanon (affiliated 

with Biovotin AG), who have worked towards a non-invasive wearable multisensory system based 

on dielectric spectroscopy (DS), temperature, humidity, and sweat sensors combined with 3 NIR 

LEDs. In their latest study, the sensor was used by 20 DM1 subjects with BGL in the range 30-400 

mg/dl, and a mean ARD of 35.4 % was obtained (79, 80). As the authors point out, they have some 

challenges to overcome before the sensor matches the accuracy of CGMs on the market today. They 

do not suggest to improve or add to the sensors, but rather to focus further efforts on development 

of more complex algorithms. 

 

Mid-Infrared (MIR) Spectroscopy 
Mid-infrared (MIR) spectroscopy uses light approximately in the 4000-400 cm-1 (2.5-25 µm) range, 

although many applications focus on the 4000-1000 cm-1 (2.5-10 µm) range (81). Wavenumbers 

(cm-1) are commonly used in the literature on mid-infrared spectroscopy, and will also mainly be 

used in this article. Glucose has absorption peaks in several areas in the mid-infrared range, most 

notably around 3000 cm-1, around 1400 cm-1, and in the 1200-1000 cm-1 range. Glucose absorbance 

in the 1200-1000 cm-1 range has received the most attention for sensor studies, as the features 

around 3000 cm-1 and 1400 cm-1 overlap with strong water absorption peaks. This absorbance is 

related to the skeletal vibrations of glucose, i.e. vibrations that are characteristic for the entire 

molecule. 

Fourier transform infrared (FTIR) spectrometers are commonly used for benchtop infrared 

spectroscopy. These spectrometers use radiation from infrared sources such as heated silicon 

carbide elements, which cover the entire wavelength range. However, current FTIR spectrometers 

are too large for personalised CGM devices, and the total light emitted is too weak for clinical 

measurements. Few other radiation sources have existed in the MIR, and one of the biggest 

limitations for MIR spectroscopy has therefore been the lack of high-energy sources. New avenues 

have opened for MIR spectroscopy with the invention and development of quantum cascade lasers 

(QCLs) (82, 83). A QCL is a type of semiconductor laser that can be tailored to specific single 

wavelengths, or it can be tuneable over a desired wavelength range. Several detector types can be 

used in the MIR range, including thermopile, pyroelectric, and photoconductive detectors. 

Paper I 95



Most available research relies on transmission MIR spectroscopy for subcutaneous glucose 

measurements, or reflectance spectroscopy for non-invasive measurements. CGM systems can also 

use attenuated total reflectance (ATR) spectroscopy, as illustrated in Fig. 2 (84). In ATR 

spectroscopy, light is guided by total internal reflection (TIR) in a crystal or fibre that is in contact 

with the sample, and the evanescent field from the light extends into the sample. The light is 

detected after exiting the crystal, and the absorbance spectrum is based on the evanescent light 

absorbed by the sample. 

 

Figure 2: Attenuated total reflectance (ATR) is a common technique in infrared spectroscopy. Light 

can undergo multiple internal reflections in a crystal or fibre with high refractive index. The 

evanescent wave resulting from this can extend into a sample that is in contact with the crystal. 

Absorption of this evanescent wave is used to construct an infrared absorption spectrum.  

 

One advantage that MIR spectroscopy may have over near-infrared spectroscopy is that 

absorption in the MIR range is defined by fundamental molecular vibrations. NIR absorption bands 

are typically overtones and combination bands, which are often weaker and broader. Consequently, 

MIR absorption bands are relatively sharp, more selective, and have a stronger signal compared to 

NIR absorption bands.  

 

Challenges 

Mid-infrared light penetrates only a few micrometres into skin, and MIR spectroscopy has therefore 

received little attention for non-invasive glucose measurements. The MIR spectrum of skin is also 

highly dependent on the skin water content, which acts as a major confounding factor. Any

measurements through skin would therefore have to be calibrated individually due to individual 

differences in skin properties.  

These challenges are minimised if MIR spectroscopy is used for measurements in the ISF or 

in peritoneal fluid. The largest limitation for MIR spectroscopy today is the prohibitive price of 

MIR lasers and other components. Tuneable lasers are necessary if a large wavelength range needs 
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to be investigated, and these lasers have so far been limited to research use due to high price and 

low production volume.  

Water absorption is very strong in the MIR spectrum, and much stronger than glucose 

absorption, which means that a high SNR is needed for accurate measurements. 

 

Research Status 

MIR spectroscopy has been used to measure glucose accurately in different artificial solutions and 

in vitro bodily fluids. Several early studies were reported in the 90’s by the Heise group, using 

FTIR spectrometers for the measurements (85, 86). Although both the data analysis and 

spectrometers have improved since then, these studies demonstrated that glucose concentrations 

could be predicted with adequate accuracy at physiological concentrations (RMSEP = 10.4 mg/dl). 

Glucose has also been measured with high accuracy in different aqueous solutions and in vitro 

fluids using QCLs. Brandstetter et al. reported a study which included in vitro human serum 

samples, and were able to measure glucose concentrations with an RMSEP of 6.9 mg/dl, where the 

glucose concentration range was approximately 20-140 mg/dl (87). Broad wavelength ranges have 

typically been investigated in these studies, with multivariate data analysis being used to extract the 

relevant information. This would necessitate the use of tuneable MIR lasers if the same principle is 

used in CGM sensors, and these lasers are currently too large and expensive for personal use. 

However, sufficiently accurate concentration predictions may also be performed with only a few 

wavelengths or a narrow wavelength range, which could be handled with smaller lasers (88, 89). 

Several research groups have studied MIR spectroscopy for CGM. The Gmachl group 

performed non-invasive measurements of the back-scattered light from the skin between the thumb 

and forefinger (90). Measurements were performed in three human subjects, with 84% of the 

measured glucose values in zone A of the CEG. Glucose was measured in the range 75-160 mg/dl, 

and the accuracy of the system is therefore unknown for the hypoglycaemic and hyperglycaemic 

ranges. The group is now using an integrating sphere in the set-up in order to collect more light and 

improve signal stability (91).  

Vrančić et al. developed a system using a QCL at a single wavelength (9.7 µm), and tested 

the system with transmission mode SC measurements in 3 rats (92, 93). They were able to measure 

with integration times down to 4 seconds, resulting in practically continuous measurements. The 

CGM measurements followed the reference measurements closely, and gave a median ARD of 

11.0%. The measured glucose range was approximately 80-550 mg/dl. These measurements were 

performed for approximately 3 hours in each rat, and over a longer time period the one-laser set-up 

would likely suffer from signal drift. Drift could be ameliorated by either adding a laser at a 

different wavelength as a reference or using a tuneable laser, as commented by the authors.  
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Kino et al. have reported measurements of human lip mucosa with ATR-based sensing (94). 

They employed an FTIR source, hollow-core optical fibres for light transport, and a multi-reflection 

ATR prism to perform glucose measurements around 1100 cm-1. They accomplished measurement 

errors of less than 20%. However, they did not measure hyperglycaemic or hypoglycaemic glucose 

concentrations, which limits the applicability of the results.  This group has also reported early 

results using a single-wavelength QCL source at 9.7 µm (95). 

Glucose monitoring devices using MIR spectroscopy that could be used in a critical care 

setting have been developed. The Optiscanner (96, 97) from Optiscan Biomedical has received the 

CE mark. In this system, blood samples are obtained via an intravenous connection to the patient, 

and glucose is measured in plasma after blood sample centrifugation. A spectrometer in the 

Optiscanner uses 25 fixed wavelengths to determine the glucose concentration. A prototype system 

with a QCL source has also been suggested by the Lendl group (98). 

 

Raman Spectroscopy
Raman spectroscopy employs Raman scattering in order to observe vibrational modes in molecules 

(81). Raman scattering is an inelastic scattering process where a small amount of energy is 

transferred between a molecule and a photon. As the scattering process couples to vibrational 

modes in the molecule, the energy of the scattered photon is shifted by the energy of one vibrational 

state. The emitted photon can have lower or higher energy than the absorbed photon, as shown in 

Fig. 3. Raman scattering has a much smaller scattering cross section than elastic scattering, and 

standard Raman spectroscopy usually requires long acquisition times.  

 

Fig. 3: Rayleigh scattering is elastic, and does not change the energy of the photon. The molecule 

absorbs energy in Stokes Raman scattering, where the photon is shifted to a longer wavelength, and 

vice versa for anti-Stokes scattering. Measurements of Raman scattering are used in Raman 

spectroscopy to detect and quantify molecules. 
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The resulting frequency shift is particular to the vibrational modes of the molecule and 

independent of excitation photon frequency, and therefore the Raman spectrum for glucose can be 

quite clearly distinguished from other biological compounds. A single-wavelength source is 

sufficient to produce the entire Raman spectrum, as only the frequency shift is measured. The use of 

visible or NIR light gives the advantage of employing widely available optical components. 

The Raman signal can be increased by several orders of magnitude with the use of surface-

enhanced Raman scattering (SERS) (99). In SERS the electromagnetic field is highly amplified in 

the presence of metal nanoparticles, because of local surface plasmon resonances. This is usually 

realised by incorporating a SERS substrate in the sensor system, which is covered by metal 

nanoparticles or a roughened metal surface. When using SERS one has to consider fabrication 

process, biocompatibility and the stability of the metal nanoparticles. 

 

Challenges 

Raman spectroscopy uses visible or NIR wavelengths for excitation, which can induce a 

background fluorescence signal. This can be minimised by using longer wavelengths, where 

biological compounds are typically less fluorescent. The application of visible or NIR light reduces 

the absorption by water, which allows for measurements of aqueous samples. 

The main challenge of Raman spectroscopy is the small scattering cross section, which can 

be 10 orders of magnitude smaller than the fluorescence cross section.  This may result in the 

Raman scattering signal being masked by interfering fluorescence signals (100). Additionally, long 

acquisition times are necessary in order to obtain good a SNR. 

Using SERS will improve the Raman signal and shorten measurement times, which is very 

beneficial for sensor development. However, implanted SERS substrates will experience biofouling, 

and may degrade over time. The development of SERS sensors is therefore dependent on the 

biocompatibility and potential toxicity of SERS substrates. Studies have indicated that at least some 

types of nanoparticles can aggregate in tissues, with detrimental effects to the organism (101, 102). 

 

Research Status 

Over the last few decades, there has been a great interest in developing a non-invasive CGM system 

based on Raman spectroscopy. In vitro glucose measurements have been reported in aqueous 

humour from rabbits and humans (103, 104). The aqueous humour is not as complex as blood, as it 

has fewer Raman-sensitive molecules and is less absorptive, which is an advantage for Raman 

spectroscopy. Although initial studies showed a correlation between blood and humour glucose 

levels (RMSEP of 22 mg/dl), the development of a device for personal use has not been realised.  
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Another approach for non-invasive glucose is to measure through skin.  Research from the 

MIT George R. Harrison Spectroscopy Laboratory on continuous transdermal measurements has led 

to the development of a portable Raman system in transmission mode (105, 106). The Raman 

spectra of the thenar skin fold from 18 human volunteers showed good correlation with finger-prick 

measurements during an oral glucose tolerance test. 100% of the measurements were in the A and B 

zone of the CEG, with an RMSEP of 16.8 mg/dl. This system was also used by Shih et al. to 

measure glucose levels in a dog model (107). They achieved RMSEPs of approximately 27-36 

mg/dl (1.5-2 mM) when the BGL was stable. Glucose values in the hypoglycaemic range were not 

measured. 

A minimally invasive approach for glucose monitoring has been proposed by the Van Duyne 

group, based on a SERS chip implanted subcutaneously in rats (108, 109). Measurements have been 

demonstrated 17 days after sensor implantation, where only one calibration was performed. In their 

largest study, 100% of measurements from all rats were in zone A and zone B of the CEG.  

Moreover, the RMSEP was 13.7 mg/dL for low glucose concentrations (<80 mg/dl). An acquisition 

time of 2 minutes was reported. The SERS substrate must be evaluated with respect to its 

biocompatibility, as it is implanted under the skin. 

To the best of the authors’ knowledge, no commercialised CGM device based on Raman 

spectroscopy exists to date, although at least one company was able to CE mark a system. The US-

based company C8 Medisensors developed the HG1-c, which was a non-invasive device that could 

provide glucose measurements every 5 minutes (110). The device had issues with accuracy, and 

although 92% of measurements were in the A+B zones of the CEG, only 52% of measurements 

were in the A zone. C8 Medisensors closed down in 2013. 

 

Photoacoustic Spectroscopy 
Photoacoustic spectroscopy measures light that is absorbed in matter via acoustic detection(111). 

Light is introduced into tissue, which absorbs and scatters according to the wavelength and tissue 

components. The absorbed energy induces local heating, which generates a sound wave through 

thermal expansion. The sound wave is then detected in a photoacoustic cell by a piezoelectric 

transducer (microphone). Photoacoustic (PA) cells are usually open-ended, and the open end is 

placed in contact with the sample. A simple schematic is shown in Fig. 4. 

Selective detection of glucose is achieved by using specific wavelengths that target glucose 

absorption bands. QCLs or FTIR sources are most commonly used for photoacoustic spectroscopy 

of glucose, as the MIR absorption bands are typically targeted. NIR light sources can be used if the 

NIR absorption bands of glucose are targeted. Acquisition times with PA spectroscopy can be as 

low as a few seconds, as the main limitation is the scan time of the light source. 
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Figure 4: Schematic of a photoacoustic spectroscopy set-up. The source can be a QCL or another 

infrared source. A sample is illuminated and heated, and the resulting sound waves propagating in 

the photoacoustic cell are detected by a microphone. 

 

Challenges 

The challenges in PA spectroscopy for glucose monitoring are partially determined by the glucose 

absorption bands targeted. For MIR absorption bands it is necessary to use weak FTIR sources or 

expensive QCLs, while for NIR absorption bands the signal becomes much weaker. 

The photoacoustic cell can be very sensitive to environmental variation, such as changes in 

temperature, humidity, and pressure. This has major effects on the measured glucose signal, and the 

accuracy seems to be limited for measurements of hypoglycaemic concentrations.  

 

Research Status 

Several groups have worked on creating a CGM device based on photoacoustic spectroscopy. The 

research has been focussed on non-invasive systems. 

Kottmann et al. have reported the development of a small photoacoustic cell used for human 

in vivo measurements of glucose concentrations (112–114). Their measurements were quite 

accurate for glucose concentrations in the range 90-180 mg/dl (R2 = 0.8). This was done using a set-

up with two QCLs at fixed wavelengths, where the lasers alternated between being directed at the 

PA cell and a power meter. This allowed for improving issues with long-term drift. However, their 

best results were obtained while ventilating the PA cell with a constant flow of N2. An N2 flow will

stabilise the humidity conditions inside the cell, but is not a feasible solution for a personalised 

device. 

A similar sensor system based on photoacoustic spectroscopy has been reported by Pleitez et 

al. (115–117)  They used a tuneable QCL with a range between 1220 and 1000 cm-1 as a source, and 

an open-ended PA cell was used as a cavity. Preliminary measurements were performed on 

volunteers who underwent oral glucose tolerance tests, and 100% of the measured glucose values 

were in zone A+B of the CEG. 
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A study of the Aprise sensor from Glucon Inc. was reported in 2007, which was a non-

invasive sensor based on photoacoustic spectroscopy (118). 62 subjects were included in the study, 

and they underwent oral glucose tolerance, mixed meal, or glucose infusion tests. The study 

achieved a mean ARD of 19.9% for the sensor, and 94.6% of the paired measurements were within 

the A and B zones of the Clarke error grid. Although these preliminary results were quite good, the 

device was never commercialised. The sensor has not been described further in peer-reviewed 

literature, and the company website does not seem to be functional (glucon.com). 

 
Fluorescence Sensing 
Many molecules in the body are fluorescent, meaning that they can emit light at specific 

wavelengths after being excited by some incident radiation. Fluorescent molecules (fluorophores) 

can also be fabricated with specific desired properties, such as binding affinities and emission 

wavelengths, so that they are more useful in applications. Fluorescence sensing allows for very 

sensitive measurements, which has made it an interesting technology for clinical applications. 

Studies have shown that glucose emits fluorescent light, and that glucose concentration 

affects fluorescence intensity. However, the direct fluorescent properties of glucose have not been a 

large focus in CGM research due to the low signal produced and issues with interfering signals. 

Instead, many research groups have tried to measure glucose via fluorescent labelling (119, 120). In 

this case, a fluorescence signal is produced from an exogenous fluorophore, i.e. a fluorophore that is 

introduced into the body. These fluorophores are engineered to form a complex with glucose 

molecules and should only fluoresce in the presence of glucose, as illustrated in Fig. 5. The 

fluorescent light intensity will depend on the glucose concentration, as more fluorophores are active 

when there is more glucose nearby. Several fluorescent systems have been investigated for glucose 

sensing, including boronic acid derivatives and concanavalin A (ConA). The chosen system should 

have a high selectivity for glucose over similar molecules, and has to be biocompatible.  
 

 

Figure 5: Sensing through fluorescent labelling. Fluorescence is suppressed when glucose is not 

present. When glucose binds to the fluorophore, fluorescence can occur.  
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Light in the UV or visible light range is typically used in fluorescence spectroscopy; cheap 

LEDs and photodiodes can therefore generally be used for measurements. These components can 

also be made very small, which is beneficial for wearable sensor systems. The light source that is 

used should not excite other endogenous fluorophores. Additionally, it is advantageous to create a 

fluorescent system where the fluorescence does not overlap with the fluorescence of other 

molecules, or with fluorescence absorption bands of other molecules, as this will be an interfering 

factor. 

 

Challenges 

There are several limitations for non-invasive measurements using fluorescence spectroscopy, as 

light scattered from skin would also be dependent on the amount of pigmentation and other 

differences in skin properties.   

For minimally invasive and invasive measurements, fluorescence spectroscopy would still 

need calibration against finger-prick measurements. Drift of the fluorescence signal will occur both 

due to drift of the source, as well as gradual loss of fluorophores due to photobleaching.  

There have been issues with achieving a linear fluorescent signal over the entire 

physiological range of glucose concentrations (119). Many fluorophores also bind other sugars such 

as galactose and fructose. Issues with saturation and the presence of interferents therefore limits the 

number of useful fluorophores. 

 

Research Status 

Several studies were conducted in the early 2000’s into different possible fluorophores for glucose 

measurements, but many of these struggled with challenges such as low solubility and narrow 

measurement ranges. Several groups have tried to develop contact lens glucose sensors using 

fluorescence spectroscopy over the last decades (121–123). As mentioned, the glucose level in tear 

fluid does not seem to correlate well with the BGL, which has been a challenge for this research.  

A subcutaneous glucose sensor based on fluorescence spectroscopy was first suggested in 

1979 by Schultz et al. (124) This sensor concept has been further researched by the same group 

(125, 126), and is now under development by BioTex Inc. under the name Fluorescence Affinity 

Sensor (FAS). This sensor utilises a fluorophore inside a hollow dialysis fibre that is connected to 

an optical fibre, where fluorescence-labelled ConA is used as the fluorophore. Glucose displaces the 

dextran bound to the ConA, which induces a fluorescent signal proportional to the glucose 

concentration. The sensor has been tested in several pilot studies in humans and pigs (127, 128). For 

the human pilot study, a mean ARE between the sensor and the reference measurement of 13% was 
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achieved. The delay between the sensor measurement and the reference BGL was on average 4 

minutes. 

A clinical trial was reported by Müller et al., where they presented a similar fluorescence-

based CGM system called FiberSense (129). Their measurement method was also based on labelled 

ConA. The sensor was implanted in two sites in six subjects for 14 days. The overall mean ARD 

was 8.3% for sensors used on the upper arm, and 11.4% for sensors used on the abdomen. The 

photometer with the source and detector was worn only during measurement sessions, while the 

sensor head was worn continuously for the entire study. The measurement sessions lasted for 

approximately 3 hours, and few data points were collected in the hypoglycaemic range. The sensor 

was calibrated once per day against finger-prick measurements. 

The American company Senseonics has released the Eversense CGM system in Europe after 

receiving the CE mark in 2016.  The Eversense has a mean ARD of 11.1% (130). This system 

consists of an implantable sensor that is placed under the skin, a removable transmitter that is worn 

over the sensor, and a smartphone app that receives the signal from the transmitter (131).  The 

sensor is cylindrical with dimensions 3.3 mm x 15 mm, and can be inserted subcutaneously through 

a small incision. The sensor is approved for 90 days of continuous use before a replacement is 

necessary. 

The sensor itself consists of a small polymer case. A light-emitting diode (LED) in the case 

excites the fluorophore and two photodiodes measure the fluorescent signal. The outside of the case 

is covered in a glucose-indicating hydrogel. Glucose reversibly binds to a boronic-acid derivative, 

which serves as the fluorescent indicator in the hydrogel.  

To date, this is the only commercially available wearable CGM device that is based on an 

optical method. The sensor has a long lifetime relative to other commercially available glucose 

sensors, but must be placed through a small surgical incision in the arm by a physician. This may 

give some discomfort and risk of infection, although questionnaires answered by users indicate that 

the implantation is acceptable (132). Similar to other devices, the Eversense sensor also needs to be 

calibrated with finger-prick measurements twice per day. 

 

Optical Coherence Tomography 
Optical coherence tomography (OCT) is a measurement method that uses an interferometer with 

low coherence light (133). OCT requires one reference and one sample arm for the light, a moving 

window to vary the path length, and a photodetector for the signal. The light scattered back from 

tissue is combined with light from the reference arm, and the interference signal is sent to the 

photodetector. An interferogram is created if light from both arms has travelled the same optical 

distance, i.e. within the coherence length. The refractive index of the ISF will change as the glucose 
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concentration changes, which in turn changes the scattering coefficient. This change in scattering 

coefficient and concomitant variation in the interferogram is used to determine the glucose 

concentration. 

OCT typically employs light in the NIR range, and as in NIR spectroscopy relatively cheap 

and small components are available. This method is used in several applications for 3D imaging 

with micrometre resolution, such as imaging of biological tissues.  

 

Challenges 

OCT is sensitive to motion artefacts, as any changes to the reference or sample arm lengths will 

interfere with the output signal. Non-invasive OCT is also sensitive to changes in the local 

environment of the skin, such as variations in skin temperature, pH, and humidity.  

The measured change in scattering coefficient is relatively small, which is a major challenge 

for OCT in glucose sensing. The scattering coefficient can be affected by variations of other 

physiological compounds, and corrections must be made for individual differences in skin 

properties. 

 

Research Status 

There has been some research on OCT for non-invasive glucose measurements. 

Larin et al. reported several studies that purported to show that OCT could be used to measure 

blood glucose non-invasively (134, 135). In vivo measurements in their OCT system correlated 

quite well with the BGL (R = 0.88), but both motion artefacts and skin temperature could 

significantly affect the OCT signal.  

Several other research groups have been able to attain similar results with OCT and related 

systems, but it has not seemed to move past preliminary in vivo studies (136, 137). The company 

GlucoLight apparently worked on a glucose monitoring device based on OCT, and filed several 

patents in the late 2000’s (138, 139). A small pilot study based on this device was also published in 

2008, where 12 subjects with DM1 and 15 subject with type 2 diabetes participated (140). 

Measurements were conducted for 2 hours in each subject, and the device achieved a mean ARD of 

11.5%. Hypoglycaemic glucose concentrations were not measured, and no further results from this 

system have been reported.  

 

Discussion 
The development of most optical methods for glucose monitoring is still progressing quite slowly, 

with few systems reaching even the prototype stage. These optical methods share many of the same 

challenges, such as a need for miniaturisation and high price of suitable components. There is also 
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the inherent challenge of measurements based on intensity, as such measurements are prone to 

signal drift. Many preliminary studies of new CGM methods also have problems with study size 

and duration. In vivo studies will often have results for measurements in only one or a few subjects, 

and for measurements performed over a few hours. This gives us some information on how a 

system performs under optimal conditions, but tells us very little about the between-subject 

variation and how the system performs for the entire lifetime of the device.  

Additionally, there are separate issues for systems that attempt to measure non-invasively 

and invasively. The main challenges for non-invasive measurements are improving the SNR, 

correlation between measured glucose and the actual BGL, and the possible issues of calibrating the 

device to individual differences in skin properties. As mentioned, many non-invasive methods 

struggle with calibrating across individuals due to e.g. differences in skin water content and 

pigmentation. The model may work well on the person that the calibration is built on, but is often 

not transferable. Individual calibration can be implemented to improve device accuracy, although 

this is time-consuming. The main challenges for invasive measurements include minimising 

biofouling, extending sensor lifetime, correcting for signal drift, and ensuring patient acceptability. 

Optical methods have several general advantages for CGM. Most optical techniques are 

generally not dependent on any reagents, which means that the lifetime can be much longer than for 

electrochemical sensors. This is especially important for minimally invasive and invasive 

measurements. Even systems based on fluorescence spectroscopy, which are dependent on 

fluorophores, seem to have much longer lifetimes than current electrochemical sensors. Optical 

sensing does not consume glucose, and the glucose concentration is therefore unchanged in the area 

surrounding the sensor. Non-invasive optical measurements would also have potential for pain-free 

CGM that affects the body minimally, given that a high measurement accuracy can be achieved. 

Smaller and cheaper components are continually being developed, which is an advantage for 

personalised devices.  

The different optical technologies all have advantages and disadvantages. Interesting in vivo 

results have been shown using photoacoustic spectroscopy, but the sensitivity is too low for 

accurate measurements at physiological concentrations. Raman spectroscopy suffers from a very 

low signal that can be improved using SERS, but the challenge then becomes achieving stable 

surface-enhancement. The SERS substrate may degrade over time in the body, which limits the 

device lifetime and creates a risk for biotoxicity. NIRS has been explored extensively for non-

invasive CGM, but no devices have yet been successfully commercialised. There are relatively few 

studies on MIRS for glucose measurements, as non-invasive measurements are less feasible than for 

NIRS and the price of components is generally high. Studies have shown that both NIRS and MIRS 

can measure glucose accurately in ISF and similar fluids, and these methods have high potential for 

106 Publications



use in minimally invasive or invasive CGM systems. CGM systems that use fluorescent labelling 

have progressed the furthest of all the optical methods. Several devices are in a prototype stage, and 

the Eversense system is currently being commercialised. Glucose can be measured accurately with 

good fluorescence labelling, and the sensors have long lifetimes.  

Of course, it is difficult to predict how the other optical methods will fare in the future, and 

if any of them are more likely to succeed due to technological advantages. There seems to be a 

trend, especially in non-invasive glucose measurements, of increased focus on developing data 

processing methods. This suggests that the instrumentation has reached a state where new advances 

only provide incremental improvements in sensitivity and that smart enough algorithms may 

account for the variable factors. Unless there is a large leap in technology or data processing 

techniques, this may be a fundamental limit for non-invasive CGM with optical methods. Indeed, 

with the implantable system from Eversense and many other groups working on invasive or 

minimally invasive systems, it seems that we might be moving away from the idea of non-invasive 

methods as the optimal solution. Minimally invasive sensors are already accepted by many patients 

in the form electrochemical CGM devices. Utilising sensing systems developed for the peritoneum 

is also a possibility, and may give faster sensor dynamics. This can lead to closed-loop systems that 

more closely mimic the functions of a healthy pancreas.   

 

Conclusions 
Current electrochemical CGM devices are an improvement for diabetes management as compared 

to intermittent finger-prick measurements, but they have short sensor lifetimes and must be 

calibrated against finger-prick measurements daily. Much effort has been spent on research into 

glucose measurement methods that could potentially replace these devices. Optical methods have 

many beneficial properties for CGM, but few devices have been commercialised despite decades of 

research.  

Electrochemical devices are now the gold standard for CGM, and new devices will likely 

have to improve upon some aspects of these sensors in order to be accepted by patients and 

physicians. Several studies have shown progress for sensor systems based on spectroscopy, with 

some of the most promising results for MIR, NIR and Raman spectroscopy. Systems based on 

fluorescent labelling sensors have been the most successful so far, with several prototypes in 

development and one system being commercialised. The Eversense is a promising alternative to 

current electrochemical methods; its main advantage seems to be the comparably long lifetime. As 

long as patients tolerate the sensor insertion and removal, it may be the first optical CGM device to 

enjoy success.  
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Abstract: The development of rapid and accurate biomedical laser spectroscopy systems in
the mid-infrared has been enabled by the commercial availability of external-cavity quantum
cascade lasers (EC-QCLs). EC-QCLs are a preferable alternative to benchtop instruments such
as Fourier transform infrared spectrometers for sensor development as they are small and have
high spectral power density. They also allow for the investigation of multiple analytes due to
their broad tuneability and through the use of multivariate analysis. This article presents an in
vitro investigation with two fiber-coupled measurement setups based on attenuated total reflection
spectroscopy and direct transmission spectroscopy for sensing. A pulsed EC-QCL (1200–900 cm−1)
was used for measurements of glucose and albumin in aqueous solutions, with lactate and urea as
interferents. This analyte composition was chosen as an example of a complex aqueous solution
with relevance for biomedical sensors. Glucose concentrations were determined in both setup types
with root-mean-square error of cross-validation (RMSECV) of less than 20 mg/dL using partial
least-squares (PLS) regression. These results demonstrate accurate analyte measurements, and
are promising for further development of fiber-coupled, miniaturised in vivo sensors based on
mid-infrared spectroscopy.

Keywords: biomedical spectroscopy; quantum cascade lasers; mid-infrared; glucose

1. Introduction

Sensor development in the mid-infrared (MIR) region is interesting for many applications,
with research ranging from sensor chips for gas detection to biomedical applications [1,2]. Biomedical
applications are particularly important due to rising costs associated with healthcare, and a need for
rapid, reagent-free, and non-destructive measurement techniques. Sensing in the MIR wavelength
range, typically defined as 2.5–25 µm (4000–400 cm−1), has advantages over several other optical
measurement methods [3]. For example, MIR spectroscopy measures the absorption of fundamental
molecular vibrations, which gives relatively sharp and strong absorption bands.

MIR spectroscopy has been a standard laboratory technique for decades through the use of
e.g., Fourier-transform interferometer (FTIR) spectrometers, but these benchtop instruments have
several limitations regarding on-demand and portable sensing. FTIR spectrometers are traditionally
bulky instruments with free-space optics and require relatively large sampling volumes. Additionally,
FTIR spectrometers commonly use thermal emitters such as SiC globars, which provide a low overall
spectral power density in the MIR wavelength range. Consequently, these spectrometers have had
limited sensitivity for measurements of biomedical samples, as they usually contain water which
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strongly absorbs in the MIR range. Other alternatives, such as CO2 lasers or lead–salt lasers, can
provide higher spectral power density. However, these lasers have seen limited use for biomedical
applications due to narrow wavelength ranges, and a need for cryogenic operating temperatures in
the case of lead–salt lasers [4,5].

The introduction of broadly tuneable quantum cascade lasers (QCLs) has sparked new research
interest within this field. The main advantage of QCLs is their high spectral emission power, which can
reach a factor of 104 higher than that of the thermal sources used in FTIR spectrometers. Additionally,
QCLs are small, can be made tuneable over several hundred wavenumbers, and can be operated with
thermoelectric cooling [6]. This makes QCLs well-suited for sensor development. Several resonator
designs are routinely used in QCLs [2]. The simplest design is the Fabry-Pérot (FP) resonator, which is
made by cleaving the ends of the gain chip. FP-QCLs have multimode emission, and can be tuned
a few wavenumbers by changing the temperature or current over the chip. Singlemode emission
from a QCL can be achieved by making a Bragg grating on the laser chip, commonly referred to as
distributed feedback (DFB) technology. The tuning range of a DFB-QCL is approximately 5 cm−1,
which makes this resonator design more suitable for gas spectroscopy, although multiple DFB-QCLs
can be combined for a wider spectral range. The use of an external cavity (EC) provides a broader
tuning range up to several hundred cm−1, with emission in either continuous wave or pulsed mode.
EC-QCLs can therefore be used for detection of several analytes through multivariate analysis.

QCLs are particularly advantageous for biomedical applications. For benchtop uses the QCLs
are compact, they have high spectral power density which gives a high signal-to-noise ratio (SNR)
even in aqueous samples, and can reach measurement times down to a few seconds. For personal and
portable uses, QCLs have a large potential for miniaturised sensors, especially with single-wavelength
laser chips. Some miniaturised MIR sensors with thermal sources have been made, many with
MOEMS-based (micro-opto-electromechanical systems) technology [7,8], but these are still most suited
for gas sensing. Today, portable sensors that are used clinically instead typically rely on enzymatic
reactions. As an example, glucose sensors for monitoring diabetes are the most common type of
portable biomedical sensor [9]. Monitoring the glucose level is essential for diabetic patients, and is
done either with fingerprick measurements of blood or with continuous glucose monitoring (CGM)
devices worn on the body [10]. In both cases the measurements are facilitated by an enzymatic
reaction, which for the CGM devices limits the sensor lifetime to less than two weeks due to sensor
and reagent degradation [11,12]. Optical methods such as MIR spectroscopy can circumvent some of
these difficulties as the measurements are reagent-free. However, other complications exist for optical
methods, including differentiation of overlapping spectral bands and obtaining accurate measurements
of low analyte concentrations [13].

QCLs have been employed by several research groups in setups for glucose measurements, aimed
at use in portable sensors or larger sensors for intensive care, mainly using variations of transmission
or attenuated total reflection (ATR) spectroscopy [14–20]. Promising initial results were also shown for
in vivo glucose monitoring in interstitial fluid with a QCL, albeit with short-term measurements using
a single-wavelength laser [21]. Other variants such as measurements of the photoacoustic signal or
backreflected light from skin have also been investigated [22–26], but non-invasive sensing through
skin is challenging in the MIR range due to strong water absorption.

Transmission and ATR measurements are both done through absorption spectroscopy, but ATR
spectrocopy uses the evanescent field decaying out from waveguides or prisms where radiation has
undergone total internal reflection (TIR). Different materials are used to enable evanescent sensing in
ATR spectroscopy. ZnS offers a good compromise as a prism material in biomedical applications as it
is cheap, has a high refractive index (approx. 2.2 at 10 µm), and is non-toxic. The Matsuura group has
several publications on fiber-coupled ATR spectroscopy aimed toward non-invasive measurements
of the inner lip mucosa [16,27,28]. They have used either an FTIR spectrometer as a source, which
has a low power density, or 2–3 single-wavelength QCLs, which suffers from drift between the
lasers. Another recent study showed detection of glucose in saliva in an EC-QCL ATR setup,
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but the water matrix was evaporated from the sample before measurements and the setup was
in free-space [18]. Using a fiber-coupled system would have several advantages, as it simplifies further
sensor development in regard to reducing sensor dimensions and portable sensing. A combination of
ATR spectroscopy and fiber-coupling could be used in a probe design suitable for a portable sensor.
This configuration could potentially be employed for minimally invasive sensing right under the skin.
So far, studies of fiber-coupled ATR setups with EC-QCL sources have not been reported in detail,
and a robust study of the achievable sensitivity in aqueous solutions is required.

In this article, we report on a fiber-coupled EC-QCL setup with sensing based on ATR
spectroscopy with a ZnS prism. The ATR measurements are compared to transmission measurements,
with transmission directly through a gap between two optical fibers. Comparing the ATR setup with a
transmission setup will serve to validate the findings in the ATR setup. The sensing capabilities of
these setups are tested by measuring aqueous solutions with glucose and albumin, as well as lactate
and urea as interfering species. These analytes were chosen as an example system as they are present
in biofluids, and glucose and proteins are especially relevant for biomedical sensors.

2. Materials and Methods

2.1. Experimental Setup

The setup (Figure 1) employed an external-cavity quantum cascade laser (EC-QCL, Hedgehog-UT,
Daylight Solutions, San Diego, CA, USA) with a maximum tuning range between 1200 cm−1

and 900 cm−1 (8.33–11.1 µm). The EC-QCL was operated in pulsed mode with a pulse width
of 500 ns and a repetition rate of 100 kHz, giving a duty cycle of 5%. The maximum average
power for these settings was 22 mW. The laser head was thermoelectrically cooled to 19 ◦C for
all measurements. The laser head emitted radiation in a collimated beam which was 100:1 vertically
polarised according to the specifications. A mercury-cadmium-telluride (MCT) detector (Vigo System,
Ozarow Mazowiecki, Poland) with a 2 × 2 mm detector element was used to detect the mid-infrared
radiation. This detector used a four-stage thermoelectric cooling system in order to operate at −75.2 ◦C,
and had a detectivity of 3 × 109 cm Hz0.5 W−1.

QCL

MCT
detector

Transient
recorder

Fiber Fiber

Aqueous solution

QCL

(a)

(b)

QCL

MCT
detector

Transient
recorder

Fiber Fiber

Aqueous solution

ATR prism

Fiber-coupler

Fiber-coupler

Lens

Figure 1. Overview of the two experimental setups, with sensing through (a) ATR spectroscopy and
(b) transmission spectroscopy. For simplicity, the laser controller, the trigger line going from the laser
controller to the transient recorder, and the control computer are not shown.

The emitted beam was coupled into a silver halide fiber with an optical assembly
(OptoKnowledge Systems, Los Angeles, CA, USA). This optical assembly was designed to minimise
the coupling loss in the wavelength range for the laser, with a loss of <5%. In the ATR setup, these fibers
were used to couple the radiation into and out of a ZnS prism (Sinoptix, Shanghai, China). The ZnS
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prism was a trapezoid with 45 degree facets for in- and out-coupling of radiation. The top facet of
the prism was 24 × 6 mm2, and the prism height was 2.4 mm. The silver halide fiber (Art photonics,
Berlin, Germany) used for in-coupling had a core size of 400 µm, while the out-coupling fiber had a
core size of 600 µm, both with optical losses of 0.2–0.3 dB/m. Radiation exiting from the ZnS prism
was focussed onto the out-coupling fiber using a ZnSe lens (Thorlabs, Newton, NJ, USA). In the
transmission measurements, the fibers were aligned and a 165 µm gap between the fibers was used for
sensing. The transmission pathlength was chosen based on a trade-off between analyte absorbance
signal and the noise level, and was similar to the optimal pathlength found in other work [15].

Data acquisition was done with an analogue-to-digital converter card (M2p.5946-X4, 80 MS/s,
16 bit, Spectrum Instrumentation, Großhansdorf, Germany). The digitiser was controlled with a
modified driver written in C++, and operated via a GUI front-end written in Python. A trigger
signal between the laser controller and the digitiser card was used to start the data acquisition for
each measurement. Spectra were acquired by operating the laser in scan-mode, where the laser was
continuously tuned over a chosen wavelength range.

2.2. Data Processing

For each spectrum, a background measurement (I0) and a sample measurement (I) were recorded
for the 1200–925 cm−1 tuning range. Demineralised water was used for the background measurements.
Each background and sample measurement consisted of ten scans over the tuning range. Spectra
were made by averaging over 255 laser pulses from the raw data, and then averaging over the
10 acquired scans from each measurement, for the purpose of noise reduction. Each scan took 1 s to
acquire with a tuning speed of 275 cm−1/s, and consisted of approximately 100,000 pulses. Each
spectrum was reduced to 390 data points after the spectral binning. From this, the absorbance spectra
of the samples were calculated as A = −log(I/I0).

An alignment procedure was also performed on the spectra in order to correct for offset between
scans and measurements. The scans were aligned to the first scan of each measurement by a
chi-squared minimisation algorithm. Subsequently, each sample measurement was aligned to a
background measurement.

Data analysis for prediction of analyte concentrations was done using a program developed
in-house (Python). Partial least-squares (PLS) regression was used for prediction of glucose
concentrations [29]. The data sets were standardised prior to PLSR by subtracting the mean and
scaling to unit variance. Smoothing with a Savitzky–Golay filter was also applied as a pre-processing
method [30]. The root-mean-square error of cross-validation (RMSECV) and the coefficient of
determination (R2) were used to evaluate the prediction accuracy of the regression. RMSECV was
calculated from either a leave-one-out cross-validation (LOOCV), leave-5-out cross-validation (L5OCV),
or leave-one-dataset-out cross-validation (LDOCV).

We would like to note that RMSE-values are scale-dependent, which means that the RMSE will
vary if different concentration ranges are used. As a result, RMSE-values are difficult to compare
between studies if different concentration ranges are used. R2 has therefore been included as an
alternative evaluation metric.

2.3. Sample Overview

Aqueous solutions were made by dissolving the analytes in a phosphate-buffered saline (PBS)
solution. PBS is a buffer solution that has ion concentrations matching the human body and helps
maintain pH, and can be made by dissolving PBS tablets (VWR) in water. Glucose (D-(+)-glucose,
Sigma Aldrich), albumin (bovine serum albumin, VWR), lactate (sodium L-lactate, Sigma Aldrich),
and urea (Sigma Aldrich) were added to solutions in varying concentrations. 25 unique solutions were
made, with concentration ranges as shown in Table 1.
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Table 1. Concentration ranges of analytes used in the setups to test the measurement sensitivity for
analytes with overlapping absorption bands.

Analytes Concentration Range [mg/dL]

Glucose 0–800
Albumin 0–6000

Urea 0–200
Lactate 0–90

Analyte concentrations were designated to cover the entire design space, and were determined by
a quadratic Scheffe model with A-optimality design. Optimal design allows for using fewer samples
in the analysis while still maintaining robust concentration predictions [31]. Ten additional samples
with glucose in demineralised water were also made for initial system characterisation, with glucose
concentrations in the range 0–810 mg/dL.

ATR measurements were performed by placing the sample on the ZnS crystal, and the crystal
was wiped clean with ethanol between each measurement. Transmission measurements were done
by putting the sample in a gap between two fibers, and the gap was emptied and rinsed with
ethanol between each measurement. For the two setup configurations, all samples were measured in
four different series, with two series each on two different days.

3. Results and Analysis

3.1. Optical Propagation in ZnS Prism

Propagation of light in the ZnS ATR prism was simulated in Zemax OpticStudio using ray tracing,
see Figure 2. The radiation source was modelled as a beam with an initial diameter of 400 µm, as this
was the core size of the fiber. The divergence angle of this beam was set according to the numerical
aperture (NA = 0.30) of the silver halide fiber. This created nine reflections in total as the beam
propagated through the crystal, with five reflections on the top facet. The propagation length inside
the prism is calculated to approximately 30.5 mm.

(a)

(b)

Figure 2. (a) Geometry of ZnS prism, and (b) ray-tracing simulation (Zemax OpticStudio) of trajectories
of IR radiation in the prism.

The beam diverges rapidly inside the prism due to the large initial size and the divergence angle
from the optical fiber. Due to this divergence, the more radial parts of the beam will have a somewhat
longer pathlength than the center, and will therefore reach the detector at a different time. For most of
the radial parts of the beam, the largest pathlength difference is calculated to 0.25 mm.
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The penetration depth for the evanescent field extending from the prism is between approximately
4 µm and 5.4 µm depending on the wavelength [32]. With 5 reflections this gives in a total interaction
length of 20–27 µm.

3.2. Laser Intensity Variation

The pulsed operation of the QCL means that there is inherently some intensity variation between
laser pulses. It is therefore common to average, or bin, over several laser pulses in order to reduce
this variation.

In order to characterise pulse-to-pulse variation 100,000 laser pulses at 1190 cm−1 (8.4 µm)
were recorded. Additionally, to investigate scan-to-scan variation 50 separate scans in the range
1200–925 cm−1 were recorded. Example results of averaging over pulses and scans are shown in
Figure 3. These measurements were recorded in the fiber-coupled transmission setup, after transmitting
the beam through a 165 µm layer of water.

(a) (b)

Figure 3. (a) Characterisation of the pulse-to-pulse intensity variation from the laser with averaging
over pulses at a single wavelength, where the inset shows how the relative standard deviation decreases
with pulse averaging. (b) Characterisation of scan-to-scan variation with averaging over multiple scans,
where the inset shows the average relative standard deviation using the 1200–1000 cm−1 range.

Pulse averaging was tested from one to 2560 pulses, while scan averaging was tested from
one to 20 scans. The relative standard deviation (RSD) decreases when averaging over more pulses,
and when averaging over several scans. Averaging over scans in the transmission setup also reveals
that the standard deviation becomes much larger for wavenumbers below approximately 970 cm−1

(longer than 10.3 µm), see Figure 3b. The increase in noise can be attributed to the stronger water
absorption in this wavelength area. The result is not unexpected, and the water absorption should
be taken into account when choosing pathlength. In our case, we maintained the long pathlength in
the transmission setup in order to increase sensitivity, as none of the analytes were expected to have
crucial information below 970 cm−1. This effect on the RSD is much smaller in the ATR setup, as the
interaction length is much shorter.

Averaging over pulses is a trade-off between the reduction in noise, and measurement time or
wavelength resolution. In this system, averaging over 10 scans and 255 pulses in each measurement
gave an RSD of approx. 0.07%, which is equivalent to 0.0003 absorbance units. For the transmission
measurements, this RSD was calculated for 1200–1000 cm−1, where the laser noise was dominant.
Each scan takes 1 s to perform and contains 100,000 pulses, which gives a total measurement time of
10 s and a nominal resolution of 0.7 cm−1.
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3.3. Glucose Spectra

Ten glucose solutions were measured in the ATR and transmission configurations in order to
characterise the setups. Typical spectra from these measurements are shown in Figure 4, after being
subjected to a Savitzky–Golay filter (width 9). These measurements were also repeated within the
same day and on separate days, for a total of four measurement series in each setup.

(b)(a)

Figure 4. Absorbance spectra of different glucose concentrations for (a) measurements acquired in the
ATR setup and (b) measurements acquired in the transmission setup.

As the setups are based on absorption spectroscopy, there are no major structural differences
between the spectra, and the same glucose absorption peaks are present. There are some distortions
in the ATR spectra, such as the lower dip around 1090 cm−1. Band distortions are known to occur
in ATR spectroscopy, and are typically explained by anomalous dispersion (AD) in the refractive
index of the measured sample [33]. Distortions caused by AD usually involve both intensity
variations and frequency shifts, while the spectra in Figure 4a mainly display intensity variations.
In addition, the spectral distortions are almost independent of glucose concentration, contrary to the
concentration-dependent distortion expected from AD effects. This is in agreement with previous
results, as e.g., Rowe et al. [34] found a change in refractive index of <0.01 in whole blood as compared
to water. Band distortions are also found in other spectroscopy techniques that involve reflections,
e.g., transflection spectroscopy [35]. It has been suggested that band variations in transflection
measurements can be caused by reflections and interferences at interfaces [36], and a similar effect
could also apply to ATR configurations. We therefore find it likely that the distortions occur due to
reflections in optical components in the setup. The distortions in the ATR spectra did not affect the
linearity of the glucose absorbance. However, the absorbance intensity in the ATR measurements
is approximately 7 times lower than for the transmission measurements, which results in a lower
overall SNR.

The main cause of the lower absorbance in the ATR measurements is the relatively shorter
interaction length between the radiation and the sample in the ATR setup versus the transmission
setup. The estimated interaction length of 20–27 µm in the prism agrees well with the seven-factor
difference in absorbance. This also indicates that other causes for signal loss are relatively unimportant
in our configuration, for example through material scattering in the prism and losses at the out-coupling
facet of the prism.

Glucose concentrations can easily be predicted in these simple aqueous solutions. The prediction
errors are summarised in Table 2. Using PLS regression and LOOCV, the RMSECV for glucose was
found to be 8.5 mg/dL for the transmission measurements, and 10.2 mg/dL for the ATR measurements.
These RMSECV values were found using 3 latent variables (LVs). For LDOCV, where datasets from
four different measurements series were used in the cross-validation, the RMSECV values were slightly
higher at 12.8 mg/dL for the ATR setup and 9.7 mg/dL for the transmission setup.
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Table 2. Prediction errors for glucose in aqueous solutions obtained with PLS regression.

ATR Measurements

Cross-Validation RMSECV [mg/dL] R2 LVs

LOOCV 10.2 0.998 3
LDOCV 12.8 0.997 4

Transmission Measurements

Cross-Validation RMSECV [mg/dL] R2 LVs

LOOCV 7.5 0.999 3
LDOCV 9.7 0.998 4

3.4. Sample Analysis

In more realistic sensing scenarios, it is important that the sensor is selective. It is also
advantageous if the sensor can be used for more than one analyte, e.g., for management and tracking
progression of several disease markers simultaneously. Therefore, more complex solutions with
glucose, albumin, lactate, and urea were measured in the ATR and transmission setups. A total
of 25 samples were used for training a regression model and cross-validation. The samples were
measured in four series on two different days. As with the pure glucose spectra, the analysis was done
on spectra with averaging over 255 pulses and ten spectra. Binning up to 510 pulses was also tested,
but this did not yield significantly different RMSE-values in the regression analysis.

Figure 5 shows pure analyte spectra of the four species used in the samples, acquired in the
transmission setup. Lactate has two absorption bands at 1040 cm−1 and 1124 cm−1 that overlap with
glucose. Urea has only one small absorption band at approx. 1160 cm−1, but even this can interfere
with glucose prediction depending on the latent variables found in the PLS model training. Albumin
also has several absorption bands in the EC-QCL emission range. The concentration of albumin and
other proteins is usually determined using the spectral region around 1600 cm−1, but it has been
shown that the 1200–1000 cm−1 range is sufficient to determine total protein and albumin content in
human blood plasma [37,38].

Figure 5. Absorbance spectra of pure analytes in demineralised water acquired in the
transmission setup.

The normal physiological glucose concentration range for a healthy person is between 70 and
110 mg/dL. A blood glucose level (BGL) lower than 70 mg/dL is called hypoglycaemic, while a
BGL above 180 mg/dL is called hyperglycaemic [39,40]. For people with diabetes the BGL can go
up towards 400 mg/dL before hyperglycaemia symptoms become severe if the BGL goes unchecked.
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However, a broader glucose concentration range (0–800 mg/dL) has been used in these aqueous
solutions in order to test the robustness of the measurement setups and the regression analysis.
Similarly, concentration ranges of albumin, lactate, and urea (see Table 1) encompass human serum
concentrations, but the highest concentrations used here are unlikely in physiological situations [38,41].

The prediction accuracies obtained for glucose and albumin are summarised in Table 3. In the
ATR setup, an RMSECV of 16.3 mg/dL was achieved for glucose with L5OCV, while the RMSECV
was 15.4 mg/dL in the transmission setup. The best prediction results were obtained using four or five
latent variables. For cross-validation where one dataset was left out, the RMSECV for glucose was
found to be 15.5 mg/dL for transmission measurements and 18.4 mg/dL for ATR measurements. This
demonstrates that the setups were stable over time, as the prediction errors did not change significantly
when datasets acquired at different times and on different days were used for cross-validation.
The same trends were found for the analysis of albumin concentrations. For transmission spectroscopy,
comparable prediction errors for glucose have been found in a previous study with a fiber-based
EC-QCL setup [17], but this study used narrower concentration ranges, which can affect RMSE-values,
and employed a reference arm for stability.

Table 3. Concentration predictions for glucose and albumin in aqueous solutions measured in the ATR
and transmission setups, using PLS regression.

ATR Measurements

Cross-Validation Glucose Albumin

RMSECV [mg/dL] R2 LVs RMSECV [mg/dL] R2 LVs

L5OCV 16.3 0.996 5 174.5 0.988 6
LDOCV 18.4 0.994 5 178.1 0.988 5

Transmission Measurements

Cross-Validation Glucose Albumin

RMSECV [mg/dL] R2 LVs RMSECV [mg/dL] R2 LVs

L5OCV 15.4 0.996 4 157.9 0.991 4
LDOCV 15.5 0.996 5 162.4 0.990 4

Figure 6 shows the predicted glucose concentrations for L5OCV plotted against the reference
concentrations for the measurements in the ATR and transmission setups. Glucose prediction is
linear over the entire range, also at low physiological concentrations (<100 mg/dL). This, together
with the RMSECV levels, indicates that our findings are significant for physiologically relevant
glucose concentrations.

It was also found that the measurements in the transmission setup could be used to predict the
concentrations of urea and lactate in the complex solutions. The RMSECV values for L5OCV were
found to be 8.1 mg/dL for lactate and 9.9 mg/dL for urea. Accurate predictions could not be made for
these analytes in the ATR setup (R2 < 0.5). This is likely due to a combination of a lower SNR in the
ATR measurements and the overlap between lactate and urea absorption bands with the other analytes.
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(a) (b)

Figure 6. Glucose concentration levels in 25 aqueous samples plotted against reference concentrations
with (a) the ATR setup for measurements and (b) the transmission setup for measurements.
PLS regression with 5 or 4 latent variables and leave-5-out cross-validation was used for prediction.

4. Discussion

An important feature of this system is the use of fiber-coupling, as fiber-coupling is very
advantageous for further development of a practical glucose measurement system. Fiber-coupling
enables simpler light guiding as compared to free-space, and light reflections from e.g., liquid cells
are avoided. A fiber-based setup can also more easily be incorporated in miniaturised and portable
sensors. Mid-infrared fibers have acceptable optical loss (approx. 0.3 dB/m) for these applications,
although they are still quite expensive. The large-core fibers used in mid-infrared sensing are stiff and
can be challenging to manipulate and align. Fiber-coupling also has the potential for more sources of
loss, e.g., at the fiber-coupler. However, in our system the optical loss was <5% in the coupler and
approximately 0.3 dB/m in the fibers, which was not significant for the results.

As expected when comparing measurements in ATR and transmission setups, the absorbance
intensity was significantly lower in the ATR measurements due to the shorter interaction length.
However, the RMSECV values for glucose and albumin measured in the ATR setup were still
comparable to those from the transmission setup. This indicates that ATR measurements are sensitive
enough for biomedical measurements despite the shorter interaction length. The geometry of an ATR
fiber probe may also have several practical advantages over a transmission configuration. For example,
a small transmission gap is prone to clogging and ensuring alignment of the fiber ends can be
mechanically challenging. An ATR fiber probe is potentially more mechanically stable, since the
measurand is on the surface of the prism rather than being in a gap between fibers. In addition,
the input fiber can more easily also serve as an output fiber using an ATR probe.

The ZnS prism used for the ATR measurements was a suitable sensing interface, as the crystal
surface was stable and easy to clean. ZnS is also well-suited in any potential in vivo applications, as it
is non-toxic to humans. The main challenge with ATR spectroscopy and concentration predictions
seemed to be the lower SNR as compared to the transmission measurements, which gave somewhat
higher prediction errors. The primary cause behind this was the reduced interaction length. This effect
may be ameliorated by further optimising the prism dimensions. For example, a prism with half
the height (1.2 mm) would have twice as many internal reflections with approximately the same
optical pathlength through the prism. Thus the interaction length with the sample could be increased,
without increasing pathlength and material absorption.

The dimensions of the sensor should be reduced for portable sensing applications, and this can be
achieved in several ways. One alternative is to create a fiber-coupled probe design with an ATR prism
or looped bare optical fibers at the end of a fiber [5,42]. A fiber probe with an ATR prism necessitates a
smaller crystal, down to single-reflection, with concomitant signal reduction. This signal reduction can
be counteracted with the use of e.g., surface-enhanced infrared absorption spectroscopy (SEIRAS) [43].
SEIRAS can be achieved by coating the ATR prism with metal nanoparticles, but these substrates
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often have difficulties with stability and reproducibility. Another option is to fabricate micrometer
structures onto the sampling facet of the ATR crystal. Such structures on ATR crystals have been
shown to enhance the absorption signal up to a factor of 10–100 [44]. On the other hand, evanescent
sensing with looped fibers can be used to maintain a long interaction length, while avoiding the need
for surface engineering. However, looped optical fibers are fragile and would likely need to be encased
in a flow-through chamber for stability.

For a portable sensor another avenue of size reduction is to use a smaller QCL source. As EC-QCLs
are a recent commercial product, they will likely become somewhat smaller in the future. However,
for personal and wearable sensors such as glucose sensors the dimensions must be reduced even
further. One option is to use a few single-wavelength laser chips in order to target the most informative
wavenumbers. It has been suggested several times that only a few wavenumbers are needed for an
adequately accurate prediction of glucose concentrations, also for non-invasive measurements [27,41].
Robust measurements using a few wavenumbers must be tested thoroughly in realistic conditions in
order to confirm this.

This study has demonstrated the use of an EC-QCL on samples with glucose and albumin as
an example. However, we would like to emphasise that measurements with QCLs in applications
for biomedicine and biotechnology have many additional potential uses where MIR spectroscopy
with high sensitivity could replace other benchtop and portable measurement methods. In research,
QCLs have so far also been used for breath analysis in order to detect disease markers, and in
histopathology to e.g., detect cancer [2,45,46]. EC-QCLs also have many potential uses where they can
outperform methods that today require labelling or reagents, such as protein analysis, cell studies and
pharmaceutical and food analysis [47].

5. Conclusions

A fiber-coupled EC-QCL was used for multianalyte sensing in both ATR and transmission
measurement configurations. Glucose and albumin concentrations were determined in solutions that
also contained urea and lactate, with promising results. The RMSECV values for glucose were well
under 20 mg/dL, even though a broad concentration range was used. The low cross-validation errors
were also very promising considering the addition of other analytes with overlapping absorption bands.
The simultaneous determination of several biomarkers is relevant for further sensor development,
and the use of optimal design for analyte concentrations allowed for investigating the entire design
space for four analytes with relatively few samples, while still obtaining robust analyte predictions.
This is advantageous for testing and characterisation of sensor setups, as fewer total measurements are
needed while precision is still maintained.

The intensity variation in the laser pulses was evaluated, and was decreased to an acceptable level
with averaging while the measurement time did not exceed 10 s. Both setups were mechanically stable
over time, and it was shown that measurements from different days could be used for concentration
predictions. This concept study should be further assessed by measuring and analysing larger datasets,
including samples of bodily fluids. As the ATR setup is fiber-coupled, it lends itself well to further
developments towards a miniaturised and portable sensor.

Future developments include improving the SNR in the ATR measurements through optimisations
of the prism dimensions. We will also investigate the feasibility of using a thin silicon crystal with
micrometer surface structures for signal enhancement as an ATR element. This could be a viable
alternative for minimally invasive or non-invasive fiber-probe sensors for on-demand sensing.
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ABSTRACT

A fiber-coupled transmission spectroscopy setup using a pulsed external-cavity quantum cascade laser (EC-QCL,
1200-900 cm−1) has been developed and demonstrated for measurements of aqueous solutions. The system has
been characterised with regard to the laser noise and optimal optical pathlength. Solutions with glucose were used
to further test the setup, and glucose concentrations down to physiologically relevant levels (0-600 mg/dL) were
investigated. Albumin, lactate, urea, and fructose in various concentrations were added as interfering substances
as their absorption bands overlap with those of glucose, and because they may be of interest in a clinical setting.
Analyte concentrations were predicted using partial least-squares (PLS) regression, and the root-mean-square
error of cross-validation for glucose was 10.7 mg/dL. The advantages of using a convolutional neural network
(CNN) for regression analysis in comparison to the PLS regression were also shown. The application of a CNN
gave an improved prediction error (8.3 mg/dL), and was used to identify important spectral regions. These
results are comparable to state-of-the-art enzymatic glucose sensors, and are encouraging for further research on
optics-based glucose sensors.

Keywords: Quantum cascade laser, mid-infrared spectroscopy, biomedical sensing, laser spectroscopy, glucose

1. INTRODUCTION

The research effort on biomedical sensors is growing and rapidly developing, with blood glucose monitoring
dominating the market for biomedical sensors.1 Glucose sensors are vital for diabetic patients, as these patients
have to monitor their blood glucose level in order to prevent long- and short-term complications. Most commercial
glucose sensors today base their measurements on enzymatic reactions, and can be used either for finger-prick
tests, or for minimally invasive continuous glucose monitoring (CGM). These sensors suffer a loss of accuracy
and reliability over time due to sensor and enzyme degradation, and must typically be changed every 1-2 weeks.
Optical spectroscopy may be a better alternative for CGM, as it is reagent-free and non-destructive.

Several research groups have worked with systems for biomedical laser spectroscopy in the mid-infrared fol-
lowing the commerical availability of EC-QCLs. These systems have mainly used either free-space configurations
with liquid samples in transmission cells,2,3 or fiber-coupled setups with either transmission, reflectance, or
attenuated total reflection (ATR) sensing modalities.4–7 Fiber-coupled setups are more practical for portable
sensor development, while free-space setups can potentially be used for larger systems in e.g. intensive care.
However, there have been few detailed studies using EC-QCLs as sources in fiber-coupled configurations.

In this study we present a fiber-coupled spectroscopy setup aimed at continuous glucose monitoring, with
a broadly tuneable EC-QCL as a source. The system noise as a function of pathlength is characterised. The
performance of the system is tested using aqueous solutions with glucose and several analytes with overlapping
absorption bands. We also show an application of a convolutional neural network as a method for regression
analysis, and compare its performance to standard partial least-squares regression.
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2. METHODS

2.1 Experimental setup

The experimental setup (see Fig. 1) in this study consisted of a mid-infrared laser with a controller, a photodetec-
tor, an analog-to-digital converter card (ADC), a control computer, and a transmission sensing interface between
two optical fibers. A pulsed external-cavity quantum cascade laser (EC-QCL, Hedgehog-UT, Daylight Solutions
Inc., USA) was used as the light source. The laser was tuneable in the range 1200-900 cm−1 (8.33-11.1 µm),
and was operated with a pulse length of 500 ns and a repetition rate of 100 kHz, for a 5% duty cycle. This
wavelength range covers the main vibrational bands of glucose in the mid-infrared fingerprint region. An MCT
detector (PCI-4TE, Vigo System S.A., Poland) with a 2x2 mm detector element was used to detect the infrared
signal. This detector had a 4-stage thermoelectric cooling system, and operated at -75.2◦C with a detectivity of
3×109 cmHz1/2W−1 at 10.6 µm. The laser beam was focussed into a fiber with an optical assembly mounted on
the laser (OKSI Fibers Inc., USA). Silver halide fibers (Art photonics GmbH, Germany) were used to guide the
light and sensing was done in a 200 µm gap between two fibers. The in-coupling fiber had a core diameter of
400 µm, while the out-coupling fiber had a core diameter of 600 µm.

Figure 1: Sketch of the transmission setup. The arrows indicate the direction of data or information transfer.

2.2 Data recording

The analog signal from the MCT detector was recorded and digitised by an M2p.5946-x4 analog-to-digital
converter card (Spectrum-Instrumentation GmbH, Germany). This board could digitise the signal at 80 MS/s
with 16 bit resolution. The laser controller had a DB-15 connector with 15 pins for I/O signals. One of these
pins generated a rising edge TTL at the start of each laser scan. This signal was used to trigger data acquisition.
A scan speed of 275 cm−1/s was used, and data recording was active for 1 second after the trigger. Spectra were
recorded in the wavenumber range 1200-925 cm−1.

Spectra were produced from the detected signal by integrating each laser pulse, and then creating data points
by averaging n pulses, with n = 255 for these measurements. Additionally, for each measurement 10 laser scans
were averaged to produce a raw spectrum, for a total measurement time of 10 s. This averaging was found to
yield low measurement noise in a previous study.7 Final measurement spectra were then made by subtracting a
background spectrum of demineralised water.

2.3 Sample preparation

25 samples were prepared containing glucose, albumin, lactate, urea, and fructose, see Table 1 for an overview of
analyte concentrations. Analyte concentrations in the samples were randomised according to an optimal design
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model, in order to maintain experimental robustness with relatively few samples. A quadratic Scheffe model
with A-optimality design was used for this sample set.

Analytes were dissolved in a phosphate-buffered saline (PBS) solution, which was made from PBS tablets
and demineralised water. PBS is a solution with ion concentrations similar to the concentrations in the human
body, and works as a buffer to maintain a constant pH. A separate set of seven samples with only glucose in
demineralised water was prepared, with a concentration range of 0-500 mg/dL.

Table 1: Concentration ranges for analytes in the complex aqueous solutions.

Analyte Concentration range

Glucose 0-600 mg/dL

Albumin 0-40 g/L

Lactate 0-250 mg/dL

Urea 0-250 mg/dL

Fructose 0-250 mg/dL

The additional analytes in the complex solutions were included based on their physiological relevance, as they
are present in blood plasma and interstitial fluid in humans. The concentrations of lactate, urea, and fructose
are exaggerated compared to physiological concentrations in order to increase the interference with the glucose
levels.

2.4 Data analysis

All data analysis in this study was done with the freely available software SpecAnalysis, which is available
on Github (https://github.com/jernelv/SpecAnalysis). This software is written in the Python programming
language, and provides a system for pre-processing, feature selection, and multivariate analysis of spectral data.

2.4.1 Standard regression analysis

The absorbance spectra acquired from the different solutions were first analysed with partial least-squares (PLS)
regression. All samples were measured five times over a period of two weeks, giving five separate datasets.
Analyte prediction was evaluated with root-mean-square error of cross-validation (RMSECV), and additionally
with the coefficient of determination (R2), as RMSE-values are scale-dependent. Cross-validation (CV) was done
with either leave-one-out (LOOCV) within datasets, or leave-one-dataset-out (LDOCV) between datasets.

The samples containing only glucose were analysed with PLS regression using 1 latent variable. PLS regression
with 6 latent variables was used for the complex solutions. The data was mean centered and scaled prior to the
regression analysis, and no other pre-processing was used.

2.4.2 Convolutional neural network

For further investigation of the acquired spectra we used a convolutional neural network (CNN) for concentration
prediction. CNNs are a type of data mining model commonly used for e.g. image analysis, and have recently been
applied to one-dimensional vibrational spectra.8 CNNs are a variant of artificial neural networks (ANNs), which
have previously been used for e.g. concentration prediction of glucose data from FTIR spectroscopy.9 These
ANNs used fully connected layers instead of convolutional layers, and had issues with overfitting on spectral
data.

Neural networks are based on connected artificial neurons, where each neuron has an activation function that
transforms an input into an output. These neurons are arranged in layers (see Fig. 2), which can be divided into
input, output, and hidden layers. In standard ANNs the output of a neuron is used as input in every neuron in
the next layer, giving fully connected layers. In a CNN the input is convolved using one or more kernel functions,
which effectively reduces the number of times the output is used as an input in the next layer. This gives fewer
connections and hidden variables in total, and CNNs are therefore computationally faster and are less prone to
overfitting than equivalent fully-connected models. Neurons are connected together with weighted connections,
which are set to a random initial value. The weights are then adjusted during the training phase.
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For this study, we used a CNN with 2 hidden layers, and other CNN parameters were varied in order to find
the optimal model. We searched through different ranges of layer size (5-35), kernel size (5-35), dropout rate
(0-0.2) and stride (1-5). The stride is the step size of the kernel, while the dropout rate indicates the amount of
randomly dropped neurons in the model, which is a method used to prevent overfitting.

Figure 2: Example of a CNN with two convolutional (hidden) layers, where kernel and layer sizes are indicated.
Each circle represents a neuron. A few neurons and connections have been highlighted in order to show the flow
of input and output to and from neurons.

Neural networks are often seen as ”black boxes” where the relation between the input data and the output
regression is treated as an unknown. However, it is possible to look into this black box by operating directly on
the output from neurons. The output of a neuron in a CNN is a product of a kernel used on a specific region
of the spectrum. A feature selection method applied on these outputs can therefore be used to find regions of
interest. In order to do this, we implemented a method for stability feature selection (SFS).10 SFS is done by
randomly selecting subsets of the data, and then retraining the last layer of the CNN. Features can then be
scored according to the change in weights.

3. RESULTS AND DISCUSSION

3.1 Pathlength

Pathlength is an important parameter for transmission spectroscopy, as a trade-off between signal strength and
noise level. For mid-infrared spectroscopy of aqueous media, such as in biomedical spectroscopy, pathlength
is particularly significant because of the strong water absorption. Transmission FTIR spectroscopy has been
limited to a few tens of micrometers, as FTIR sources have low spectral power density. A longer optimal
pathlength can be expected for QCL systems, as they have several orders of magnitude higher spectral power
density. Brandstetter et al.2 demonstrated that a pathlength of approximately 140 µm was optimal for their
QCL transmission setup, which was longer than the theoretical optimum.

System noise as a function of pathlength was investigated by recording transmission spectra through dem-
ineralised water with pathlengths in the range 130-260 µm. Full spectra were acquired at each position, as well
as 100 000 pulses at 1190.5 cm−1 (8.4 µm). The relative standard deviation (RSD) when averaging over 255
pulses from the single-wavelength measurements is shown in Fig. 3a. The RSD is relatively constant at approxi-
mately 0.07% at shorter pathlengths, and then rapidly increases for pathlengths >210 µm. Figure 3b shows the
measured intensities of single laser scans at different pathlengths. The shape of these spectra is a convolution of
the laser emission profile and the water absorption.
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Figure 3: a) Relative standard deviation of laser pulse intensity at 8.4 µm for different transmission pathlengths.
b) Signal intensity of single laser scans for different pathlengths. In both cases measurements were done with
demineralised water between the fibers.

These results indicate that the laser noise dominates up to a pathlength of 210 µm. At longer pathlengths,
the signal strength through the water decreases, until a point where detector noise becomes a significant part of
the system noise. On the other hand, the absorbance signal from analytes increases linearly with an increase in
pathlength. One should therefore use long pathlengths, as long as the system noise is not increased.

This was further validated by calculating the signal-to-noise ratio (SNR) as a function of pathlength based
on full measurements. Standard samples of 100 mg/dL glucose in demineralised water were used for these
measurements. We then used the same procedure as Brandstetter et al2 to estimate SNR. The absorbance signal
from the glucose peak at approximately 1080 cm−1 was used as the signal, while the RMS noise in the range
1040-1120 cm−1 was used as noise. The resulting plot of SNR as a function of pathlength is shown in Fig. 4c,
and a pathlength of 200 µm was used for all further measurements.

Figure 4: a) Absorbance signal as a function of pathlength, b) RMS noise as a function of pathlength, and
c) SNR at 1080 cm−1 for a standard 100 mg/dL glucose solution in demineralised water.

With the sensing configuration in this setup, it was anticipated that some light could be lost in the gap
between the two fibers, as light diverges when exiting a fiber. A fiber with a larger core was therefore used for
the output in order to mitigate this effect. Based on the NA of the fiber (0.3), it was then expected that the
output fiber would capture the entire beam. This was also indicated in the absorbance measurements, as the
measured signal followed a linear trend as a function of pathlength (see Fig. 4a).
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3.2 Glucose spectra

A preliminary characterisation of glucose absorbance spectra was done by measuring different glucose concentra-
tions in water. Absorbance spectra are shown in Fig.5a, with the reference spectrum subtracted. Wavenumbers
in the range 969-925 cm−1 were not included in the plot, as no absorption features were present.

Figure 5: a) Absorbance spectra of aqueous glucose solutions with different glucose concentrations, and
b) prediction of glucose concentrations in pure glucose solutions.

A prediction plot with leave-one-out cross-validation (LOOCV) of the pure glucose solutions is shown in
Fig. 5b. This analysis was done using PLS regression with one latent variable, and gave an RMSECV of
3.3 mg/dL. For leave-one-dataset-out cross-validation the total RMSECV increased slightly to 4.3 mg/dL, with
a coefficient of determination of R2=0.9994.

3.3 Concentration measurements

For clinical applications, it is necessary to investigate if glucose concentrations can be predicted in the presence
of other analytes with interfering absorption bands. Albumin, lactate, urea, and fructose were therefore added
to a set of glucose solutions. These analytes were dissolved together with glucose in PBS solutions, to a total of
25 samples. Spectra of the individual analytes are shown in Fig. 6a. All the additional analytes have absorption
bands that overlap with those from glucose. PBS also has two absorption bands in this wavelength range, and
is scaled down to 1/3 for improved readability. As PBS has the same concentration in all samples it acts as a
constant interference in the spectra.

Figure 6b shows a prediction plot for glucose in the complex solutions, with one case of leave-one-dataset-out
cross-validation (LDOCV). The total RMSECV for LDOCV was 10.7 mg/dL. The RMSECV for leave-one-out
cross-validation (LOOCV) within datasets was 9.4 mg/dL. The other analytes followed the same trend, with
somewhat lower prediction errors for LOOCV than for LDOCV. This is as expected, since LOOCV does not
capture e.g. between-day variations in the data. The prediction errors for all analytes are summarised in Table 2,
and for conciseness only LDOCV is reported.

Table 2: Prediction errors with PLS regression for leave-one-dataset-out cross-validation (LDOCV) of all analytes
used in the complex samples.

Analyte RMSECV R2

Glucose 10.7 mg/dL 0.9972

Albumin 1.03 g/L 0.9922

Lactate 7.8 mg/dL 0.9917

Urea 11 mg/dL 0.9874

Fructose 8.7 mg/dL 0.9916
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Figure 6: a) Absorbance spectra of different analytes and PBS dissolved in demineralised water with the back-
ground spectrum subtracted, and b) prediction of glucose concentrations in the complex solutions with PLSR
and leave-one-dataset-out cross-validation, showing one case of the cross-validation.

This performance is comparable to the standard enzymatic glucose sensors used by diabetic patients, and has
been found for solutions with analytes that are physiologically relevant for humans. The concentrations used here
for lactate, urea, and fructose are higher than what is normally found in e.g. blood plasma or interstitial fluid,
and the measurement error achieved for glucose should therefore be sufficient also for in vivo fluids. Measuring
with a broadly tuneable laser also allows for simultaneous determination of other analytes which may have clinical
significance.

3.4 Prediction with convolutional neural network

For the CNN, the total RMSECV for leave-one-dataset-out cross-validation was 8.3 mg/dL (see Fig. 7a), and
for LOOCV the RMSECV was 8.1 mg/dL. Prediction results for all analytes are summarised in Table 3.

Figure 7: a) Prediction of glucose concentrations with CNN using leave-one-dataset-out cross-validation, showing
one case of the cross-validation. b) Example spectra from the complex solutions, where important regions found
with CNN and feature extraction have been marked. Glucose concentrations were 63 mg/dL, 0 mg/dL, and
422 mg/dL for Sample 8, 15, and 21 respectively. The other analytes were present in various concentrations.

Prediction errors were consistently lower for all analytes when using CNN as compared to PLS regression.
The improvement was largest for glucose and albumin (approx. 20%). The difference was marginal for lactate
and urea, which could be related to the lower intensity of their absorption features.
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Table 3: Prediction errors with CNN regression for leave-one-dataset-out cross-validation of all analytes used in
the complex samples.

Analyte RMSECV R2

Glucose 8.3 mg/dL 0.9984

Albumin 0.89 g/L 0.9946

Lactate 7.5 mg/dL 0.9923

Urea 10.5 mg/dL 0.9885

Fructose 7.2 mg/dL 0.9945

Figure 7b shows the important spectral regions for glucose prediction as determined by CNN and stability
feature selection. The important regions are overlayed on three example spectra from the complex solutions. This
feature extraction has identified regions that overlap with glucose absorption features, which is not unexpected.
It has also marked regions with relatively little interference from other analytes, which can be seen from Fig. 6.
This indicates that feature extraction can be used as a tool to find out where the CNN is most sensitive to an
analyte of interest. This can be used to e.g. narrow down the region of interest for further sensor development.

4. CONCLUSIONS

Glucose concentrations were predicted with high accuracy in solutions with other analytes with interfering
absorption bands. An RMSECV of 10.7 mg/dL was shown with PLS regression, and this was further improved
to 8.3 mg/dL with regression based on CNN. Several analytes found in e.g. interstitial fluid were used in these
complex solutions, and the low prediction error achieved indicates that accurate in vivo measurements should
be possible. Simultaneous determination of several analytes was also demonstrated. This is promising for future
development of miniaturised sensors using optical fibers in the mid-infrared.

The high accuracy was in part achieved after a thorough analysis of the system noise. We showed that a
pathlength of 200 µm in aqueous solutions could be used without detriment to the noise level. At the same
time, this pathlength gave a higher absorbance signal, which resulted in a higher SNR as compared to longer or
shorter pathlengths.

We also used a neural network in order to predict glucose concentration, and achieved better prediction
errors than those in the PLS regression. The CNN results demonstrate that improved data modelling can be an
important tool to achieve better prediction accuracies. Additional information could also be extracted from the
CNN, such as the spectral regions where the model was most sensitive.
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ABSTRACT

Sensors in mid-infrared spectroscopy based on attenuated total reflection (ATR) sensing with internal reflection
elements (IREs) facilitate easier measurements of aqueous solutions or other opaque analytes. Micromachined
silicon (Si) elements are an attractive alternative to conventional IREs, as they can be produced cheaply with
silicon processing. Techniques for surface modifications are also easily integrated into the wafer process, and
surface structures such as micropillars or nanoparticles can thereby be used for signal enhancement. Replacing
the classic Fourier transform infrared (FTIR) spectrometers with tuneable quantum cascade lasers (QCLs) also
opens up new avenues for sensing. In this study, the performance of basic and signal-enhanced Si IREs has
been compared for measurements in a spectroscopy setup with a fibre-coupled tuneable QCL source. These
IREs had V-shaped microgrooves etched on the underside for more efficient in-coupling of light, while the signal-
enhanced IREs also had micropillars on the top surface. The results are also contrasted with measurements done
in a standard ATR-FTIR spectrometer, using an Alpha II spectrometer with a single-reflection diamond ATR
crystal. Various concentrations of glucose (75–5000 mg/dL) in aqueous solutions were used to characterise the
system performance. The quality of the signal enhancement was evaluated with regard to sensitivity and noise
level in the acquired spectra. The microstructured Si IREs gave a signal enhancement of up to a factor of 3.8
compared to a basic Si element, with some concomitant increase in noise. The absorbance was higher for both
types of Si IREs as compared to the diamond ATR crystal. The effective enhancement and the the limit of
quantification improved by a factor up to 3.1 in the signal-enhanced IREs compared to the basic Si element.

Keywords: Quantum cascade laser, attenuated total reflection, laser spectroscopy, mid-infrared, glucose

1. INTRODUCTION

Mid-infrared spectroscopy is a routinely used analytical technique, with recent promising developments towards
new biomedical applications and miniaturised sensors. Sensors based on attenuated total reflection (ATR) spec-
troscopy facilitate easier measurements of aqueous solutions or other opaque analytes. Traditionally, relatively
large and expensive crystals have been used as internal reflection elements (IREs).1 Micromachined silicon wafers
are an attractive alternative to conventional IREs, as they can be produced cheaply with silicon processing.2 Ad-
ditionally, techniques for surface modifications are easily integrated into the wafer process, and surface structures
such as micropillars or nanoparticles can thereby be used for signal enhancement. Surface-enhanced infrared ab-
sorption spectroscopy (SEIRAS) has been used to achieve enhancement through excitation of localised surface
plasmon resonances (LSPRs).3 LSPRs can be generated at surfaces with rough metal layers or nanoparticles,
and are resonant at specific wavelengths depending on the particle sizes. One drawback with this method is that
the nanoparticle layer tends to degrade over time, and the substrate has low reproducibility. Another option
is to introduce surface modifications through microstructuring, which has been demonstrated on silicon wafer
chips.4–6 Enhancement in different three-layer IRE systems has been demonstrated previously,7 but the use of
silicon is a step forward as it allows for utilisation of semiconductor device manufacturing.

Use of these signal-enhanced IREs enables sensor minaturisation, as they can achieve an increased absorbance
signal through evanescent field sensing while maintaining small dimensions. Sensing in reflection mode is an
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advantage for fibre-based applications, and this IRE geometry can potentially be contained on a fibre tip.
Conventional silicon IREs are hemispherical, and the larger dimensions limit their use at long wavelengths as
silicon has decreased transparency below ∼1400 cm−1. Use of IREs based on silicon wafers makes it possible to
measure at longer wavelengths as the typical 500 µm wafer thickness means that optical loss is limited. Replacing
classic Fourier transform infrared (FTIR) spectrometers with tuneable quantum cascade lasers (QCLs) also opens
up new avenues for sensors. For example, the smaller size of QCLs can contribute to a smaller device footprint.
The high spectral power density compared to FTIR spectrometers also means that QCLs can outperform FTIR
spectrometers in several applications.

Schumacher et al.2 demonstrated utilisation of a silicon wafer with V-shaped grooves on the underside in
the long wavelength region 1500–300 cm−1. More recently, Sykora et. al.5 showed that substantial signal en-
hancement could be achieved by microstructuring the top surface of a wafer. The analytical performance of this
microstructured wafer was further studied in an FTIR spectrometer (1800–600 cm−1) by Haas et al.6 While
Haas et al. also showed some spectra from QCL measurements, no results regarding analytical performance
were shown. In the present study we quantify the signal enhancement achievable in commercially available mi-
crostructured silicon (Si) IREs in a QCL-based spectroscopy setup. The focus of this study is the 1200–925 cm−1

spectral range as it is relevant for many biomedical applications, such as glucose sensing.8 The Si IREs were
either basic chips with a flat sensing surface, or surface-enhanced chips with a microstructured sensing surface.
The Si IREs were also simulated in order to examine the enhancement effect. A cursory comparison was done
with measurements in an ATR-FTIR spectrometer with a diamond IRE.

2. METHODS

2.1 Experimental setup

Measurements in this study were done in a QCL-based ATR spectroscopy setup, see Fig. 1. The experimental
equipment for this setup was a QCL source, a photoconductive detector, hollow-core fibres for guiding laser
radiation, and internal reflection elements (IREs) for sensing. The laser source was a pulsed external-cavity
(EC) QCL (Hedgehog-UT, Daylight Solutions, USA) with a tuning range of 1200–900 cm−1 (8.33–11.1 µm).
The maximum average output power of the laser was 22 mW with a 5% duty cycle. The laser was cooled
thermoelectrically and set to a temperature of 19◦C for all measurements. This laser emitted radiation with
linear vertical polarisation (100:1, according to specifications). The IR detector was a mercury-cadmium-telluride
(MCT) detector (PCI-4TE, Vigo System SA, Poland) with a 2×2 mm element size. The laser beam was focussed
into a fibre with an optical assembly mounted on the laser (OKSI fibers, USA). A 300 µm diameter hollow-core
fibre (OKSI Fibers, USA) was used to couple light into the IREs, while a 1 mm diameter hollow-core fibre
was used to guide light from the IREs to the detector. The laser radiation was found to be elliptical or nearly
circularly polarised after transport through the fibres.

Figure 1: Illustration of experimental setup for the ATR spectroscopy measurements with a QCL source, fibre
coupler, hollow-core fibres, Si IRE, and MCT detector. The inset shows a 3D view of an IRE with an optional
micropillar enhancement layer. The micropillars are arranged in a hexagonal pattern, and the V-grooves under
the wafer are oriented parallel to the laser beam path.
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Two types of silicon wafer chips were acquired from IRUBIS GmbH (Germany). These Si IREs had V-
shaped grooves etched on the underside for more efficient in-coupling of light. The V-grooves were oriented
parallel to the laser beam path. Chips without any further processing had flat top surfaces and were used as
standard single-reflection ATR crystals, and will be referred to as ”basic” Si IREs. The elements could be further
modified on the top surface with a reactive ion etch (RIE) step to create micropillar structures. These micropillar
structures facilitate signal enhancement (SE) through an interference effect and field enhancement between the
pillars.9 This effect occurs when the micropillars and the sample form an effective medium layer due to the
sub-wavelength sizes of the micropillars. Two IREs with micropillars were investigated for this study, and will
be referred to as ”SE element #1” and ”SE element #2”.

Measurements were acquired in an FTIR spectrometer (Alpha II, Bruker Optics Inc., USA) for compari-
son. This spectrometer was equipped with an ATR module using a single-reflection diamond IRE and had a
measurement range of 4000–400 cm−1.

2.2 Data recording

For the QCL setup, measurement spectra were acquired by tuning the laser over a wavelength range and recording
the signal on the MCT detector. This analog signal was digitised by an analog-to-digital converter (ADC) card
(M2p.5946-x4, Spectrum-Instrumentation GmbH, Germany). The signal was digitised at 80 MS/s with 16 bit
resolution. A trigger from the laser controller was used to start data acquisition. The data presented here was
recorded in the range 1200–925 cm−1, with a scan speed of 275 cm−1/s.

Averaging, or binning, was used to minimise laser noise. Spectral data points were made by integrating each
laser pulse and then averaging a certain number of pulses (n = 255 for these measurements). In addition, 10
scans were averaged for each measurement. One spectrum took 10 seconds to record with these settings. Final
absorbance spectra were then made by subtracting a background (water) measurement.

For the FTIR measurements, data recording was done with the OPUS software (Bruker Optics Inc., USA).
Measurements were recorded in the 4000–400 cm−1 spectral range, and 128 scans were averaged for each mea-
surement. The initial spectral resolution was set to 2 cm−1. A zero-filling factor of 2 was used in the OPUS
software for the fast Fourier transform (FFT), which gave an interpolation between data points so that the final
data point spacing was 1 cm−1. Each measurement in the FTIR spectrometer took approximately 3 minutes.

2.3 Simulations

The Si IREs were simulated in order to investigate the enhancement effect. The simulations were performed using
the finite element method (COMSOL Multiphysics v.5.2, COMSOL AB, Stockholm, Sweden.). The simulation
geometry was a cross section of the Si IREs in a two-dimensional (2D) environment. The light source was
modelled as a plane-wave with an incidence angle of 41◦ and with in-plane polarisation (i.e. p-polarisation).
The boundary conditions between the micropillars and the sample medium relative to the polarisation of the
incident light is an important contribution to the increase in field strength. This contribution would disappear
if s-polarised light was used, as this periodicity disappears for out-of-plane polarisation in a 2D simulation.
The geometry was discretised such that the largest element size was 0.9 µm, roughly 1/10th of the free-space
wavelength of the light source. A wavelength sweep was conducted for the wavelength range 1250–893 cm−1

(8.2–11 µm) where a surface integration was performed after each simulation to find the total electromagnetic
field intensity in the sensing medium (i.e. the medium surrounding the micropillars). Finally the relation between
the total field intensity in the sensing area with and without micropillars was calculated to give an indication of
the total enhancement of the system.

2.4 Glucose solutions

Measurements were done on glucose solutions, where glucose (D-(+)-glucose, Sigma-Aldrich, USA) was dissolved
in demineralised water. A total of 9 samples were made with glucose concentrations in the range 75-5000 mg/dL.
A stock solution of 5000 mg glucose in 100 mL water was used to prepare the other samples by dilution.
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2.5 Analysis

Calibration curves were made based on the height of the largest glucose absorption band, at approximately
1035 cm−1. The performance of the IREs was then evaluated based on absorbance signal, noise level, limit
of quantification (LoQ) and effective enhancement for the signal-enhanced IREs. The enhancement factor was
calculated as signal-enhanced/basic absorption peak. Noise was calculated as the RMS-noise of blank spectra in
the spectral region 1055–1015 cm−1. Limit of quantification (LoQ) was then estimated based on a signal-to-noise
(SNR) ratio of 10:1, where the signal was the height of the most intense absorption band and the RMS noise
was the noise level. The effectivity of the signal enhancement was then calculated as the ratio of SNR between
the signal-enhanced chips and the basic Si chips.

3. RESULTS AND DISCUSSION

3.1 IRE dimensions

The micropillar structures in the signal-enhanced Si IREs were imaged in a scanning electron microscope (Apreo
SEM, FEI Company, USA), see Fig. 2.

Figure 2: SEM pictographs of Si chips with patterned micropillars, a) SE element #1 and b) SE element #2.
The insets show side views at an angle of approximately 25 degrees.

Dimensions of the micropillars are summarised in Table 1. Micropillar dimensions were evaluated with
ImageJ, which is an open-source software for scientific image analysis. The pillar periodicity was essentially the
same, so the main differences between the IREs were the pillar diameter and height.

Table 1: Geometrical parameters for the Si IREs with micropillar structures.

Dimension SE element #1 SE element #2

Height 3.5 µm 1.66 µm

Pillar diameter 0.86 µm 0.57 µm

Period 1.25 µm 1.23 µm
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3.2 Simulations

Simulations of the field enhancement effect were set up in COMSOL Multiphysics. The flat-topped and the
two signal-enhanced elements were all simulated, and the micropillar dimensions from SEM were used for the
signal-enhanced elements, see Fig. 3a) for a simulation snapshot.

Enhancement was estimated based on the field intensity in the area above the Si substrate, which was found
by a field integration in the sensing medium. The total field intensity in the signal-enhanced IREs was then
divided by the field intensity in the basic Si IRE. The resulting enhancement factors are plotted in Fig. 3b) as a
function of wavelength. Based on this, SE element #1 had a high enhancement factor that tapered off sharply
for wavelengths shorter than 10 µm, while SE element #2 had a more constant enhancement over the available
wavelength range.

Figure 3: a) 2D structure based on SE element #2 used in the simulations, with evanescent field. b) Enhancement
factor in the signal-enhanced Si IREs as a function of wavelength.

These 2D simulations have some limitations with regards to the real micropillar structures. Since the sim-
ulations are performed in a 2D environment the model closely resembles a linear array of pillars, even though
the IREs themselves utilise a triangular honeycomb lattice. This 2D approximation might therefore lack certain
intricacies which might deviate the simulated result from the experimentally verified data. For example, the
distance between the pillars will vary between 1.2 µm and 2.1 µm depending on the cross section used for the
simulations. We therefore used the pillar radius from SEM, and an average value for the pillar distances. Addi-
tionally the light source is not a perfect plane wave but includes field components which are incident on the chip
surface with sharper angles than 41◦. This leads to some radiation which is caught by the surface integration
and thus slightly lowers the calculated amplification of the simulations.

3.3 Comparison between IRE types

Glucose measurements from the FTIR spectrometer with a diamond IRE and the basic Si IRE in the QCL setup
are shown in Fig. 4. All glucose absorption bands were found by both methods, but there were some minor
structural differences between the measurement sets. For example, the dip at 1000 cm−1 was lower for the basic
Si element, and the height difference between the absorption bands at 1035 cm−1 and 1080 cm−1 was larger
compared to the diamond IRE. This was likely due to alignment issues in the QCL setup. It was observed that
fibre alignment relative to the chip and alignment of in- and out-coupling fibres relative to each other could
influence the shape of the absorption spectrum. Overall the absorbance was ∼4.5 times higher in the QCL-based
setup with an basic Si element compared to the ATR-FTIR spectrometer.
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Figure 4: Example spectra from glucose solutions with water background subtracted using a) FTIR spectrometer
with a single-reflection diamond IRE, and b) QCL setup with a single-reflection basic Si IRE.

One possible drawback with Si IREs is the formation of a silicon dioxide (SiO2) layer on the sensing surface,
which has been remarked in previous studies.2,6 Absorption in thick layers of SiO2 will affect measurements,
but thicker layers are mainly formed under high temperature conditions. We expected the layer to be a few
nanometers thick, and no clear absorption features could be seen for these IREs.

Measurements from the two signal-enhanced elements are shown in Fig. 5. Both IREs clearly displayed
increased absorption compared to the basic Si IRE. The signal in SE element #1 appeared to gradually drop off
above approximately 1045 cm−1. This was as expected from the simulations, and the micropillar geometry in this
element likely meant that the micropillar layer did not act as an effective medium layer for shorter wavelengths.

Figure 5: Example spectra from glucose solutions with water background subtracted in the QCL setup using
a) SE element #1, and b) SE element #2.

For SE element #2, the signal enhancement was more uniform over the entire wavelength range. However,
these spectra had some additional features, such as a splitting of the glucose absorption peak at 1020 cm−1.
Fibre alignment was again seen to have a large influence on the appearance of the absorption bands, which was
the same behaviour as for the basic Si IRE.

Calibration curves for the measured IREs are shown in Fig. 6. This shows a direct comparison of the highest
glucose absorption peaks for the different IREs and setup types. A linear correlation between the absorption
peak and the concentration was observed for all IRE types.
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Figure 6: Calibration curves from measurements of glucose concentrations in the four IREs. Signal was measured
as the height of the strongest absorption peak, at approximately 1035 cm−1.

The performance of the different IREs is summarised in Table 2. LoQ improved in both signal-enhanced IREs
compared to the basic Si IRE. However, the signal enhancement was accompanied by an increase in noise, and the
effective enhancement was therefore somewhat lower than what the increase in absorbance signal would indicate.
The effective enhancement was a factor of 3.1 and 1.9 in SE element #1 and SE element #2, respectively.
The enhancement factors were a bit lower than expected from the COMSOL simulations, but were otherwise
consistent. The achieved LoQ of 35 mg/dL indicates that these SE IREs could potentially be used in applications
such as glucose sensing, as the range of physiological glucose concentrations in diabetic patients is 30–400 mg/dL.

Table 2: Performance comparison of the basic and signal-enhanced IREs in the QCL-based spectroscopy setup,
as well as the diamond IRE in the ATR-FTIR spectrometer. The absorption peak was measured at approx.
1035 cm−1 for 5000 mg/dL glucose concentration, and the RMS noise was measured from blank spectra. Effective
enhancement in the SE elements was based on the sensitivity improvement compared to the basic Si IRE.

IRE Absorption peak RMS noise LoQ (mg/dL) Enhancement Effectivity

SE element #1 0.42 0.00027 35 3.8 3.1

SE element #2 0.25 0.00027 55 2.3 1.9

Basic Si 0.11 0.00022 100 - -

Diamond (FTIR) 0.023 0.00009 195 - -

The LoQ was worse in the FTIR spectrometer than the QCL-based setup with even the basic Si IRE, which
can be attributed to the lower absorbance signal. The RMS noise was however lower in the spectrometer due to
lower relative intensity noise (RIN) in the FTIR source, as well as the longer averaging in the spectrometer. The
spectrometer SNR is proportional to

√
n where n is the number of averaged scans. Noise could therefore have

been improved in the FTIR by increasing measurement time and averaging more scans, however the measurement
time was already over 3 minutes. This shows some of the advantages that QCLs can have over standard FTIR
spectrometers with regards to measurement time and sensitivity.

The main challenges in the QCL-based setup were related to alignment and stability. As mentioned, fibre
alignment was seen to influence the shape of absorption bands. However, measurements were repeatable after
the setup was stabilised. The noise level was also influenced by vibrations in the fibres, and hence stability was
also important for noise minimisation.
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4. CONCLUSIONS

This study evaluated the performance of microstructured Si elements with and without a signal enhancement
layer as IREs in a QCL-based ATR spectroscopy setup. The signal-enhanced chips were found to improve the
absorbance signal up to a factor of 3.8, while due to simultaneous increase in noise the LoQ improved by up to
a factor of 3.1. Very different behaviours were seen in the two IREs with micropillars for signal enhancement,
which shows that it is important to consider pillar geometry in relation to the wavelength region used. The
COMSOL simulations agreed well with the experimental results. 3D simulations should be done in the future to
further investigate the effect of the micropillar lattice structure, and the effect of polarisation.

These micromachined Si IREs can be mass-produced and may potentially be integrated in single-use ap-
plications for e.g. biomedical measurements. The signal enhancement also gave good LoQs, considering the
single-reflection geometries, and another possible application is to use these IREs as sensing surfaces for fibre-
optic sensors in reflection mode. This work also demonstrated measurements with Si IREs below 1200 cm−1,
which is usually considered opaque for Si components.

ACKNOWLEDGMENTS

The Research Council of Norway is acknowledged for the support to the Norwegian Micro- and Nano-Fabrication
Facility, NorFab, grant number 245963/F50, as well as the Double Intraperitoneal Artificial Pancreas project,
grant number 248872. The project is part of Center for Digital Life Norway and is also supported by the Research
Council of Norway’s grant 248810. The authors would like to thank Lorenz Sykora at IRUBIS GmbH for a helpful
discussion on the silicon internal reflection elements.

REFERENCES

[1] Jernelv, I. L., Strøm, K., Hjelme, D. R., and Aksnes, A., “Infrared spectroscopy with a fiber-coupled quantum
cascade laser for attenuated total reflection measurements towards biomedical applications,” Sensors 19(23),
5130 (2019).

[2] Schumacher, H., Künzelmann, U., Vasilev, B., Eichhorn, K. J., and Bartha, J. W., “Applications of mi-
crostructured silicon wafers as internal reflection elements in attenuated total reflection Fourier transform
infrared spectroscopy,” Applied Spectroscopy 64(9), 1022–1027 (2010).
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Convolutional neural networks (CNNs) are widely used for image recognition and text analysis,
and have been suggested for application on one-dimensional data as a way to reduce the need for
pre-processing steps. Pre-processing is an integral part of multivariate analysis, but determination
of the optimal pre-processing methods can be time-consuming due to the large number of available
methods. In this work, the performance of a CNN was investigated for classification and regres-
sion analysis of spectral data. The CNN was compared with various other chemometric methods,
including support vector machines (SVMs) for classification and partial least squares regression
(PLSR) for regression analysis. The comparisons were made both on raw data, and on data that
had gone through pre-processing and/or feature selection methods. The models were used on spec-
tral data acquired with methods based on near-infrared, mid-infrared, and Raman spectroscopy.
For the classification datasets the models were evaluated based on the percentage of correctly clas-
sified observations, while for regression analysis the models were assessed based on the coefficient of
determination (R2). Our results show that CNNs can outperform standard chemometric methods,
especially for classification tasks where no pre-processing is used. However, both CNN and the
standard chemometric methods see improved performance when proper pre-processing and feature
selection methods are used. These results demonstrate some of the capabilities and limitations of
CNNs used on one-dimensional data.

I. INTRODUCTION

Chemometric methods are an essential part of un-
derstanding and interpreting vibrational spectral data.
Vibrational spectroscopy uses variants of near-infrared
(NIR), mid-infrared (MIR), or Raman spectroscopy
techniques, and produce one-dimensional spectral data.
Models for spectroscopy data usually try to either map
the spectra to distinct classes (classification), or try to
extract quantitative information (regression). Design-
ing optimal models is challenging for both classification
and regression analysis. Most samples have several con-
stituents with overlapping bands, which makes simple
considerations based on e.g. peak heights insufficient for
any data interpretation or accurate analysis. Addition-
ally, spectroscopy is used for applications in many differ-
ent fields, including arts, forensics, food science, environ-
ment, and medicine [1–5].

For classification, common chemometric methods in-
clude linear discriminant classifiers, support vector ma-
chines, k-nearest neighbours, and logistic regression
methods. For quantitative analysis, regression meth-
ods such as principal component regression, partial least-
squares regression, and random forest regression are com-
monly used. Prior to the actual analysis, pre-processing
methods and feature selection are often applied to the
datasets.

∗ ine.jernelv@ntnu.no

Pre-processing methods are commonly applied to spec-
tral data for several purposes, including noise removal
and removal of unwanted physical phenomena that af-
fect the data. The end goal of the applied pre-processing
steps is to improve the interpretability of the data, and
thereby achieve higher accuracy in the following classi-
fication or quantitative multivariate analysis. There are
many methods for pre-processing, and the optimal choice
of pre-processing methods usually depends on the mea-
surement method used (NIR, MIR, Raman, etc.) and
the aim of the analysis [6, 7]. In addition, factors such
as sample matrix, equipment settings, and environmen-
tal influences can affect the data, so that previously ap-
plied pre-processing methods may not work well on a
new dataset. Practically, the selection of methods is fre-
quently based on previous experiences, or alternatively
an exhaustive search of all possible methods that the re-
searcher has available. Exhaustive searches should give
the best results, but are computationally expensive and
time-consuming. It has been shown that optimal - or at
least close to optimal - pre-processing methods can be
selected based on design of experiments [8], which could
make the selection much faster.

Spectral data typically has relatively few samples (10s
to a few 100s), each with many features (up to 1000s).
This can be detrimental to multivariate analysis, as ran-
dom correlations and noisy features may lead to a deteri-
oration of the model, and a tendency to overfit can give
low predictive ability. Feature selection is performed in
order to remove irrelevant or redundant features, pref-
erentially leaving only features that are relevant to the
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analysis [9]. The objective of feature selection is the same
as for pre-processing, namely increased interpretability
of the data and better outcomes in multivariate analysis.
Feature selection can be very computationally expensive
and a plethora of feature selection methods exist, while
some learning algorithms have built-in feature selection.

One alternative to optimisation of pre-processing and
feature selection is to use learning models that are capa-
ble of extracting fundamental information from data, for
example convolutional neural netoworks (CNNs). Artifi-
cial neural networks (ANNs) are computational models
inspired by the biological neural connections in brains.
One-layer ANNs have been used for classification and re-
gression of spectral data for almost three decades, for
example in combination with PLS [10]. ANNs are par-
ticularly useful for non-linear problems and can be used
on almost any type of data. However, models such as
PLS-ANN have not superseded standard chemometric
methods, largely due to issues with overfitting and low
interpretability [11]. CNNs can improve upon this, as
the convolutional layers of the network are not fully con-
nected, and are therefore in theory less prone to over-
fitting. Additionally, the convolution leads to fewer free
parameters, and each layer becomes related to specific
parts of the input data, which increases ease of operation
and interpretability.

CNNs are widely used for data mining of two-
dimensional data, including areas such as image recog-
nition and text analysis. Neural networks have several
interesting characteristics for data modelling, such as the
capability to model nonlinear responses and to accentu-
ate relevant features. CNNs can therefore be expected to
perform well on learning tasks also for one-dimensional
data, even without pre-processing or feature extraction
methods. Thus far, only a few studies have used CNNs
for classification or quantitative analysis on vibrational
spectroscopic data. Acquarelli et al. [12] demonstrated
that CNNs could outperform several standard chemomet-
ric methods for classification, both using raw and pre-
processed spectral data. CNNs have also been shown to
efficiently classify Raman spectra of mineral data with-
out spectral preprocessing [13]. For quantitative analysis
CNNs have been used both for feature selection for re-
gression methods [14], and directly for regression analysis
[15]. Outside of standard vibrational spectroscopy, some
recent studies have also used CNNs for analysis of other
spectral data, such as classification of hyperspectral data
[16], functional near-infrared spectroscopy signals [17],
and electrocardiogram (ECG) signals [18].

This study will investigate the performance of a CNN
as compared to standard chemometric methods for clas-
sification and quantitative analysis on several datasets
acquired with different spectroscopic methods. For clas-
sification the CNN will be compared to PLS-DA, kNN,
SVM, and logistic regression, while for quantitative anal-
ysis the CNN will be compared to PCR, PLSR, random
forest regression, and elastic net. The comparison will
be made on models both with and without the use of

pre-processing methods, as well as with and without fea-
ture selection methods. All methods used in this study
were assembled in a software package, named SpecAnal-
ysis, which has been made available online. In our view,
there are two main original contributions in this work:
Use of CNNs for both classification and regression anal-
ysis, with a comparison to several standard chemometric
methods, and comparison of models with additional use
of pre-processing and/or feature selection, to further as-
sess the performance of CNNs.

II. MATERIALS AND METHODS

A. Data analysis

The analysis was done with a software package
made in Python, called SpecAnalysis, which can
be found on GitHub (https://github.com/jernelv/
SpecAnalysis). Python is an open-source programming
language, and can be used on all common operating sys-
tems. SpecAnalysis has a graphic user interface, and is
therefore user-friendly even for spectroscopists who are
not experienced programmers.

SpecAnalysis has functionality for spectral pre-
processing, feature selection, various chemometric and
machine learning methods, and can be employed for both
regression analysis and classification tasks. Some meth-
ods in SpecAnalysis were based on tools from scikit-learn
[19], while others were made in-house.

The methods used in this study for classification, re-
gression analysis, and feature selection are briefly de-
scribed below, and an overview of the pre-processing
methods is given. More information on the methods can
be found in the references or in the SpecAnalysis docu-
mentation.

1. Convolutional neural network

The basic structure of artificial neural networks
(ANNs) consists of connected artificial neurons. Each
neuron is characterised by an activation function, which
is a function that acts on the input. Neural networks have
three types of layers: input, hidden, and output layers.
For the input and output layers, which are the first and
last layers respectively, the activation functions are gen-
erally linear. Neural networks have one or more hidden
layers, where the activation functions are normally non-
linear. The output at each layer is used as the input of
the next layer. In a fully-connected feed-forward ANN,
all neurons in each layer are connected to all neurons in
the next layer, with no connections going backward to
previous layers. The connections between the layers are
weighted, and these weights are learned in the training
phase after a random initialisation.

In convolutional neural networks (CNNs) the hidden
layers convolve the input and then give the result to the
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FIG. 1. Example of a CNN, where kernel and layer sizes are marked. A few neurons have been highlighted in order to show
the flow of input and output. Figure reprinted from ref. [20].

next layer, see Fig. 1. Consequently, the layers are not
fully connected. For image analysis this makes the neu-
ral network less computationally expensive, and a deeper
network can be used. For one-dimensional data computa-
tional power is a lesser concern, but it has been suggested
that CNNs may avoid issues with overfitting previously
seen in ANNs. The relatively few samples in spectroscopy
datasets and large amounts of features makes ANNs very
prone to overfitting.

In a CNN, data is divided into one or several kernels,
which will be associated with different sections of the
input data [21]. The convolutional layer works by con-
volving, or shifting, the kernel from the first to the last
variable. The kernel thereby acts as a filter, and can be
shifted by different lengths called strides.

We tested both the Adam optimiser and the stochastic
gradient descent (SGD) optimiser to train the neural net-
work. These optimisers have a learning rate parameter,
which indicates how much the weights are changed during
training. SGD has the additional momentum parameter,
which takes into account previous weight updates in or-
der to converge faster. We also tested a dropout rate,
which is another method used to handle overfitting by
setting the output of some randomly selected neurons to
zero.

The model parameters used for the CNN in this work
are summarised in Table I, with the tested parameter
ranges and the step sizes. The Keras framework was
used to implement the CNNs in this study [22].

TABLE I. Model parameters in the CNN, with the parameter
ranges investigated in this study and the step sizes used

Parameter Range Step

Kernel size 5–90 1

Layer size 5–50 1

Strides 1–25 1

SGD momentum 0.2–0.9 0.1

Learning rate 10-6–10-2 factor of 10

Dropout rate 0–0.3 0.1

2. Regression methods for comparison

Principal component regression: Principal component
regression (PCR) is based on principal component anal-
ysis (PCA), where the original data is projected onto
a smaller variable subspace with linearly uncorrelated
variables, which are called principal components (PCs)
[23]. The number of PCs used in each model was chosen
through cross-validation, from the range 3–25 PCs.

Partial least-squares regression: Partial least-squares
regression (PLSR) is one of the most commonly used mul-
tivariate analysis methods in spectroscopy [24]. PLSR
finds a regression model by projecting both the depen-
dent and independent variables to a new space defined
by a set of latent variables. The number of PLSR latent
variables (LVs) was chosen through cross-validation on
training data, from the range 3–20 LVs.
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Random forest regression: Random forest (RF) is an
ensemble learning method that can be used for several
purposes, and has been used successfully for regression
of spectral data [25]. Random forest regression works
by creating multiple decision trees, and combining these
for regression analysis. RF regression was evaluated with
maximum tree depth for each dataset and 200–600 deci-
sion trees.

Elastic net: Elastic net (Net) is another ensemble
learning method that combines the penalty variables
from lasso and ridge regression (L1 and L2, respectively)
[26]. Elastic net was evaluated with an L1/L2 ratio of
0–1 in increments of 0.1.

3. Classification methods for comparison

Partials least-squares discriminant analysis: PLS dis-
criminant analysis (PLS-DA) uses classical PLSR on cat-
egorical variables, which is enabled by dividing the cat-
egorical variable into dummy variables that describe the
categories (also called one hot encoding) [27]. Optimal
PLS-DA models were chosen based on LVs in the range
3–20.
k-nearest neighbours: k-nearest neighbours (kNN) is

a simple learning method that classifies predicted data
points based on their distance from the k nearest neigh-
bours in the training set [28]. The distance between
test data and training data can be calculated in different
ways, e.g. Euclidean, Chebyshev, or cosine. This study
used the Euclidean distance method as it is most com-
mon, and the models have been optimised for k in the
range 3–10.

Support vector machines: Support vector machines
(SVMs) are a class of learning methods that try to find
hyperplanes in a multidimensional space in order to di-
vide data points into separate classes [29]. A support
vector classifier with a linear kernel was used for this
study.

Logistic regression: Logistic regression (LogReg) is a
categorical method used to fit data with a special logistic
function [30]. LogReg models can be considered simpli-
fied ANNs with no hidden layers. We used a LogReg
model with an L2 penalty.

4. Pre-processing methods

Various methods can be used on spectroscopic data
to correct for scattering effects, including standard nor-
mal variate (SNV) and multiplicative scattering correc-
tion (MSC). Spectral derivatives can also widely used to
remove unwanted spectral effects.

Filtering or smoothing methods can be used alone on
data to reduce noise. In addition, filtering methods
are used to improve the noise in spectral derivatives.
Savitzky-Golay (SG) differentiation is by far the most

common method used. In the smoothing step for SG fil-
tering a polynomial is fitted to the data points in the
window using linear least-squares.

The pre-processing methods used in this study can be
divided into five separate steps, where some have different
possible methods and associated variable parameters:

• Data binning: Binning together 1–16 data points

• Scatter correction:

– Normalisation

– Standard normal variate (SNV)

– Multiplicative scattering correction (MSC)

• Smoothing/filtering:

– Savitzky-Golay filter (order 1–3, width 5–21)

– Fourier filter

– Finite/infinite impulse response filters (But-
terworth, Hamming, moving average)

• Baseline corrections:

– Subtract constant value

– Subtract linear background

– Spectral derivative (1st or 2nd derivative)

• Scaling:

– Mean centering

– Scaling

Note that this is a small subset of all possible pre-
processing methods that exist, and we chose some general
methods that are often applied to spectroscopy data [6,
7]. There is a lack of consensus regarding the best order
of different pre-processing steps, and recent studies have
shown that there is no clear optimal order [31], although
the order can influence the prediction accuracy.

5. Feature selection

Spectral data can contain many hundreds or thousands
of spectral features. For most types of data, the spectra
contain features that are either irrelevant or redundant.
Many types of feature selection methods have been de-
veloped, see refs. [9, 32] for extensive reviews. We tested
three different wrapper methods for the datasets in this
study, which are briefly described below. Wrapper meth-
ods generally work by searching through several subsets
of features and choosing a feature subset based on pre-
diction accuracy, see Fig. 2 for a schematic.

Sequential selection: In forward selection, one starts by
choosing the wavenumber which has the highest correla-
tion with the Y-variable. The wavenumbers that give
the highest model improvements are then added itera-
tively, until no improvements occur when more features
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FIG. 2. General work flow of wrapper methods for feature
selection.

are added. Backward elimination, on the other hand,
starts with all the features, and tries to eliminate fea-
tures that worsen the prediction. Sequential, or stepwise,
selection combines these two methods by reconsidering
variables for re-introduction or removal at each step.

Moving Window: A window is moved over the spec-
trum, and regression models are built using the data in
the window position [33]. The window size can be var-
ied over a set range. Optimal spectral intervals can then
be chosen, based on the prediction error and number of
regression components used in the model. Some moving
window algorithms also try to optimise the selection of
multiple windows [34].

Genetic Algorithm: Genetic algorithms (GA) for wave-
length selection exist in many variants [35]. Generally, a
population consisting of K vectors with length n are ini-
tialised. Two vectors are then selected from the pop-
ulation as parent vectors, and these are subjected to
crossover and/or mutation, resulting in offspring vectors.
The offspring are then evaluated based on their fitness,
where they are either rejected or they replace the worst
member of the population. Regression models are then
built using the resulting vectors after a set amount of
iterations.

B. Example datasets

Datasets of different sample types acquired with differ-
ent measurement methods have been analysed. A dataset
with aqueous solutions was measured in a custom-built
ATR-FTIR setup for this study. Other openly available
datasets of food items or pharmaceutical tablets mea-
sured with FTIR, NIR or Raman spectroscopy have also

been investigated. An overview of the dataset properties
is provided in Table II. For datasets with no preset test
set, such as the Tablets data, we separated the data ran-
domly into training and test sets based on a 67%/33%
split. These datasets were chosen in order to represent
different measurement methods and wavelength ranges
within vibrational spectroscopy.

The following spectral datasets are investigated in this
study:

• Solutions dataset, with aqueous solutions con-
taining glucose, albumin, lactate, and urea,
measured with ATR-FTIR. This dataset was
acquired by the authors, see the next sec-
tion for further details (dataset available from
https://github.com/jernelv/SpecAnalysis)

• Tablets dataset, where the samples are cate-
gorised into four different tablet types with dif-
ferent relative amounts of active materiel, mea-
sured with both NIR and Raman spectroscopy
[36]. Both datasets were used for classification,
while the Tablets NIR dataset was also used for
regression analysis since relative weight percent-
age was also available (dataset available from
http://www.models.life.ku.dk/Tablets)

• Wines dataset, where the samples are
categorised into wines with different ori-
gin countries, measured with FTIR spec-
troscopy [37] (dataset available from
http://www.models.life.ku.dk/Wine GCMS FTIR)

• Fruit purées datasets measured with FTIR, where
the samples are categorised into either straw-
berry or other purées [38] (dataset available
from https://csr.quadram.ac.uk/example-datasets-
for-download/)

The Solutions dataset was used in the regression anal-
ysis for prediction of glucose and albumin concentrations,
and the Tablets NIR dataset was used for prediction of
the relative weight percentage of the active material. The
Tablets NIR, Tablets Raman, Fruits, and Wines datasets
were employed for classification tasks of the categories
described above.

1. Solutions dataset

In total, 90 unique aqueous solutions were made with
four analytes, with the concentration ranges shown in Ta-
ble III. Samples were made by dissolving the analytes in a
phosphate-buffered saline solution (PBS). PBS is a buffer
solution that helps maintain the pH in the solutions, and
was made by dissolving PBS powder (Wako) in deminer-
alised water. Glucose, albumin, urea, and lactate were
then added to the solutions in varying concentrations.

The sample concentrations were determined with an
optimal design model in order to randomise the concen-
trations while still filling the entire design space. The
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TABLE II. Characteristics of the datasets used for classification and regression analysis

Data Method Wavelength range Calibration samples Validation samples Features Classes

Tablets NIR 10507–7400 cm-1 211 99 404 4

Tablets Raman 3600-200 cm-1 82 38 3402 4

Fruits FTIR 1802–899 cm-1 666 317 235 2

Wines FTIR 5011–929 cm-1 30 14 842 4

Solutions FTIR 4000–500 cm-1 60 30 1814 NA

TABLE III. Concentration ranges for the sample analytes
used in the Solutions dataset

Analyte Concentration ranges [mg/dl]

Glucose 0–800

Lactate 0–90

Albumin 0–6000

Urea 0–200

experimental design was made using a quadratic Scheffe
model with A-optimality design.

60 samples were used for the training set and 30 sam-
ples for the prediction set. Samples were assigned ran-
domly to the different sets.

Spectra were recorded using an FTIR spectrometer
(Tensor27, Bruker, Germany). This spectrometer was
modified in a custom setup for ATR measurements with
multi-reflection prisms. Guiding optics and a hollow-core
fiber was used to couple the light into a ZnS ATR crystal.
This experimental setup has previously been used by the
Matsuura group, see e.g. Kasahara et al. [39] for more
details.

Data acquisition and initial spectral processing was
performed using the OPUS software package (ver 6.0,
Bruker Optics, Germany). 32 interferograms were co-
added for each measurement, and scans were performed
with a nominal resolution of 4 cm-1. A zero-filling fac-
tor of 2 was used before the Fourier transform, which
reduced the datapoint spacing to approximately 2 cm-1,
together with a 3-term Blackman-Harris apodisation.

Plots of the acquired spectra are shown in Fig. 3 for
the range 4000-900 cm-1. The inset shows the range 1500-
900 cm-1, which has the most informative spectral bands
for the analytes in this dataset. This data was cut down
to the 3000–800 cm-1 range for the analysis, due to large
amounts of noise in the high absorption water bands.

The samples were placed manually on the ATR crys-
tal (approx. 0.25 mL) for measurements. Each sample
was measured 5 times in order to test measurement re-
peatability, with at least 2 repeat measurement done on
the same day to check within-day variation. Background
measurements of the ambient background were done ev-

FIG. 3. Plot of the solutions spectra acquired in FTIR. The
inset shows the fingerprint region.

ery 30 minutes. The measurement series were performed
over a period of two months.

C. Model evaluation

CNN was compared to other regression and classifica-
tion models by applying the methods to the datasets in
four different cases: raw data (i.e. no pre-processing),
pre-processing prior to modelling, feature selection prior
to modelling, and finally both pre-processing and feature
selection prior to modelling. For CNN we mainly looked
at raw data and pre-processing methods, which was in
part due to the long processing time required for CNN
compared to the other methods. Important spectral re-
gions can be identified with neural networks through for
example stability feature selection or network pruning,
and some examples of this are included in the Supple-
mentary Information.

The best combination of pre-processing methods is
not necessarily the same for different classification or
regression models. To ensure that the best methods
were used for each model, we therefore tested all pos-
sible combinations of the pre-processing methods men-
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tioned above. The method combination with the highest
accuracy was then chosen based on leave-one-out cross-
validation (LOOCV) on the training set.

Similarly, the optimal feature subset might not be the
same for all models. We therefore did feature selection
separately all methods and all datasets, and the best fea-
tures selection was chosen based on LOOCV on the train-
ing dataset. All three wrapper methods described above
were tested.

For the classification datasets, the models were evalu-
ated based on the percentage of correctly classified sam-
ples in the test sets. For the regression analysis, the
models were evaluated based on the coefficient of deter-
mination (R2). The coefficient of determination indicates
how close the predicted data correlate with the regres-
sion line. The root-mean-square error of prediction (RM-
SEP), which is a scale-dependent error value, was also
calculated and is reported in the Supplementary Infor-
mation. The best model parameters were chosen based
on LOOCV on the training data in all cases, and predic-
tion accuracy presented later was then calculated from
the validation data.

III. RESULTS

A. Regression

The results of the regression analysis are summarised
in Fig. 4, with the coefficient of determination (R2) of
the regression methods. Results are shown for regression
on raw data, regression after pre-processing, and regres-
sion after pre-processing and feature selection. Full ta-
bles including the results for regression with only feature
selection are included in the Supplementary Information.

For the raw data (no pre-processing) our CNN
model outperformed all the other regression methods
for all datasets. PLSR and PCR, which are commonly
used chemometric methods, generally performed well
(R2>0.92) with PLSR being somewhat better than PCR.
Random forest and elastic net had much worse prediction
accuracy than the other methods for raw data, but had
comparable performance after pre-processing or feature
selection.

The CNN model also improved with application of pre-
processing methods. After use of both pre-processing
and feature selection on the other regression models, the
CNN no longer had the singularly best performance on
any of the datasets. However, the prediction accuracy
was good for all the models tested here, with R2>0.98
and R2>0.99 for glucose and albumin in the Solutions
dataset, respectively, and R2>0.95 in the Tablets NIR
dataset.

B. Classification

The results of the classification study are summarised
in Fig. 5, with the percentage accuracy of each classi-
fication method. Results are shown for the same cases
as in Fig. 4, namely raw data, pre-processing, and pre-
processing together with feature selection. For the case
where only feature selection was applied to the data the
results can be found in the Supplementary Information.

For the raw data (no pre-processing), the CNN outper-
formed PLS-DA and kNN for all datasets. However, the
percentage point difference between CNN and PLS-DA
was not very large (<10%). The difference between CNN
and kNN was also generally small, but for the Tablets Ra-
man dataset kNN performed much worse than all other
methods. The performance of SVM and LogReg were
generally comparable to CNN.

For data with either pre-processing or feature selection,
there was improvement for nearly all the methods. CNN
also experienced improvement with pre-processing. The
improvement was most significant for the Wines dataset,
with an increase of more than 20 percentage points for
all methods, as the classification accuracy was lowest for
the raw data from this dataset.

Using both pre-processing and feature selection on the
datasets gave the largest improvement for many meth-
ods. This also made the performance of CNN, SVM, and
LogReg more similar. In some cases, especially for the
kNN, feature selection in addition to other pre-processing
methods did not lead to an increase in the prediction ac-
curacy.

C. CNN parameters

Parameters for the CNN model were fine-tuned for
each dataset, and the chosen parameters are summarised
in the Supplementary Information. Some parameters,
such as optimal kernel size, varied a lot between different
datasets.

Two common methods for weight adjustment were
used for this study, the Adam and the SGD optimis-
ers. The SGD optimiser converged faster than the Adam
optimiser, but did not always find an equally good pre-
diction.

We also tested the number of layers used for the CNN
model, up to 4 layers. The performance declined when
using more than 2 layers for all datasets. This demon-
strates that the CNN is prone to overfitting with the use
of more layers.

Important spectral regions may be identified with
CNNs using for example stability feature selection or
network pruning. We performed a preliminary investi-
gation of identification of important spectral regions in
the datasets used for regression analysis. One example is
shown in Fig. 6, where regions relevant to glucose levels
in the Solutions dataset have been identified. Note that
only the fingerprint region 1800–900 cm-1 is shown here,
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FIG. 4. Plot of coefficient of determination for the regression analysis. This is shown for raw data, pre-processed data, and use
of both pre-processing and feature selection. Note the different scales for each subplot. Results for feature selection alone can
also be found in the Supplementary Information.

FIG. 5. Plot of percentage correctly classified samples in the classification datasets. This is shown for raw data, pre-processed
data, and use of both pre-processing and feature selection. Note the different scales for each subplot. Results for feature
selection alone can also be found in the Supplementary Information.

as no important spectral regions were identified outside
of this area. The stability feature selection recognised
the spectral regions at approximately 1180-970 cm-1 and
1500-1430 cm-1, which corresponds well with glucose ab-
sorption bands. There was minimal change in identi-
fication of spectral regions between raw data and pre-
processed data, which demonstrates that the CNN model
is able to consistently identify relevant regions. More ex-
amples of the stability feature selection are shown in the
Supplementary Information.

D. Use of pre-processing and feature selection

Pre-processing improved the model accuracy for all
models, both for the classification and regression analy-
sis. The specific pre-processing methods applied to each
dataset and each model are summarised in the Supple-
mentary Information. For most classification models, at
least noise filtering and some type of scaling were used
in the best pre-processing strategy. CNN and logistic
regression were particularly sensitive to scaling, as ex-
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FIG. 6. Important spectral regions in the analysis of glucose
concentrations in the Solutions dataset, plotted for the 1800–
900 cm-1 region. The spectral regions were determined by
stability feature selection based on the CNN model.

pected. For the Wines, Fruits, and Solutions datasets,
spectral differentiation and filtering were also useful.
Spectral differentiation has the benefit of removing base-
line effects, as well as linear trends for the second deriva-
tive. Filtering prior to spectral differentiation also avoids
the large amplification in noise that can otherwise occur.
A small binning factor of 2 or 4 was also found to improve
outcomes in several cases. Binning can improve SNR and
leads to a dimension reduction; two factors that may both
be beneficial for several machine learning methods. How-
ever, larger binning factors were mostly not positive, and
may have obscured spectral information. Within each
dataset, similar pre-processing steps were found to be
optimal for the different modelling methods, indicating
that pre-processing was mainly dataset-dependent.

Feature selection, either alone or together with pre-
processing methods, often improved the prediction accu-
racy for both regression analysis and classification. Of
the three wrapper methods that were tested, genetic al-
gorithm resulted in the best performance, and generally
selected similar relevant areas as in the stability fea-
ture selection for the CNN. Sequential forward selection
and moving window did not always lead to improved
accuracy, and particularly sequential forward selection
seemed to get stuck in local maxima. Feature selection
also improved the performance of the embedded meth-
ods with built-in feature selection, such as elastic net.
Although elastic net is an embedded method, it is known
to perform worse if there are many more features than
observations, and often started off with low prediction
accuracy on the raw data.

E. Discussion

CNN models can outperform standard chemometric
methods, both for classification and regression analysis.

CNN generally has a somewhat better performance than
other methods when raw data is analysed directly. How-
ever, this advantage becomes much smaller when pre-
processing and/or feature selection methods are applied
to the datasets.

CNN has been suggested as a classification method
that would depend less on pre-processing as compared
to standard chemometric methods, e.g. by Acquarelli et
al. [12]. In theory, CNN could therefore be used directly
without the need for a time-consuming search of the op-
timal pre-processing steps and methods. However, this
ignores the need for parameter tuning inherent in the
CNN. A CNN includes several parameters such as layer
size, kernel size, stride, etc., and the parameter choice can
vary significantly between datasets. Hence, using CNN
to avoid a choice of pre-processing methods may ulti-
mately not save any computational time. Methods such
as SVM and PLSR generally have fewer parameters, and
are therefore easier to tune to optimal conditions, with
only a small loss in accuracy as compared to CNN.

IV. CONCLUSION

In this study, a convolutional neural network (CNN)
was applied for classification and regression analysis of
various datasets acquired with spectroscopic methods.
We compared the CNN to several standard methods used
for classification and regression in chemometrics. The
CNN generally performed better on raw data compared
to both the classification and regression models. This
was also the case when either pre-processing or feature
selection were applied to the datasets, although the ad-
vantage of CNN decreased. In general, application of
appropriate pre-processing and feature selection signifi-
cantly improves the accuracy of most models.
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I. CNN PARAMETERS

The parameters used for our CNN for the regression and classification datasets are shown in Table I and Table II,
respectively. Both the Adam and the SGD optimisers were tested, and the momentum parameter is given for the
cases were the SGD optimiser had the best performance.

TABLE I. CNN parameters used for the regression datasets.

Dataset Layer size Kernel size Learning rate Stride Momentum Dropout

Solutions glucose 10 10 10-3 4 0.9 0

Solutions albumin 19 16 10-3 5 – 0

Tablets NIR 25 45 10-3 3 0.8 0.1

TABLE II. CNN parameters used for the classification datasets.

Dataset Layer size Kernel size Learning rate Stride Momentum Dropout

Tablets NIR 6 5 10-3 26 – 0

Tablets Raman 12 37 10-3 6 0.9 0

Fruits 8 52 10-3 12 – 0

Wines 4 46 10-3 6 0.8 0

∗ ine.jernelv@ntnu.no
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II. PREDICTION ACCURACY FOR CLASSIFICATION METHODS

Table III shows the prediction accuracy for the classification methods in four different experiments: classification
on raw data, classification on pre-processed data, classification on data after feature selection, and classification after
both pre-processing and feature selection. Note that feature selection was not done on CNN.

TABLE III. Classification accuracy [%] on data, with and without pre-processing and feature selection. The best accuracy for
each model type and dataset is marked in bold.

No feature selection

Raw data Pre-processed data

Dataset CNN PLS-DA kNN SVM LogReg CNN PLS-DA kNN SVM LogReg

Tablets NIR 94 88 90 93 90 98 93 95 97 96

Tablets Raman 87 82 60 82 81 94 90 82 94 90

Fruits 97 92 91 95 95 99 95 96 97 99

Wines 50 41 42 50 42 87 66 62 66 76

Feature selection

Raw data Pre-processed data

Tablets NIR – 90 90 95 92 – 93 95 98 98

Tablets Raman – 88 61 85 84 – 93 86 91 92

Fruits – 92 91 96 95 – 96 94 97 100

Wines – 58 45 60 62 – 81 75 82 85

III. PREDICTION ACCURACY FOR REGRESSION METHODS

Table IV shows the prediction accuracy for the regression in four different experiments: regression analysis on
raw data, regression on pre-processed data, regression on data after feature selection, and regression after both pre-
processing and feature selection.
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TABLE IV. Prediction accuracy with coefficient of determination (R2), with and without pre-processing and feature selection.
The best accuracy for each model type and dataset is marked in bold.

No feature selection

Raw data Pre-processed data

Dataset CNN PCR PLSR RF Net CNN PCR PLSR RF Net

Glucose 0.9876 0.9449 0.9787 0.823 0.7708 0.9912 0.9852 0.9948 0.9827 0.996

Albumin 0.9952 0.994 0.9948 0.9827 0.9913 0.9981 0.9954 0.9959 0.9942 0.9972

Tablets NIR 0.9635 0.9221 0.9363 0.7591 0.7281 0.9723 0.9485 0.9532 0.9742 0.9364

Feature selection

Raw data Pre-processed data

Glucose – 0.9771 0.9833 0.9792 0.9811 – 0.9925 0.9968 0.9863 0.9965

Albumin – 0.9965 0.9979 0.9864 0.9957 – 0.9972 0.9979 0.9966 0.9981

Tablets NIR – 0.9318 0.9422 0.8826 0.8115 – 0.9536 0.9624 0.9781 0.9627

TABLE V. Prediction accuracy with root-mean-square error of prediction (RMSEP), with and without pre-processing and
feature selection. The best accuracy for each model type and dataset is marked in bold.

No feature selection

Raw data Pre-processed data

Dataset CNN PCR PLSR RF Net CNN PCR PLSR RF Net

Glucose 26.58 57 35.4 102.1 116.2 20.4 29.5 17.5 31.9 15.3

Albumin 120 135.6 126.6 230.7 163.8 75.4 119.5 111.5 133.5 92.3

Tablets NIR 0.2653 0.3684 0.3331 0.6478 0.6733 0.2196 0.2994 0.2856 0.2132 0.333

Feature selection

Raw data Pre-processed data

Glucose – 38.9 27.7 33.2 29 – 19.4 15.1 26.5 15.2

Albumin – 113.8 105.8 111.2 121.9 – 95.8 85.3 0.110 77

Tablets NIR – 0.3368 0.3173 0.4519 0.4806 – 0.2859 0.2656 0.2118 0.2628
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IV. PRE-PROCESSING METHODS

Several pre-processing methods were evaluated for this study, and an overview can be found in Table VI. These pre-
processing methods were divided into five separate steps, and all possible combinations were tested for each dataset
and each model. A more in-depth description of the various methods can be found in the Readme for the SpecAnalysis
software package (https://github.com/jernelv/SpecAnalysis) or in the references in the main article.

TABLE VI. Alternatives for pre-processing methods used in this study.

1. Binning

- Binning together 1, 2, 4, 8, or 16 datapoints

2. Scatter correction

- Normalisation

- Standard normal variate (SNV)

- Multiple scatter correction (MSC)

3. Smoothing/filtering

- SG filter Polynomial order: 1, 2, or 3

Filter width: 3, 5, ..., 21 data points

- Fourier filter Window function: none, Blackman-Harris, Hamming, Hann

Filter cutoff: 20, 21, ... 50 points in Fourier space

Filter window size: 1.1, 1.2, 1.3

- Finite/infinite impulse response filters: Butterworth, Hamming, moving average (MA)

4. Baseline correction

- Subtract constant value

- Subtract linear background

- Spectral differentiation: 1st or 2nd derivative

5. Scaling

- Mean centering

- Scaling
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V. OPTIMAL PRE-PROCESSING METHODS FOR CLASSIFICATION

The following tables show the optimal pre-processing methods applied to each dataset for the classification analysis.

TABLE VII. Pre-processing methods applied to the Tablets NIR dataset.

Classification Pre-processing

CNN Baseline correction, scaling

PLS-DA Baseline correction

kNN Baseline correction and scaling

SVM Scaling

LogReg Binning, Butterworth filter, baseline correction, scaling

TABLE VIII. Pre-processing methods applied to the Tablets Raman dataset.

Classification Pre-processing

CNN Binning, baseline correction, scaling

PLS-DA Binning, Fourier filter

kNN Binning, normalisation, SG filter, baseline correction, scaling

SVM Binning, SG filter, first derivative, scaling

LogReg Binning, MA filter, scaling

TABLE IX. Pre-processing methods applied to the Wines dataset.

Classification Pre-processing

CNN Binning, SG filter, second derivative, scaling

PLS-DA Binning, SG filter, second derivative

kNN Binning, MA filter, second derivative, scaling

SVM Binning, SG filter, second derivative, scaling

LogReg Binning, SG filter, second derivative, scaling
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TABLE X. Pre-processing methods applied to the Purées dataset.

Classification Pre-processing

CNN Binning, SG filter, second derivative, scaling

PLS-DA Normalisation, first derivative, scaling

kNN First derivative, scaling

SVM Normalisation, scaling

LogReg Normalisation, subtract linear baseline, scaling

VI. OPTIMAL PRE-PROCESSING METHODS FOR REGRESSION

The following tables show the sequency of the optimal pre-processing methods applied to each dataset for the
regression analysis.

TABLE XI. Pre-processing methods applied to the Solutions dataset with glucose as the target analyte.

Regression Pre-processing

CNN Binning, MA filter, first derivative, scaling

PCR First derivative, scaling

PLSR SG filter, first derivative, scaling

RF Binning, SG filter, second derivative

Net SG filter, first derivative, scaling

TABLE XII. Pre-processing methods applied to the Solutions dataset with albumin as the target analyte.

Regression Pre-processing

CNN Binning, Butterworth filter, second derivative, scaling

PCR Normalisation, SG filter, second derivative, scaling

PLSR Binning, SG filter, first derivative, scaling

RF Binning, SG filter, first derivative, scaling

Net SG filter, scaling
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TABLE XIII. Pre-processing methods applied to the Tablets NIR dataset for regression analysis.

Regression Pre-processing

CNN Binning, MSC, MA filter, scaling

PCR Binning, MSC, SG filter, subtracted linear baseline, scaling

PLSR Binning, MSC, SG filter

RF Binning, SNV, Butterworth filter, second derivative

Net MSC, SG filter, first derivative, scaling

VII. FEATURE SELECTION WITH CNN

In a preliminary analysis, stability feature selection was used on the regression data in order to identify the most
important spectral regions. For the Solutions dataset, only the fingerprint region 1800–900 cm-1 has been plotted for
clarity, as this was the area in the dataset where important information was identified by the CNN. Only minimal
differences were seen in the important regions on the raw vs. the pre-processed data.

FIG. 1. Important regions identified for CNN regression analysis of glucose in the Solutions dataset.
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FIG. 2. Important regions identified for CNN regression analysis of albumin in the Solutions dataset.

FIG. 3. Important regions identified for CNN regression analysis of weight percent in the Tablets NIR dataset.
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Infrared measurements of glucose in peritoneal
fluid with a tuneable quantum cascade laser

INE L. JERNELV,* DAG ROAR HJELME, AND ASTRID AKSNES
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Bragstads plass 2A, 7491 Trondheim, Norway
*ine.jernelv@ntnu.no

Abstract: Fast and accurate continuous glucose monitoring is needed in future systems for
control of blood glucose levels in type 1 diabetes patients. Direct spectroscopic measurement
of glucose in the peritoneal cavity is an attractive alternative to conventional electrochemical
sensors placed subcutaneously. We demonstrate the feasibility of fast glucose measurements in
peritoneal fluid using a fibre-coupled tuneable mid-infrared quantum cascade laser. Mid-infrared
spectra (1200–925 cm−1) of peritoneal fluid samples from pigs with physiological glucose levels
(32–426 mg/dL, or 1.8–23.7 mmol/L) were acquired with a tuneable quantum cascade laser
employing both transmission and attenuated total reflection (ATR) spectroscopy. Using partial
least-squares regression, glucose concentrations were predicted with mean absolute percentage
errors (MAPEs) of 8.7% and 12.2% in the transmission and ATR configurations, respectively.
These results show that highly accurate concentration predictions are possible with mid-infrared
spectroscopy of peritoneal fluid, and represent a first step towards a miniaturised optical sensor
for intraperitoneal continuous glucose monitoring.

Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License. Further
distribution of this work must maintain attribution to the author(s) and the published article’s title, journal
citation, and DOI.

1. Introduction

Challenges related to chronic illnesses, an ageing population, and increased healthcare costs have
led to great interest in development of sensor solutions that enable real-time or point-of-care
(POC) monitoring, such as glucose sensors for diabetic patients. Monitoring of blood glucose
levels (BGLs) is crucial for treatment of diabetes in order to avoid short- and long-term effects
related to low (hypoglycaemia) and high (hyperglycaemia) glucose levels for patients treated with
insulin [1–3]. Most commercially available glucose sensors are electrochemical and estimate
glucose concentrations based on an enzymatic reaction, either with fingerprick measurements or
with a continuous glucose monitoring (CGM) device worn on the body [4].

Optical measurement methods have a large potential for CGM, as they may be fast and reagent-
free [5]. Mid-infrared (MIR) spectroscopy has several characteristics that are advantageous
for POC monitoring. The MIR range, 2.5-25 µm, covers the fundamental vibrational and
rotational absorption bands of organic and inorganic molecules. MIR spectroscopy can thereby
produce relatively strong absorption bands with uniquely identifiable features. The commercial
availability of tuneable quantum cascade lasers (QCLs) has also opened up more avenues for
MIR spectroscopy applications [6]. QCLs are small, with high spectral power density, and can
be engineered to cover a wanted wavelength region [7]. Tuneable QCLs have been used for in
vitro measurements of e.g. human blood serum [8], and promising preliminary investigation
of subcutaneous glucose measurements in rats has been shown with a single-wavelength QCL
[9]. For non-invasive approaches, Werth et al [10]. showed glucose measurements based on
backreflected light from the hand, while Kino et al [11]. determined glucose concentrations from
measurements of the inner lip mucosa.

#393617 https://doi.org/10.1364/BOE.393617
Journal © 2020 Received 25 Mar 2020; revised 29 Apr 2020; accepted 1 May 2020; published 18 Jun 2020
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CGM devices used today are placed with a patch on for example the arm or the abdomen, with
a small filament positioned under the skin. Through this, the glucose concentration is measured
in the interstitial fluid (ISF) between cells. This approach often improves control over the BGL
compared to fingerprick measurements as the user typically gets glucose measurements every 5
minutes [12]. However, measuring glucose in the ISF is not without disadvantages. Glucose
molecules have to diffuse from capillaries to the ISF, in addition to the time constant between the
tissue and the sensing site. Further uncertainties are introduced with changes in tissue dynamics,
such as temperature and pressure in the region, as well as biofouling and encapsulation of the
sensor due to an inflammatory response [13]. Subcutaneous (SC) glucose levels have been
reported to lag behind the BGL by 5-15 minutes, which can be detrimental to glucose control
[14–16]. Similar delays have also been found for various non-invasive approaches. This might
be a real limit to further advancement of diabetes treatment. An artificial pancreas (AP), which
would be a fully automated system with glucose measurements and insulin infusions, would
depend heavily on detecting rapid changes in the BGL [17,18].
The abdominal cavity, or the peritoneal space, has been suggested as a potential site for

glucose measurements and insulin infusions [19–21]. Peritoneal fluid, which lubricates the
organ surfaces in the peritoneal space, contains glucose in similar concentrations to the BGL.
Promising short-term studies with intraperitoneal (IP) glucose sensing using electrochemical
sensors have been reported [22], and some preliminary data from recent long-term studies have
been demonstrated [23]. These studies have shown faster glucose sensing dynamics in the
peritoneal space compared to SC sites, indicating that the intraperitoneal space may be a better
site for a fully automated AP. Peritoneal fluid may be considered an ultrafiltered plasma, with
lower cellularity and lower total protein content than e.g. serum or ISF. We therefore expect the
peritoneal cavity to be an attractive site for mid-infrared spectroscopic CGM. Glucose sensing in
peritoneal fluid with mid-infrared spectroscopy has so far not been investigated.
In this study we demonstrate the feasibility of fast and accurate glucose measurements in

peritoneal fluid from pigs using a fibre-coupled mid-infrared quantum cascade laser. The
compositions of pig blood and human blood are similar [24,25], and the optical properties are
expected to be similar. Due to this, and the general use of pigs as research animals, the results
presented here should be transferable to humans. Highly accurate predictions of glucose levels in
unknown fluid samples were achieved using regresssion methods on theMIR spectra. Comparable
results were achieved both in transmission and attenuated total reflection (ATR) configurations
using two fibre-coupled setups developed with the aim of future in vivo applications. This
demonstrates the potential of mid-infrared spectroscopy as an optical measurement method for
glucose monitoring in the peritoneal space.

2. Materials and methods

2.1. Biological samples

Peritoneal fluid and blood samples were collected from anaesthetised pigs that were used in animal
trials from November to December 2019 at the Department of Clinical and Molecular Medicine,
NTNU, Trondheim. The animal experiments were approved by the Norwegian Food Safety
Authority (FOTS number 12948), and were in accordance with "The Norwegian Regulation
on Animal Experimentation" and "Directive 2010/63/EU on the protection of animals used for
scientific purposes". Samples were acquired from a total of six pigs. The animals were a mixture
of male and female, and weighed 40-60 kg. No additional animals were sacrificed for these fluid
measurements.

In total, 79 centrifuged peritoneal fluid samples from five different pigs, and 21 blood samples
from two different pigs were obtained. Sample details are summarised in Table 1. In addition,
five non-centrifuged peritoneal samples were acquired from one pig for comparison with the
centrifuged peritoneal samples. Samples were kept in Eppendorf tubes with 1.5 mL volume
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and stored at -18◦C. Most of the peritoneal samples were centrifuged to remove excess blood
residue and coagulate material, but were otherwise untreated. The non-centrifuged peritoneal
samples were heparinised in order to prevent coagulation. The blood samples were heparinised
and centrifuged, and the resulting blood plasma samples were used for measurements.

Table 1. Overview of fluid samples from pigs.

Sample type Pig # No. samples Initial glucose levels Spiked glucose levels

Peritoneal (centrifuged) 1-3, 5, 6 79 33–140 mg/dL 32–426 mg/dL

Peritoneal (not centrifuged) 4 5 72–90 mg/dL 75–200 mg/dL

Blood plasma 4,5 21 65–105 mg/dL 65–346 mg/dL

The acquired samples were measured in a blood gas analyser (ABL 725, Radiometer ApS,
Brønshøj, Denmark) to get accurate reference measurements for the glucose concentrations. The
samples had an initial glucose concentration range of 33–140 mg/dL (1.8–7.8 mmol/L) for the
peritoneal samples, and 65–105 mg/dL (3.6–5.8 mmol/L) for the blood plasma samples. A subset
of samples were spiked in order to investigate the entire range of physiological concentrations
found in humans. Spiking was performed by making a highly concentrated glucose solution
in demineralised water, and adding an appropriate amount to each sample with a micropipette.
This added less than 5% extra volume to each sample, and the calculated spiked concentrations
were adjusted according to the additional volume. The final concentration ranges after spiking
were 32–426 mg/dL (1.8–23.7 mmol/L) for the peritoneal fluid samples and 65–346 mg/dL
(3.6–19.2 mmol/L) for the blood plasma samples. Lactate and electrolyte levels were also
measured in the blood gas analyser, while total protein and albumin levels were measured in
a selection of the samples at an external laboratory. The levels of these other analytes are
summarised in the Appendix.

2.2. Data analysis

Multivariate data analysis for concentration prediction was done with the SpecAnalysis software,
which can be found on GitHub (https://github.com/jernelv/SpecAnalysis). For the centrifuged
peritoneal samples, the data was divided into a training set with 48 samples and a validation set
with 31 samples. Samples from pig 1, 3, and 5 were used for training, and samples from pig 2
and 6 were used for the validation set. An optimal regression model was found by performing
cross-validation (CV) on the training set. CV was done with random subsets (10 splits, 20
iterations). The best model from the training data was then applied to the validation data. A
similar approach was used to analyse the subset of peritoneal samples that were not spiked. This
subset consisted of 26 samples, with 14 samples used as a training set and 12 samples used as a
validation set. The blood plasma dataset was not divided into training and validation sets, as
the total dataset was 21 samples and the samples were obtained from only two pigs. Instead,
leave-one-out cross-validation (LOOCV) was used to evaluate the prediction accuracy.
Modelling was done with partial least-squares (PLS) regression, a method for multivariate

analysis that combines dimensionality reduction and linear regression. PLS regression with 3–12
latent variables (LVs) was evaluated with cross-validation.
Different pre-processing methods were used on the datasets. Data is always mean-centered

prior to PLS regression, so this method was applied to all data. Different filter/smoothing
methods (Savitzky-Golay filter, Fourier filter), spectral derivatives (first and second derivatives),
background correction, and normalisation were tested on the data. All possible combinations of
the included methods were tested in order to find the optimal pre-processing steps, and further
details can be found in the Appendix.
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The regression models were evaluated with the mean absolute percentage error (MAPE), which
is defined as:

MAPE =
1
n

n∑
t=1
| yt − ŷt

yt
| (1)

where yt are the real concentration levels and ŷt are the predicted concentration levels, with n
observations. MAPE is a common method used to evaluate regression models, and is independent
of scale. MAPE is also referred to as mean absolute relative difference (MARD), especially
for CGM systems. However, many other measures for prediction accuracy are also used, so for
completeness the root-mean-square error (RMSE), the coefficient of determination (R2), and the
standard error of prediction (SEP) are reported in the Appendix.

2.3. Experimental setup

In this study we performed measurements in two experimental setups based on transmission
spectroscopy and attenuated total reflection (ATR) spectroscopy, see Fig. 1. An external-cavity
quantum cascade laser (EC-QCL, Hedgehog-UT, Daylight Solutions Inc., USA) was used as
a light source in both setups. These setups were similar to those we previously characterised
and used for measurements of aqueous solutions, see Ref. [26] for further details. The full
tuning range of this laser was 1200–900 cm−1, which corresponds to 8.3–11.1 µm. The EC-QCL
ran in pulsed mode at a frequency of 100 kHz with 500 ns long pulses. An MCT detector
(PCI-4TE, VIGO System S.A.) with thermoelectric cooling was used to collect the infrared
radiation. Spectra were acquired in the 1200–925 cm−1 range, and the total measurement time
for one raw spectrum was 10 s. The acquired measurements were calculated as absorbance
(A = − log I/I0), based on the intensity measured with a sample (I) and the intensity measured
with a reference (I0). Deionised water was used for the reference spectra.

Fig. 1. Schematic illustration of the two experimental setups used for this study. a)
Transmission spectroscopy setup. b) ATR spectroscopy setup. The inset illustrates light
propagation and total internal reflection in an internal reflection element (IRE), which is the
principle for evanescent field sensing.

Silver halide fibres (ART photonics GmbH, Germany) were used to guide light in the
transmission setup, and a gap between the fibres was used for sensing. The gap between the
fibres was 200 µm, in accordance with the optimal pathlength found previously for our setup
[27]. 150 µL fluid was used for each measurement.
A trapezoidal ZnS prism was used as an internal reflection element (IRE) in the ATR setup.

This prism had a surface area of 24 mm x 2.4 mm, and a height of 1.2 mm. The thickness of this
prism was half of that used in our previous ATR experiments [26], and it had 11 reflections on

182 Publications



Research Article Vol. 11, No. 7 / 1 July 2020 / Biomedical Optics Express 3822

the top surface. Hollow-core optical fibres with an inner diameter of 1 mm were used for in- and
out-coupling of light. These fibres had an inner silver coating, which was made in a chemical
silver-mirror reaction [28,29]. The larger hollow-core fibre could efficiently collect radiation
from the end facet of the IRE without the need for additional focussing optics. 100 µL fluid was
necessary for each measurement.
ATR spectroscopy is based on absorption of the evanescent field that arises in total internal

reflection (TIR) between media with high and low refractive indices, see the inset in Fig. 1(b)
for an illustration of the concept. The evanescent field is non-propagating, but can still interact
resonantly with absorbing analytes. The absorbance signal correlates with the proportion of the
field emanating from the crystal, and the absorbance increases approximately linearly with the
number of reflections [30].

3. Results

3.1. Transmission setup

Spectra acquired from the three sample types that were measured (centrifuged and non-centrifuged
peritoneal fluid, and blood plasma) are shown in Fig. 2 for comparison. These spectra were
background-corrected, but otherwise untreated. The displayed spectra have similar glucose
concentrations and are from unspiked samples from different individuals. The spectra are plotted
for the range 1200–970 cm−1 for clarity, as the lower wavenumbers did not contain any visible
spectral features. The non-centrifuged peritoneal fluid samples were acquired mainly for this
comparison. These samples were not used further for regression analysis, as there were only five
non-centrifuged samples in total.

Fig. 2. Transmission spectra of peritoneal fluid (centrifuged and non-centrifuged) and
plasma samples with similar glucose concentrations for comparison. The samples are all
from different individuals.

The two types of peritoneal fluid samples had very similar spectra, with a difference in the
absorption feature at approximately 1045 cm−1. The non-centrifuged peritoneal fluid samples
contained blood residue, and were found to have coagulate material that formed over time despite
treatment with heparin as an anticoagulant. Spectra from the plasma samples had the same general
shape as the peritoneal fluid spectra, but with a higher total absorbance. The non-centrifuged
peritoneal fluid and blood plasma samples were heparinised, which could potentially also have
affected the spectra. However, heparin does not have any notable absorption features in the
wavelength range of the laser at the concentrations used [8], so this was not expected to affect the
measurements.
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The predicted glucose concentrations in peritoneal fluid and blood plasma measured in the
transmission setup are shown in Fig. 3, analysed with PLS regression using 5 and 6 LVs,
respectively. For the peritoneal samples, the training data had an internal MAPE of 8.3% with
cross-validation. For the 31 samples that were used as validation data, the MAPE was 8.7%. As
a comparison, the MAPE for only the unspiked samples with concentration range 33-140 mg/dL
was 6.1%. The blood plasma dataset was smaller at 21 samples in total, and therefore only
cross-validation was done on this data. The MAPE for plasma was 7.7%. These results were
achieved with a Savitzky-Golay filter for pre-processing (width 9, order 1). No additional
pre-processing was used for this data.

Fig. 3. Results from multivariate analysis of the transmission spectroscopy data. a)
Prediction of glucose concentrations in spiked and unspiked samples of peritoneal fluid from
pigs (48 samples for training, 31 samples for validation). b) Result from cross-validation of
glucose prediction in spiked and unspiked samples of pig blood plasma (21 samples).

3.2. ATR setup

The acquired ATR spectra were affected by a high frequency noisy structure, most likely due
to reflections/interferences in the setup. The intensity of these features was minimised through
alignment, but was difficult to eliminate completely. However, as the effect on the spectra was
constant between measurements, the concentration prediction was only minimally affected. The
high frequency features could also be removed with filtering methods, and the example in Fig. 4(a)
shows the result of applying a Fourier filter with a Blackman-Harris window function (cutoff at
28 datapoints in Fourier space, window size multiplier at 1.3).

Fig. 4. a) Spectrum from ATR spectroscopy of a peritoneal fluid sample before and after
Fourier filtering, and b) Filtered ATR spectra of peritoneal fluid samples with different
glucose concentration levels.
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Example spectra of peritoneal samples with glucose concentrations ranging from 97-300 mg/dL
are plotted in Fig. 4(b). The spectra have noticeable changes in absorption features with increasing
glucose concentrations, in particular around the 1035 cm−1 glucose absorption peak.
For the ATR measurements, the predicted glucose concentrations for peritoneal fluid and

plasma samples are shown in Fig. 5. The achieved MAPE for glucose in peritoneal fluid was
12.2%, and for blood plasma samples the MAPE for cross-validation was 7.8%. As in the
transmission measurements, the optimal models were found using 5 LVs for the peritoneal fluid
measurements and 6 LVs for the blood plasma measurements. Application of a Fourier filter
with the same parameters as in Fig. 4 gave the lowest prediction errors. For the smaller dataset of
unspiked peritoneal fluid samples, the achieved MAPE was 10.5%.

Fig. 5. Results from multivariate analysis of the ATR spectroscopy data. a) Prediction of
glucose concentrations in spiked and unspiked samples of peritoneal fluid from pigs (48
samples for training, 31 samples for validation). b) Result from cross-validation of glucose
prediction in spiked and unspiked samples of pig blood plasma (21 samples).

4. Discussion

Highly accurate prediction of glucose concentrations in peritoneal fluid was achieved with QCL-
based spectroscopy with 8.7% and 12.2% MAPE in the transmission and ATR configurations,
respectively. This is an encouraging preliminary result, as the accuracies of commercial
electrochemical CGM systems are in the range 9–20% [31,32]. The results are very promising
for fast and accurate glucose prediction as the measurement time was only 10 seconds, compared
to electrochemical sensors that usually average over 5 minutes. Rapid measurements can
potentially contribute to improvements in the health outcomes of diabetes patients, as long-term
complications can be reduced if the BGL is measured continuously with high accuracy and
short response time. Concentration prediction was also accurate for low glucose concentrations
(<100 mg/dL), which is a critical concentration range for management of hypoglycaemia in
diabetic patients. This is especially notable because the lowest concentration in the training
set was 72 mg/dL, while the lowest concentration was 32 mg/dL in the validation set. Hence,
the features in the measured spectra were still interpretable at very low concentrations, and the
regression model could be extended to unknown concentrations. All measurements used for
the validation set were from different pigs than the data in the training set, which also showed
that accurate predictions could be made with samples from different individuals. Accurate
predictions through cross-validation were also found for the blood plasma samples. The separate
analysis of the unspiked peritoneal samples also demonstrated that glucose concentrations could
be accurately determined in natural peritoneal fluid. The lower prediction errors compared to the
full analysis, at 6.1% and 10.5% for transmission and ATR spectroscopy, respectively, can be
attributed to the smaller dataset and narrower concentration range.
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The prediction error was somewhat worse in the ATR setup. This was likely due to a decrease
in SNR due to a lower absorbance signal, and the presence of a high-frequeny noisy structure
over the absorbance spectrum. The exact origin of this signal interference was not determined,
but was probably related to reflections/interferences in the setup. Spectra with the same shape as
in the transmission measurements could be recovered through Fourier filtering. With in vivo
applications in mind, the multireflection prism used as an IRE will likely be too large and bulky
for a practical implantable sensor. One option is to use a smaller single-reflection IRE with
signal-enhancement, which has given good preliminary results in the same setup as used here [33].
As discussed in our earlier study [26], a commercialised QCL-based sensor will also likely require
the use of a few fixed-wavelength lasers for cost and size reduction instead of a tuneable laser.
Some previous QCL studies on glucose measurements have explored concentration predictions
with only a few wavenumbers [34,35], which has demonstrated that this is a possible avenue
for sensor development. These fibre-coupled setups are otherwise highly suitable for further
development towards in vivo measurements.

The peritoneal fluid acquired directly from the pig trials was contaminated with blood residue,
which was introduced by the abdominal incisions for placement of sampling tubes and a bladder
catheter. Blood is not naturally found in peritoneal fluid, and was deemed as unwanted for further
measurements. Most of the peritoneal samples were therefore centrifuged prior to measurements.
This removes the blood cells, but also potentially white blood cells and larger proteins that are
found naturally in the peritoneum. A few non-centrifuged peritoneal samples were therefore
measured in order to investigate the difference between these sample types. The spectra of
centrifuged and non-centrifuged samples were very similar, with the main difference being a
stronger absorption feature in the non-centrifuged samples at 1045 cm−1 (Fig. 2). Absorption
around 1035 cm−1 is an important feature of glucose, and the additional feature in non-centrifuged
peritoneal fluid could potentially influence glucose concentration prediction. However, other
fluids with larger interferences around 1035 cm−1, such as blood serum, have previously been
investigated with accurate glucose prediction [8], and the prediction of glucose concentration
should therefore not have been unduly affected by using centrifuged samples. The origin of this
absorption feature was also uncertain, as it could be a product of either blood residue or other
analytes that were removed by centrifugation. The non-centrifuged samples were more difficult
to work with due to formation of coagulate material, despite the addition of an anticoagulant, and
the exact spiking concentration was more uncertain. It was therefore determined that centrifuged
peritoneal samples were acceptable for this initial study.
Peritoneal fluid spectra had the same general shape as the blood plasma spectra, but the total

absorbance signal was higher for the blood plasma spectra. This indicates a higher concentration
of absorbing analytes in plasma compared to peritoneal fluid. This is in agreement with previous
research, which has shown lower concentrations of e.g. albumin and lactate in bovine peritoneal
fluid compared to bovine plasma [36]. This was also shown from the measurements of total
protein and albumin in a subset of the samples, which was done at an external facility (see Table 2
in the Appendix). Total protein concentrations were more than twice as high in the blood plasma
samples compared to the peritoneal samples, and the albumin concentrations were also found
to be higher in blood plasma. Total protein and albumin concentrations in the non-centrifuged
peritoneal samples did not differ considerably from the centrifuged samples. This indicates that
protein concentrations were not meaningfully affected by centrifugation, although this is not a
definitive conclusion as the non-centrifuged samples were from only one animal.

Although a total of 79 centrifuged peritoneal fluid samples were measured, these were obtained
from only 5 individual pigs, and the initial glucose levels were in a relatively narrow range. The
amount of peritoneal fluid in the body is limited (<50 mL), which restricts how much and how
often peritoneal fluid can be sampled. A broader concentration range was achieved by spiking a
subset of samples. Spiking is an efficient way to get a more varied sample set, however it does
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not necessarily reflect real-life variations. Peritoneal fluid is a complex matrix where several
components are in equilibrium to some degree, and a change in glucose concentrations will
usually occur together with a change in e.g. electrolyte levels. This could not be recreated with
concentration spiking. Some between-individual and within-individual variation in the samples
might therefore have been missed. However, the validation results were very good considering
the large range of glucose concentrations. In addition, the samples used for validation were from
different pigs than the ones that were used for training the regression model, which shows that
concentration predictions with high accuracy can be achieved across individuals.

5. Conclusion

QCL-based spectroscopy setups were used for direct and reagent-free measurements of glucose
levels in peritoneal fluid. Both direct transmission spectroscopy and evanescent field sensing
were accurate for glucose level prediction, with achieved MAPEs of 8.7% and 12.2%, respectively.
Spectra acquired from peritoneal fluid were found to be similar to those from blood plasma, but
with less total overall absorbance.

This study demonstrates that glucose concentrations can be measured accurately in peritoneal
fluid, with similar results to previous studies using mid-infrared spectroscopy for measurements
of human blood serum [8]. Intraperitoneal sensing has been suggested as a faster and more
accurate way of controlling glucose levels in diabetic patients. Future work should include in
vivo measurements in an animal model to confirm the functionality of this sensor system in
realistic sensing scenarios.

Appendix

Analyte overview

Table 2 summarises the fluid components that were measured in the peritoneal fluid samples
and the blood plasma samples. Glucose, lactate, and electrolyte (Na+, K+, Ca2+, Cl−) levels
were measured in in an ABL 725 blood gas analyser (ABL 725, Radiometer ApS, Brønshøj,
Denmark). These measurements were done directly after each pig trial was finished, and the
samples were subsequently frozen at -18◦C. In addition, a selection of samples were sent to
Sentrallaboratoriet, Faculty of Veterinary Medicine, Norwegian University of Life Sciences
(NMBU) for measurements of total protein and albumin. Total protein concentration was
measured with the Biuret method in an Advia 1800 Chemistry System (Siemens Healthineers
AG, Germany). Albumin concentration was measured by capillary electrophoresis in a Sebia
Capillarys 2 (Sebia GL, France). As total protein and albumin were measured in only a subset of
the samples, it is likely that the concentrations ranges found were not completely representative
of the actual variance in the samples.

Pre-processing methods

The measured mid-infrared spectra consisted of 390 datapoints in the 1200-925 cm−1 range and
had a resolution of 0.7 cm−1. Pre-processing methods were tested on the raw spectra as a part of
the data analysis, and the variants tested are detailed in Table 3.

Prediction accuracy

Various measures of prediction accuracy are used in multivariate analysis. Table 4 summarises
four different measurement errors from the analysis of peritoneal fluid and blood plasma in the
QCL-based transmission and ATR spectroscopy setups. These are mean absolute percentage
error (MAPE), root-mean-square error of prediction or cross-validation (RMSEP/RMSECV),
coefficient of determination (R2), and standard error of prediction (SEP). Training and validation
sets were used for the peritoneal fluid samples, and the prediction accuracies are based on the
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Table 2. Overview of analyte concentrations in the different fluid types obtained from pig trials.

Fluid type

Analyte Peritoneal (centrifuged) Peritoneal (non-centrifuged)a Blood plasma

Glucose 33–140 mg/dL 72–90 mg/dL 65–105 mg/dL

(1.8–7.8 mmol/L) (4–5 mmol/L) (3.5–4.9 mmol/L)

Lactate 1.1–2.4 mmol/L 1.4–1.8 mmol/L 0.4–1.8 mmol/L

Na+ 134–138 mmol/L 132–135 mmol/L 131–138 mmol/L

K+ 3.9–5.2 mmol/L 5.3–5.5 mmol/L 4–4.7 mmol/L

Ca2+ 1.1–1.3 mmol/L 1.2 mmol/L 1.2–1.35 mmol/L

Cl− 98–104 mmol/L 99–102 mmol/L 97–103 mmol/L

Total proteinb 15–21 g/L 16–17 g/L 42–46 g/L

Albuminb 7–11 g/L 7–8 g/L 16–18 g/L

aMeasured from only one individual
bConcentration ranges for total protein and albumin were obtained from a subset of samples, and are therefore likely not
representative of the full variance in all the samples measured.

Table 3. The following variants of pre-processing methods were tested in this study, and all
possible combinations were evaluated.

Method Variants

Baseline correction None, constant, linear

Savitzky-Golay filter Filter width: 3, 5,. . . , 21 data points

Polynomial order: 1st, 2nd, or 3rd

Fourier filter Window function: none, Blackman-Harris, Hamming, Hann

Filter cutoff: 20, 21,. . . , 50 data points in Fourier space

Filter window size: 1.1, 1.2, 1.3

Spectral derivative No derivative, 1st, or 2nd derivative

Normalisation Scaling, standard normal variate, multiple scatter correction

results on the validation data. Analysis of the unspiked peritoneal fluid samples used a subset of
the total datasets, with 14 samples in the training set and 12 samples in the validation set. As the
plasma dataset was smaller, it was evaluated as a training set with leave-one-out cross-validation
(LOOCV).

Table 4. Overview of various prediction errors obtained for multivariate analysis of glucose levels
in peritoneal fluid and blood plasma from pigs.

Measurement MAPE RMSE R2 SEP

Peritoneal, transmission 8.7% 9.9 mg/dL 0.9926 10 mg/dL

Peritoneal, ATR 12.2% 12.8 mg/dL 0.989 11.8 mg/dL

Unspiked peritoneal, transmission 6.1% 5.5 mg/dL 0.9845 5.3 mg/dL

Unspiked peritoneal, ATR 10.5% 9.6 mg/dL 0.9621 9.4 mg/dL

Plasma, transmission 7.7% 9.2 mg/dL 0.9915 9.1 mg/dL

Plasma, ATR 7.8% 9.4 mg/dL 0.9899 9.3 mg/dL
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