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Abstract

Fiber-optic sensors offer unique benefits within the field of exper-
imental thermodynamics due to their small size and inert all-fiber
design. Interrogation of the reflected signal enables insertion probes
able to monitor harsh conditions, with fast response and minimal
impact on the system. This thesis presents the development process
– from understanding the fabrication and the associated challenges,
through a proof-of-concept realization, to the application of fiber-
optic sensors to study phase transitions.

The multi-mode fiber interferometers used are a simple and robust
class of fiber-optic sensors, which can be designed to be sensitive to
temperature, strain and refractive index (RI). The interference spec-
trum depends solely on the propagation constants and the geometry
of the sensor, which is fabricated by splicing a section of coreless
or thin-core fiber to the distal end of an optical fiber. Despite the
simple fabrication, it is challenging to achieve a reproducible optical
response. The thesis addresses this by investigating how inaccuracies
in the geometry affect the ensemble of modes that is excited, and
how this affects the produced spectrum. Guided-mode propagation
simulations show that deviations in the cleave angle of the fiber
end-face are more significant than inaccuracies in the spliced region.
In the experimental results, however, large variations are observed
independent of the cleave angle. It is concluded that the spliced
region, which is more difficult to measure, plays a significant role in
the produced spectrum.

The thesis proceeds to demonstrate how multi-mode fiber interfer-
ometers can be used in conjunction with a fiber-Bragg grating (FBG)
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to analyze phase transitions in binary mixtures of ethanol and water.
The temperature and strain sensitivity of the FBG is used to decou-
ple these parameters from the multi-mode interferometer (MMI)
response. The remaining RI sensitivity of the MMI is used to measure
the increased ethanol concentration caused by pure ice forming in
the mixture. The measured melting points show excellent agreement
with tabulated values.

The sensor system developed is then used to study ice formation in
supercooled water-alcohol mixtures. The results are compared to
theoretical predictions from heterogeneous nucleation theory. The
effect on the nucleation barrier from solute type and concentration is
studied, as well as the reduction in this barrier as a function of con-
tainer material and pre-experiment rinsing procedures. Because of
the dependency of the nucleation rate on the self-diffusivity of water,
ice growth rates are measured in different ethanol concentrations to
estimate the diffusivity at the liquid-solid interface.
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Introduction 1
Water is a prerequisite for life and is present in virtually every aspect
of our daily life. For humanity, water has always been a source of
wonder, joy and suffering. From becoming one of the Aristotelian
elements, up until today, water has sparked fascination and curiosity
from scientists all over the world. Almost all industrial processes
involve water, either as a solvent, product, reactant, or as an impu-
rity. As a solvent, the properties of water, such as the boiling and
freezing temperatures, depend on the concentration and properties
of the solute. And as the only common substance to exist as a solid,
liquid and gas under normal terrestrial conditions, the study of its
transitions from one aggregate state to another is of tremendous
interest.

At the time when this thesis is written, the age of sensors is upon
us. What often is considered to be the first modern sensor, the ther-
mostat, was invented in 1883 [1]. The world today has more than
20 billion sensor-containing devices connected to the internet [2].
Already in the year of 2009, the number of devices surpassed the
human population, and the Internet of Things (IoT) was said to be
born [3]. Today, sensors that measure temperature, pressure, prox-
imity/distance, movement, humidity and electromagnetic waves, are
a natural part of life.

With the invention of laser light in the year of 1960, the scientific
progress towards optical waveguides was accelerated. The first fiber-
optic sensor was patented already in 1967 – a proximity sensor based
on bifurcated fiber bundles [4]. In 1970, the first low-loss, single-
mode optical fiber from Corning Inc. sparked the development of
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modern communication technology [5]. More importantly for this
work, these single-mode fibers enabled intrinsic interferometry, with
significant advantages over sensors based on free space propagation.
Because the light was now confined within the fiber, the sensors could
also be embedded inside the materials to monitor the conditions from
within [6].

Implementation of sensor technology in our society is expected to
address eight out of the seventeen Sustainable Development Goals
from the United Nation [7]. Sensors enable control and optimization,
which may aid in the reduction of manufacturing costs, improving
the utilization of natural resources, improving product quality, and
with compliance to regulatory standards. Both implementation of
existing solutions and development of new technology are important
to reach these goals.

In the situation today, with increasing demand for energy and energy
efficiency, there is a growing need for optimization and control.
The EU’s 20-20-20 goals – 20% increase in energy efficiency, 20%
reduction of CO2 emissions, and 20% renewables by 2020 – show the
political incentive for new and improved solutions. The International
Energy Agency (IEA) also found that most industrial processes use
at least 50% more energy than what is theoretically required by the
laws of thermodynamics [8]. When many thermodynamic processes
include a transition from one aggregate state to another, such as
hydrogen liquefaction [9], it is essential to optimize and control
these transitions, also with regards to quality and safety [10, 11].

When measuring thermophysical properties, it is important to min-
imize the impact that the measurement has on the system. In that
regards, fiber-optic sensors offer a unique possibility, with their inert
material and small thermal mass. The possibility for remote sensing,
and simple implementation in both experimental and industrial se-
tups further strengthen the argument for this class of sensors. Their
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robustness from cryogenic temperatures [12] up to 1100◦C [13]
enables most phase transitions to be detected and analyzed.

1.1 The characteristics of phase transitions

In thermodynamics, a phase is a mechanically separable part of a
system with homogeneous properties, such as temperature, pres-
sure and concentration [14]. Therefore, the properties of a medium
change when it transitions from one phase to another, e.g. between a
solid, liquid, gas or plasma. These properties include e.g. the electri-
cal conductivity, heat capacity, density, viscosity and refractive index.
The phase transitions occur in response to changes in the external
conditions, e.g. temperature and pressure, and often discontinuously.
To know when a phase transition will occur and how it proceeds,
is important in numerous industrial processes. Generally, these are
processes where heat is exchanged, either purposely, e.g. to capture
CO2 [15], or where it is undesired, e.g. precipitation of inorganic
salts from aqueous solutions [16].

1.2 Overview of characterization techniques

The simplest method to detect a phase transition is visual observa-
tion. Most materials look different depending on their aggregate
state – transparent oils become opaque as they solidify, and gases
are mostly transparent. In general, their optical properties change
with aggregate state, e.g. how light is scattered, or how much is
absorbed. Also the other physical properties that change during a
phase transition can be measured to detect phase transitions.

Another method to detect phase transitions is to use the associated
latent heat, also called enthalpy of fusion/solidification. Differences
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between the internal energies of the different phases must be sup-
plied or removed in order for the transition to proceed. To melt ice
into water, 333.55 J/g must be supplied, and the temperature will
remain constant during the process. In freezing water, the same
amount of energy is released.

Sensors are necessary to capture a phase transition based on the
methods mentioned above. Visual inspection is not always viable in
our automated world, but a camera with image processing can in
some cases be an effective alternative [17]. However, this requires
transparent windows or containers. Spectroscopic techniques, where
the intensity of light is measured as a function its wavelength, may
also be used to capture the wavelength-dependent changes associated
with phase transitions in greater detail.

Techniques that measure other properties that change during a phase
transition have also been demonstrated. By measuring changes in
the impedance of the sample, Qin et al. [18] detected ice fouling on a
subcooled metal surface. Zhang et al. [19] detected CO2 frost points
by measuring changes in pressure caused by the phase transition.

The latent heat associated with a phase transition may be detected
by measuring the amount of heat that must be supplied/removed to
increase/decrease the temperature, in comparison with a reference
material. This technique is called differential scanning calorimetry
(DSC), and was used by Takaizumi et al. [20, 21] and Koga et
al. [22] to study the freezing of ethanol-water mixtures. Differential
thermal analysis (DTA) is a simpler method, where the temperature
is measured in comparison with a reference sample [17]. It is then
important that the temperature measurement does not change the
conditions of the experiment [23].

Whereas the above mentioned techniques are excellent for studying
phase transitions, some may be complicated and difficult to imple-
ment in existing experimental setups. For instance, DSC requires
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the sample and reference to be compared under identical conditions,
and the heat going into/out of both must be measured. To measure
the impedance of a solution, the container also needs to be isolating
to lead the current through the sample.

Fiber-optic sensor technology overcomes these challenges, with their
simple implementation and small thermal masses. The ability for
remote sensing also offers an intrinsically safe sensing system, which
is ideal for monitoring in flammable environments. Although the
ability for accurate measurements with little influence on the ther-
modynamic processes is ideal for analyzing phase transitions, the
application of fiber-optic sensors for this purpose has so far received
little attention. Only recently have researchers started exploring this
field [24–27].

The fiber-optic techniques for phase transition detection are based on
the difference in refractive index (RI) between the two phases. Han et
al. used n-octadecane, which has RIs just above and below that of the
glass used in optical fibers. This enabled easy characterization based
on a guiding or no-guiding condition, and was demonstrated both
in a multi-mode interferometer (MMI) [25] and a Fresnel reflection
probe [24]. Although the RIs of n-octadecane is a special case, the
principles can be used as long as there is a change in RI related
to the phase transition. Mani et al. showed this by using a Fresnel
reflection probe to detect freezing of aqueous NaCl-solutions [27].
These Fresnel-reflection sensors only have the cleaved end of the fiber
in contact with the sample. This makes them mechanically robust,
but also susceptible to irregularities such as impurities or bubbles
that may be present. Kumar et al. detected melting of paraffin wax
with an MMI by utilizing micro-strain in the sensor imparted by the
solid phase [26].

Although the mentioned techniques are interesting and often well
implemented, they do not fully exploit the potential of fiber-optic
sensors to detect and analyze phase transitions. With fiber-optic
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sensors, both the temperature and concentration of the sample can
be captured real-time during the progress of the phase transitions.

1.3 Aim and scope of the thesis

The aim of this thesis is to create a fiber-optic sensor system to detect
and analyse liquid-solid phase transitions – and to demonstrate and
evaluate its usefulness and the information it supplies. The tem-
perature at which the nucleation and growth is initiated and how
it progresses, represents important information about the system.
Accurate sensing techniques that cause minimal perturbations to
the system are important both with regards to improving the fun-
damental understanding of phase transitions, as well as in online
monitoring of industrial processes. The thesis therefore intends to es-
tablish a general sensing system, based on fiber-optic sensors, which
can be adapted and implemented in new or existing setups. The
sensing system will be utilized to investigate liquid-solid transitions
in aqueous ethanol mixtures in order to demonstrate its potential
benefits.

The thesis treats challenges associated with fabricating fiber-optic
sensors, limited to MMIs with their original diameter, i.e. no etching
or side-polishing. The thesis also demonstrates how the information
gained from the sensor system can be used in industrial monitoring or
to obtain new insight about phase transitions, limited to liquid-solid
and solid-liquid transitions.

1.4 Organization of the thesis

The following chapter presents the relevant background within the
field of fiber-optic sensors, followed by a chapter on thermodynamic
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principles and classical nucleation theory. The experimental chapter
contains details on the experimental setup, the fabrication of the
sensors used in this thesis, as well as the theoretical framework and
the implementation of the mode-field propagation model that has
been developed. Then the publications included in this thesis are
summarized and discussed, before the concluding remarks and sug-
gestions for further work is presented. The papers will be presented
chronologically according to their submission/publication date, as
this order represents the progression of this work.

1.4 Organization of the thesis 7





Fiber-optic sensors 2
„A device that responds to a physical

stimulus (such as heat, light, sound,
pressure, magnetism, or a particular
motion) and transmits a resulting
impulse (as for measurement or
operating a control)

— Merriam-Webster
definition of a sensor

A sensor is often defined as a device that outputs a signal in response
to changes in its environment. The response should only be sensitive
to the measurand, and insensitive to other parameters. It is also
important that the influence by the presence or operation of the
sensor on the measured property is minimized. This is especially
important when measuring thermodynamic properties.

Active sensors depend on an excitation signal, which is modulated by
the sensor. Passive sensors intrinsically exhibits a signal that is sensi-
tive to the measured property. In both cases, the correlation between
changes in the signal and the measured property needs to be estab-
lished, often referred to as sensor calibration. Also, modern systems
often require analog-to-digital conversion to utilize the measurement
in our digital world. For chemical sensors and biosensensing, some
sort of recognition is required to ensure adequate specificity [28].
This is not required when measuring parameters such as tempera-
ture and pressure, although cross-sensitivity may be an issue also
here [29].
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Fiber-optic sensors offer many advantages over conventional elec-
trical sensors in certain situations. However, only few commercial
successes have materialized despite great efforts from the research
community [6, 30]. One possible reason for this is the competi-
tion with conventional sensors in well-established markets, such as
within civil engineering [31]. Fiber-optic sensing technologies are
therefore more popular in applications where they offer unique ad-
vantages over electrical sensors, e.g. where there is a need for low
weight/volume, electrically passive sensing heads, or distributed mea-
surements [6]. Examples of areas where fiber-optic sensors have been
realized successfully include e.g. distributed sensing (temperature/a-
coustic) [6, 32], gyroscopes and specific chemical sensors [6].

The general setup for fiber-optic sensing is shown in Fig. 2.1, in a
transmission geometry (a) and reflection geometry (b). In both cases,
a light source is used to create the input signal, which in the end is
captured by the detector and translated into a meaningful quantity
by the electronics. Based on the measured parameter, the transducer
modulates the signal with regards to its amplitude, frequency, polar-
ization or phase. The transducer can be as small as only the end-face
of the fiber [24], or be the whole length of the fiber as in distributed
sensing [32].

In optical sensing, the sensor is often understood as the transducer
alone, see Fig. 2.1. The transducer creates an optical signal, and the
sensor system therefore also requires optical-to-electrical conversion
(detector). Although the sensitivity of the sensor is often defined
based on the transducer, the performance of the sensor system also
depends on the light source, the detector and the electronics.

This chapter presents the relevant background and theory within the
field of fiber-optic sensors, which will be limited to the sensor itself.
This includes multi-mode and grating based interferometers with
regards to measuring temperature and refractive index. First, a short
introduction to fiber-optic waveguides is included.

10 Chapter 2
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Source Transducer

Recognition

Detector Electronics

Sensor
Optical fiber Optical fiber

(a)

Source

Electronics Detector

Coupler
Recognition

Transducer

Sensor
Optical fiber

Optical fiber

(b)

Fig. 2.1: Generalization of a fiber-optic sensor system in a transmission (a)
and reflection (b) configuration.

2.1 Optical fibers as waveguides

Optical fibers are dielectric cylinders that guide light based on total
internal reflection. The condition for guiding light is a higher RI in
the guiding medium compared to the surroundings. In most optical
fibers the light is guided in the core of the fiber, which has a higher
RI than the surrounding cladding material, see Fig. 2.2.

Because the reflected wave needs to be self-consistent after two
reflections, the limited diameter of the guiding medium only allows
certain reflection angles θm. Each allowed reflection angle creates an
electromagnetic field profile, which remains constant as it propagates
through the fiber. These fields are called the modes of the fiber, and
mode m propagates according to [33]

βm = ncorek0 cos θm, (2.1)

where ncore is the RI of the core and k0 = 2π/λ0 is the free-space
propagation constant. The quantity, neff = ncore cos θm is often called
the effective index, which is the ratio between the waveguide and
the free-space propagation constants, neff = β/k0.

2.1 Optical fibers as waveguides 11



ncore

ncladding

(r,𝜑) 

z 

Fig. 2.2: Shows the cylindrical coordinates in the fiber.

The components of the electric and magnetic fields can be expressed
in cylindrical coordinates (Fig. 2.2) as

U(r, ϕ, z) = ul,m(r) exp(−jlϕ) exp(−jβl,mz), (2.2)

where (l,m) are the mode indices, ϕ is the azimuthal angle. The
radial field profile ul,m(r) can be found by solving the Helmholz
equation. For a fiber with core radius a and an infinitely large
cladding, the profiles are found to be expressed by Bessel functions

ul,m ∝

Jl(kT r), r < a core

Kl(γr), r > a cladding,
(2.3)

where kT =
√
n2
corek

2
0 − βl,m2, γ =

√
βl,m

2 − n2
cladk

2
0, Jl is the Bessel

function of the first kind, and Kl is the modified Bessel function of
the second kind [33]. The parameters kT and γ therefore defines the
radial profile of the field, which will be described in greater detail in
Sec. 4.2.

2.2 Interferometric sensors

A large group of optical sensors are based on interferometry – the
principle of measuring the interference between two or more waves.
From Michelson invented his interferometer in an attempt to detect
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the aether [34], the interferometric principle has become an impor-
tant part of modern metrology. Optical interferometers generally
exhibit high sensitivities and accuracies, because these quantities
scale with the wavelength. In the last two decades, the advantages
have also been utilized within the field of fiber-optic sensing. Due
also to the robust, all-fiber design and simple fabrication, fiber-optic
interferometers have received much attention and countless different
designs have been realized [35].

To realize an interferometer, the light is split into different paths
which exhibit different retardation based on the measured property.
In an optical fiber, the different paths may be the modes of the fiber
(Sec. 4.2), which propagate at different velocities and have different
sensitivities. These are classified as multi-mode interferometers
(MMI) due to the multiple modes contributing to the interference
spectrum (Sec. 2.2.1). Fiber Bragg gratings are another class of
interferometric sensors, where coherent refraction from periodic RI
modulations in the fiber core generate a reflected peak (Sec. 2.2.2).
If the grating is tilted with regards to the fiber axis (tilted-FBG), this
can also be used to excite cladding modes in the fiber.

In this thesis a combination of a MMI and an FBG sensor was chosen
to be able to independently measure temperature and RI. MMIs are
easily fabricated and interrogated with standard spectrometers, but
the cross-sensitivity between temperature, strain and RI complicates
the analysis. The combination with a tempereature and strain sen-
sitive FBG is therefore ideal to decouple the variables, as it exhibits
a narrow-band resonance that can easily be detected when super-
imposed on the broad MM spectrum. An alternative configuration
would be to use a tilted FBG (TFBG) which combines RI sensitive and
insensitive resonances. This is a very useful feature, but fabrication
is more complicated and the sensors are not yet available for sale.
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2.2.1 Multi-mode interferometers

In 1997, Matsubara et al. developed a hetero-core fiber-optic inter-
ferometer aimed at monitoring structural changes in landmasses
to detect earthquakes or landslides [36]. The concept of cladding-
mode interference has since then been used to measure e.g. tempera-
ture [37], strain [38], RI [39, 40], and as a fiber focusing lens [41].
The sensors can be realized in two configurations, either in transmis-
sion (Mach-Zehnder type) or in reflection (Michelson type). They
can also be classified according to the method of cladding-mode
excitation, e.g. core-diameter mismatch (hetero-core) [36, 37, 42],
core offset [40], or long-period gratings [43].

The reflection-based, core-diameter mismatch type was chosen in
this thesis, as rotationally symmetric insertion probes were desired.
The sensors are fabricated by splicing a section of a core-diameter
mismatched fiber to the end of a single-mode fiber (SMF), see Fig. 2.3.
The mismatched cores cause an ensemble of higher order modes to
be excited (see Sec. 4.2). If the fiber section is a multi-mode fiber
i.e. the core is larger than the SMF core, the modes are bound by the
cladding. In this case, the interference spectrum will be sensitive to
temperature due to thermal expansion and the thermo-optic effect.
It will also be sensitive to strain because it affects the optical path
length (OPL), both by the strain directly and due to the strain-optic
effect.

If the fiber section has a core that is smaller than the SMF, the ex-
cited modes will be bound by the outer diameter of the fiber. The
evanescent field outside the fiber creates a sensitivity to the surround-
ing medium, as the effective index of each mode (neff) becomes a
function of the external RI (next). Because of the inherent different
propagation constants of the modes, this creates an interference
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Fig. 2.3: A multi-mode interferometer fabricated by splicing a fiber seg-
ment with a core radius different from the single-mode fiber
(SMF). The mismatched cores excite cladding modes that inter-
fere due to different propagation constants.

spectrum at the spectrometer. Minima in the spectrum (λdip) occur
when the difference in OPL is equal to an odd number of (π),

2π
[
neff (λ, next)− n′eff (λ, next)

] L

λdip
= (2m+ 1)π. (2.4)

Here, L is the propagation length and m is an integer. neff and next
are sensitive to temperature through the thermo-optic effect, and L
is subject to thermal expansion and strain. Several minima will be
observed because of the large number of modes that are excited. The
expression that describes the temperature and RI sensitivities will be
given in Sec. 2.4 and 2.5, respectively.

The sensitivity to the external RI can also be used to create sensors
sensitive to relative humidity [43] and pH [44, 45] by applying
stimuli-responsive coatings. The MMI will be explained in further
detail when the theoretical model is presented in Sec. 4.2.
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2.2.2 Grating-based sensors

Ken Hill et al. demonstrated the first fiber Bragg grating (FBG) in
1978. Although initially applied as narrow-band reflection filters,
FBGs soon became popular as sensors [46]. Their inherent sensitiv-
ity to temperature and strain can be utilized directly as a sensing
element. A coating may also be applied that either increases the
inherent sensitivities or makes it sensitive to other parameters [47].
Most of these methods are based on the coating imparting strain on
the fiber due to absorption of gas or other molecules [48, 49].

FBGs are also an important part of optical communication systems,
where they function as notch filters [50]. Their narrow-band reflec-
tivity enables them to be used in multiplexing, where it is used to add
or extract specific frequencies (channels). This also an advantage
when used in sensing, as it enables quasi-distributed sensing.

FBGs are fabricated by creating periodic variation in the core RI,
see Fig. 2.4. This requires photosensitive fibers, which are usually
achieved with germanium-doped fibers or by pre-loading the fiber
with hydrogen. The RI variations are incscribed with high intensity
UV light, either through two-beam interference or a phase mask.

Used as sensors, FBGs are usually interrogated by tracking the re-
flected wavelength, given by

λB = 2neΛ, (2.5)

where λB is the reflected Bragg wavelength, neff is the effective
refractive index and Λ is the grating period. The reflected wavelength
is sensitive to strain due to the associated change in the grating period
and the RI (strain-optic effect). Similarly, the temperature sensitivity
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ncore

nclad

npert

Fig. 2.4: A fiber-Bragg grating inscribed in a single-mode fiber. The pe-
riodic pertubations (npert) in refractive index cause light wave-
lengths given by Eq. 2.5 to be reflected.

is caused by thermal expansion in addition to the thermo-optic effect.
This can be expressed as

∆λB = λB(α+ ξ)∆T, (2.6)

where α and ξ = dn/dT are the thermal expansion coefficient and
the thermo optic coefficient, respectively.

Because the light is confined to the fiber core, FBG sensors are
generally not sensitive to the surrounding medium. But as mentioned
earlier, coating materials that undergo volumetric changes based on
the mesurand concentration can be used to create sensitivities to
other parameters.

In an FBG, the grating period is the same order of magnitude as the
wavelength (Eq. 2.5). Poole et al. first reported that with longer grat-
ing periods the light may also be coupled into forward-propagating
cladding modes. The long-period fiber gratings (LPGs) couple light
from periodic perturbations in the range 100 µm to 1 mm. Strong
coupling can be achieved when the periodicity of the perturbations Λ
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is matched to the propagation constants of the core β01 and cladding
modes β(n)

cl by the relation [51]

β01 − β(n)
cl = 2π

Λ . (2.7)

The evanescent field creates the RI sensitivity because β(n)
cl depends

on the external RI. The temperature and strain sensitivities follow
the same principles as for FBG sensors. Although LPGs are normally
interrogated in transmission, reflection-based insertion probes can be
fabricated with an end-face mirror. The grating couples the reflected
light, creating a fringe pattern with increased sensitivity [52].

If the FBG is inscribed at an angle to the fiber axis, cladding modes
may also be excited [53]. This group of (tilted) FBGs is generally
called TFBGs. The backwards propagating modes follow Eq. 2.7,
where the large difference in propagation constants is enabled by
the short-period grating similar to an FBG. The gratings can be
designed such as to retain the RI insensitive core mode reflection from
standard FBGs. This is a great advantage as it enables independent
temperature and RI measurements.

2.3 Distributed fiber-optic sensing

Another group of intrinsic fiber-optic sensors are the true distributed
sensors, which measure the temperature or strain dependent backscat-
tering along the entire length of the fiber [32]. Based on the type
of backscattered light (Rayleigh, Raman, or Brillouin), either the
frequency or intensity of the light is measured as a function of time.
The position in the fiber is determined by a time-of-flight principle,
either through optical time domain reflectometry (OTDR) or optical
frequency domain reflectometry (OFDR).
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2.4 Fiberoptic temperature sensors

FBGs are generally the simplest option for fiber-optic temperature
sensing, with their linear sensitivity, high reflectivity, small size, and
simple single-wavelength read-out [54]. The fabrication requires
special equipment, but the sensors are readily available for purchase
online. The only cross-sensitivity in FBGs is to strain, whereas RI
sensitive sensors are also dependent on the temperature sensitivity
of the surrounding medium. Because of the narrowband signal, FBGs
can easily be multiplexed by including gratings with different periods
on the same fiber, which then provide separate signals at different
wavelengths [46]. This enables quasi-distributed sensing where the
distance between each sensor defines the spatial resolution.

Efforts have also been made to discriminate temperature from strain
in FBG sensors. One solution is to use two sensors with very different
sensitivities to temperature and strain and calculate the inverted
transfer matrix [46]. One way to do this is to use two FBGs with
different cladding diameters, which will then exhibit different strain
if subject to the same stress, but identical temperature response [55].
If the reflection spectrum is probed, the fiber can be cut and fixed only
at one point. This will eliminate strain in liquid and gas media.

One of the most significant drawbacks of conventional FBG temper-
ature sensors is the rapid degradation at temperatures exceeding
200◦C [56]. Although improvements have been made on the stability
at elevated temperatures [53, 57], the stability of MMIs is higher. Be-
cause these sensors are fabricated with standard fibers, they remain
stable almost up to the glass transition temperature of SiO2 (1475
K) [58]. Grating based sensors have been demonstrated to be stable
up to around 800◦C without modifications and 1190◦C if annealed
properly [54].
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While the temperature sensitivity of an FBG is expressed by Eq. 2.6,
the temperature sensitivity for MMIs can be found by writing the
total differential of Eq. 2.4 and solving for dλdip/dT . The result can
be written as [59]:

dλdip
dT

∼=
[
λD

∆neff

(
∂∆neff
∂neff

dneff
dT

+ ∂∆neff
∂n′eff

dn′eff
dT

)
+ λD

L

dL

dT

]/
(

1− λD
∆neff

∂neff
∂λ

)
, (2.8)

which shows that the temperature sensitivity depends on the different
sensitivity of the effective indices (neff , n′eff ) for the two modes that
are considered.

The temperature sensitivity of the sensors is an important metric as
it affects the resolution of the temperature measurement together
with how accurate the wavelength of the signal can be determined.
As a measure for the performance the figure of merit (FOM = S/∆λ)
is often used for fiber-optic sensors, which relates the sensitivity, S
to the linewidth of the signal, ∆λ often defined as the full width at
half maximum (FWHM). For the sensors discussed, the sensitivity
is defined as the shift in wavelength per degree. For FBG sensors,
the sensitivity is typically around 10 pm/K [46], whereas MM inter-
ferometers have been realized in the range of 15-82 pm/K [42, 60,
61]. LPGs have reported sensitivities in the range of a few tens of
pm/K [35].

The temperature sensitivity can be increased for all sensors by ap-
plying coatings with higher thermal expansion coefficients, although
this introduces the possibility of detrimental delamination. External
coating can also be used to remove the RI sensitivity of MM and
LPG sensors [52]. Although MM interferometers and LPGs have
some advantages over FBG temperature sensors, they exhibit more
complicated spectra that makes multiplexing challenging.
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2.5 Refractive index sensors

For direct measurements of refractive index (RI), the light needs
to get in contact with the medium. In fiber-optic sensors, this is
done through the evanescent field created by light bound by the
outer diameter of the fiber, or at the end-face of the fiber as in
Fresnel-reflection probes [24, 27]. For normal incidence, the Fresnel
reflectivity R can be expressed as

R =
(
nf − nm
nf + nm

)2

, (2.9)

where nf is the fiber RI and nm is the medium RI [33]. In an optical
fiber, the reflectivity is actually governed by the effective index of the
modes, but in an MMF this is approximately equal to the core index,
neff ≈ nf .

As the reflectivity is a function of the index contrast, the reflected
intensity can be used to determine the RI of the medium. To reduce
the effect of fluctuations in the light source, the ratio relative to a
reference arm can be utilized [24]. As only the end-face of the fiber
is in contact with the sample, these sensors represent a mechani-
cally robust alternative. But the small sensitive area also makes the
measurement susceptible to impurities and irregularities.

The principle of operation for evanescent field-based RI sensing is
based on the effective RI of the propagating light becoming a function
of the RI outside the fiber (Eq. 2.4). The altered effective index can
be estimated by a weighted average based on the confinement of the
mode. Less confined modes will therefore exhibit a higher sensitivity,
as a larger part of the electromagnetic field is propagating outside
the fiber. How interference minima shift as a function of the external
RI can be derived from the total differential of Eq. 2.4. With the
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expression for the group index (ng = n − λ∂n/∂λ), this may be
written as

dλdip
dnext

= λdip
(ng − n′g)

(
∂n

∂next
− ∂n′

∂next

)
. (2.10)

This gives a positive RI sensitivity for most geometries because the
first factor remains positive [62].

Bringing the evanescent field in contact with the surrounding medium
can be done in several ways. Standard FBG sensors can be etched to
reduce the cladding diameter [13, 63] or polished into a D-shaped
fiber [64]. These sensors have the advantage that they have a strong
and narrowband reflection peak, but are less mechanically robust.
This is contrary to LPG sensors, with their inherent RI sensitivity.
The option used in this thesis is through core-diameter mismatch,
as described in Sec. 2.2.1, which enables the excitation of cladding
modes. These sensors are mechanically robust and easily fabricated,
but exhibit complicated spectra.
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Liquid-solid phase
transitions

3
Phase transitions occur everywhere in our daily life – from the bub-
bles that form in boiling water, to the water droplets and ice crystals
that form in the atmosphere in relation to weather and climate.
Although it is a physical phenomenon which has been studied for
almost 300 years, the solidification of water into ice is still poorly
understood [65–71].

This section will present the theory and literature relevant for liquid-
solid transitions. This includes classical nucleation theory (CNT)
and the application of equations of state (EoS) in thermodynamic
modeling.

3.1 Important concepts and definitions

First a brief introduction to the concepts and definitions necessary
for further treatment of the subject will be presented.

3.1.1 Phases

A material can exists in different states called phases, which have the
same constituents but different properties. The different phases are
defined based on how the constituents are ordered, which encom-
passes both their mobility, location and orientation [72].
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3.1.2 Equilibrium state and state variables

A thermodynamic state is defined by the state variables, e.g. volume
(V ), pressure (P ), temperature (T ) and the number of molecules
(N). These variables are measurable, and other quantities describing
the system can be calculated from these. For each state of the system,
the calculated variables (e.g. system energy (U), entropy (S), density
(ρ), chemical potential µ) are uniquely defined.

In terms of the thermodynamic variables, the equilibrium state can be
defined as where the free energy of the system is minimized, or where
the total entropy of the system and surrounding is maximized. Which
condition that is used, depends on the constraints on the system.
In systems where the temperature and volume is kept constant, the
Helmholtz energy is minimized, whereas the Gibbs energy is used for
constant temperature and pressure. For completely isolated systems,
the entropy is maximized at thermodynamic equilibrium.

The functional relation between the measured quantities are called
equations of state (EoS), which can take the general form f(P, V, T ) =
0. The concept of EoS and how they are used in thermodynamic
modeling will be further treated in Sec. 3.4.

3.1.3 Chemical potential and surface tension

The chemical potential µi of a component i in a bulk system is defined
as

µi =
(
∂U

∂Ni

)
S,Nj 6=i,V

=
(
∂G

∂Ni

)
T,P,Nj 6=i

, (3.1)

which means the change in system energy when one molecule of com-
ponent i is added, when the entropy S, number of other molecules
Nj 6=i and volume V are kept constant. Or, the change in Gibbs free
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energy G, with the temperature T , pressure P , and other molecules
kept constant.

The energetic contribution from a surface between two phases can
similarly be described by the the surface tension, γ, which is defined
as the change in system energy when the surface area is increased,
while keeping the entropy, number of molecules and volume constant

γ =
(
∂U

∂A

)
S,Ni,V

. (3.2)

The change in energy is caused by the molecules having less negative
energy than molecules in the interior of the system.

3.1.4 Phase equilibrium

To find the requirements for phase equilibria, a simplified derivation
is included. This assumes a perfectly spherical nucleus with the
same density as the liquid, and disregards effects from the crystal
structure.

The general properties of a system consisting of two phases in equi-
librium can be found with the expressions for the change in energy
of the two phases

dUp = TpdSp − PpdVp +
∑
i

µi,pdNi,p (3.3)

and the interface between them

dUs = TsdSs − γdA+
∑
i

µi,sdNi,s. (3.4)

The subscript p represents either of the two phases, s the interface,
and i the molecule species.
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In thermodynamic equilibrium the total entropy Stot is maximized,
which means that dStot = dS1 + dS2 + dSs = 0. In an insulated
rigid system, the total energy is constant (dUtot = 0), the total
volume is constant (dVtot = 0), and the total number of molecules
is constant (dNtot = 0). With a flat interface, the interface area
remains unchanged (disregarding constraints from the container
shape) although molecules transfer from one phase to the other. This
is not the case with curved interfaces, where an increased radius
causes a larger surface area.

Solving Eq. 3.3 and 3.4 for the entropy in the two phases (liquid, 1;
nucleus, 2) and a curved interface between them, the terms can be
added to give the expression

dStot =
( 1
T1
− 1
Ts

)
dU1 +

( 1
T2
− 1
Ts

)
dU2 +

∑
i

(
µi,1
T1
− µi,s

Ts

)
dNi,1

+
∑
i

(
µi,2
T2
− µi,s

Ts
d

)
dNi,2 +

(
P1
T1
− P2
T2

+ 2γ
Tsr

)
dV1.

(3.5)

dV1 = −dV2 because the total volume is constant. The last term
comes from the relation between the surface and volume of a spher-
ical particle with radius r. With the requirement that dStot =
dS1 + dS2 + dSs = 0 regardless of which quantity is varied (i.e. the
other parameters are kept constant), and that dUtot = 0, dVtot = 0
and dNtot = 0, the following conditions for phase equilibrium can be
established:

T1 = T2 = Ts (3.6)

µi,1 = µi,2 = µi,s (3.7)

P1
T1
− P2
T2

+ 2γ
Tsr

= 0 (3.8)

26 Chapter 3

Liquid-solid phase transitions



For flat interfaces, r is infinite, which gives p1 = p2. Eq. 3.6 and 3.8
also gives the Young-Laplace equation which relates the pressures
over a curved interface:

P1 = P2 + 2γ
r

(3.9)

In summary, this means that for phases in thermodynamic equilib-
rium, the chemical potentials and the temperature of both phases
need to be the same and the pressure given by the Laplace equa-
tion.

3.1.5 Gibbs energy

Gibbs energy is a thermodynamic potential which describes the free
energy of systems that are interacting with temperature and pressure
reservoirs, where work and heat can be exchanged with the reservoir
by e.g. increasing/decreasing its volume. At thermodynamic equi-
librium in such systems, the Gibbs energy is minimized. Systems
with constant temperature and pressure are commonly encountered.
Many processes take place in the atmosphere where the temperature
and pressure can be considered constant.

The Gibbs energy is expressed as

G = U − TS + PV, (3.10)

which together with the Euler relation U = TS−PV +µ1N1 +µ2N2

for a two-component system, becomes

G = µ1N1 + µ2N2. (3.11)

The change in Gibbs energy for an infinitesimal change in either
N1 or N2 can therefore be written as dG = µ1dN1 + µ2dN2. By
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keeping one component constant, this gives the second definition of
the chemical potential given in Eq. 3.1.

3.2 Classical Nucleation Theory

Classical nucleation theory (CNT) is a phenomenological approach
used to estimate the free energy of formation for clusters of a
new phase, based on macroscopic properties [73]. This is contrary
to molecular, first principle, approaches (e.g. molecular dynamics,
Monte Carlo simulations), which induce and investigate cluster for-
mation by letting each particle in the system interact based on in-
teraction potentials [68]. In molecular dynamics, this is done by
solving Newtons equations of motion. CNT can be used to describe a
variety of phase transitions (e.g. condensation, boiling, crystalliza-
tion, melting), but the treatment here will be limited to liquid-solid
transitions.

The evolution of a first-order phase transition can be divided into
two steps, the formation of a cluster (nucleation) in the original
metastable phase, and the growth of this cluster into a new phase [74].
In general, the crystal growth is fast, and the activation barrier for
the creation of a new phase is dominated by the nucleation event.
Whereas the melting of water occurs as soon as the temperature
exceeds 0◦C [75], the initiation of a freezing process in general
requires the system to deviate further into the metastable region.
The deviation creates a driving force which aids in overcoming the
activation barrier of the nucleation [73]. In this work, the driving
force depends on the degree of supercooling, ∆T = Tm − T , where
Tm is the melting temperature.

The mathematical foundation in CNT is based on the competing terms
of the volumetric driving force for the cluster growth and the cost
of increasing the surface area. In terms of Gibbs energy, this can be
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expressed as ∆Gcluster = ∆Gv + ∆Ga, where the subscript v denotes
the volumetric term and a the area. Small clusters continuously form
and dissipate. Only when a cluster reaches a critical size r∗ will
further growth be thermodynamically favorable (∆Gcluster < 0), see
Fig. 3.1. For spherical clusters, the free energy of formation can be
expressed as [76],

∆Gcluster = 4
3πr

3∆g + 4πr2γ, (3.12)

where r is the cluster radius, γ the surface tension. ∆g is the thermo-
dynamic driving force for forming a nucleus per unit volume. The
critical radius is found by setting the derivative of Eq. 3.12 equal to
zero, which when inserted back into the original equation gives

∆G∗cluster = 16π
3

γ3

∆g2 . (3.13)

The Arrhenius equation from Volmer and Weber describes the steady-
state nucleation rate [77]

J = Jkin exp
(
−∆G∗cluster

kBT

)
. (3.14)

The product of the Boltzmann constant and the temperature kBT
represents the thermal energy in the system, and Jkin is a kinetic pre-
factor that will be discussed in Sec. 3.4. The quantities mentioned
thus far are all functions of pressure [78] and temperature [68]. The
surface tension is generally assumed to vary linearly with tempera-
ture, whereas the volumetric driving force ∆g is proportional to the
degree of supercooling. The latter therefore means that the kinetic
barrier (Eq. 3.13) decreases for greater supercooling temperatures,
which again results in a higher nucleation rate.
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Fig. 3.1: The energy terms as a function the cluster radius, from Eq. 3.12.
Because of the opposite sign of the two terms (∆g and γ), the
sum has a maximum value for the critical radius r∗.

3.2.1 Heterogeneous nucleation

In most situations, ice nucleation is catalyzed by a foreign phase,
which is called heterogeneous nucleation. The presence of the new
interface lowers the nucleation barrier, which by Eq. 3.14 increases
the nucleation rate. The result is that a critical cluster is more
probable to form at higher temperatures (i.e. lower supercooling).
In fact, simulations have shown that ice nucleation less than 20 K
below the melting point must be heterogeneous [66].

A common way to express the reduction in the free energy barrier is
with the shape factor f(θ), where θ is the contact angle [68, 72, 79,
80]:

∆Ghet = f(θ)∆G∗cluster. (3.15)

The concept of the contact angle is only applicable for ideal planar
surfaces, where it is given by the Young’s relation. The contact angle
is a macroscopic property and relies on a spherical geometry, both of
which can not be directly transferred to the length scales relevant for
nucleation [68]. Also, actual nucleating surfaces often have many
different nucleation sites with various morphologies, which makes
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predictions complicated. Pruppacher et al. lists criteria for a surface
to be an efficient ice nucleator: i) it should be highly water-insoluble;
ii) the surface should be able to form hydrogen bonds similar to
those in the ice crystal; iii) the atomic or molecular structure of the
surface should resemble low-index planes in the ice crystal [81]. Bi
et al. further clarifies that these criteria are suggestive rather than
predictive, and that no unique correlation has been established [70].
In fact, many papers clearly state that heterogeneous nucleation of
ice is still poorly understood [66–71].

The cooling rate must also be considered, as the nucleation rate
describes the stochastic nature of the freezing event [22].

3.3 Binary mixtures and colligative effects

Melting-point depression, often called freezing-point depression, is
the decrease in melting temperature in solvents caused by an addition
of a non-volatile solute. This colligative effect can be explained by
the lower chemical potential of the solvent in a mixture than in
the pure liquid. The decrease in chemical potential is caused by
the increased entropy in mixtures, and hence a greater increase
in the entropy gained for a molecule going from the solid to the
liquid phase. With coexisting liquid and solid phases, the equilibrium
requires the chemical potentials to be equal. In a mixture, a lower
(melting) temperature is therefore required to satisfy the equilibrium
condition [82].

Due to the linear relationship in Eq. 3.15, the freezing point depres-
sion is expected to follow approximately the same trend.

It should also be noted that the solid formed in binary mixtures
of water will be pure ice for the dilute concentrations used in this
thesis [20, 22, 83].
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3.4 Equations of State and Modeling

As explained in Sec. 3.1, equations of state (EoS) describe the relation
between state variables in a thermodynamic system. A simple and
probably the most well-known example of an EoS is the ideal gas law:

PV − nRT = 0, (3.16)

where n is the number of moles and R the ideal gas constant. The
ideal gas law describes a hypothetical ideal gas, which neglects both
molecular size and inter-molecular attraction forces. It can therefore
be a good approximation for low-density, monoatomic gases.

One of the first modifications to the ideal gas law came with the van
der Waals equation of state. The finite volume of the gas molecules
were accounted for by subtracting the volume occupied by the
molecules (nb), and a term for inter-molecular attraction was added
to the pressure: (

P + a
n2

V 2

)
(V − nb) = nRT, (3.17)

where b represents the volume occupied by one molecule and a

describes the attraction forces. Because the van der Waals equation
can be written as a cubic function of V it is classified as a cubic EoS.
Another EoS that is widely used to describe complex phase equilibria
today is the cubic plus association (CPA) [84], which will be presented
next.

3.4.1 Cubic plus association

The CPA EoS is a popular EoS that was developed to also describe
compounds with polar or hydrogen bonding components [84]. The
EoS is based on the cubic Soave-Redlich-Kwong (SRK) equation [85],
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with an association term from Wertheim theory [86]. The EoS can
be expressed as [84]:

P = RT

Vm − b
− α(T )
Vm(Vm + b)

− 1
2

(
RT

Vm

)(
1 + 1

Vm

∂ ln g
∂(1/Vm)

)∑
i

xi
∑
Ai

(1−XAi). (3.18)

α(T ) gives a temperature dependence to the attractive forces, Vm is
the molar volume, g is the radial distribution function and xi is the
mole fraction of component i. XAi is the fraction of unbonded active
sites and needs to be determined for the specific system. With no
associating compounds, it reduces to the cubic SRK equation of state.
The CPA EoS can be challenging to use with mixtures where both
components are self-associating, such as alcohol-water mixtures [87].
One of the reasons for this, is that the interaction parameter may then
have to describe both the vapor-liquid and liquid-liquid equilibria.
However, with the parameters for the pure components [88, 89] and
accurate experimental data on the vapor-liquid equilibrium (VLE)
[90–93], the binary interaction parameters kij can be calculated. As
these parameters are validated only for VLEs, the accuracy is not
confirmed for the solid phase.

3.4.2 The Equation of state for ice Ih

Hexagonal ice (Ih) is the most commonly found form in the bio-
sphere of the earth [94]. An EoS for ice Ih has been constructed
by Feistel and Wagner [95], which is valid over the entire T − P
existence region. The equation describes the behavior of pure ice at
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equilibrium, which includes ice that precipitates from mixtures. The
EoS is expressed as a Gibbs potential function

g(T, P ) = g0 − s0Tt τ + Tt Re
2∑

k=1
rk

[
(tk − τ) ln(tk − τ)

+ (tk + τ) ln(tk + τ)− 2tk ln tk −
τ2

tk

]
, (3.19)

which is equal to the chemical potential of ice µIh(T, P ). The residual
Gibbs energy g0 and r2 are polynomials of pressure s0 a real constant,
Tt the triple point temperature, τ = T/Tt the reduced temperature,
and t1, t2 and r1 are complex constants. Re takes the real part of the
whole expression within the summation.

To match the two models (CPA+Ice), two adjustable parameters of
the ice EoS must be determined. This can be done by defining two
conditions: (1) the experimental triple point temperature and pres-
sure must be reproduced by the combined model; (2) the enthalpy
of fusion ∆Hice/liq at the triple point calculated with the combined
models must be equal to the experimental value (6007 J/mol).

3.4.3 Determining the melting point

At the melting point, the liquid and the solid phases coexist – they
are in thermodynamic equilibrium. As was found in Sec. 3.1, this
means that the temperature, pressure and chemical potential (T, P, µ)
must be equal in the two phases. Because the chemical potential of
water in a mixture is lowered, the melting point also decreases (see
Sec. 3.3). To estimate the melting point, the CPA+Ice model must
therefore be solved under this requirement, which can be done with
the algorithms outlined in [96]. With the estimated melting points,
the amount of supercooling required to initiate the phase transitions
can be estimated.
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3.4.4 Modeling the nucleation barrier

As was seen in Sec. 3.2.1, the nucleation rate scales exponentially
with the kinetic energy barrier, with the driving force being the
degree of supercooling. To determine the freezing temperature, the
melting temperature therefore needs to be known. The nucleation
barrier is equal to the work of formation for a critical ice cluster. How
the work of formation for ice depends on the alcohol concentration
will be presented subsequently. To simplify the notation, the work of
formation will henceforth be expressed as W = ∆G∗cluster. Because
of the pressure difference across the curved interface of a cluster
(Eq. 3.9) a more convenient expression for W is [72]

W = −∆PVc +Acγi,w, (3.20)

for homogeneous nucleation. Vc and Ac are the volume and area of
the critical cluster, defined by the critical radius (spherical), and γi,w
is the ice-water surface tension. The first term describes the PV-work
from creating the cluster, and the second is the work required to
create the new interface. From Eq. 3.9, the size of the critical cluster
becomes

R∗ = 2γi,w
∆P , (3.21)

with the two unknown quantities γi,w and ∆P . The temperature
dependent surface tension can be estimated from data in the lit-
erature [74, 97, 98], whereas the pressure difference is estimated
from the CPA+ice model. This is done with the requirement that
the chemical potential is equal in the liquid and solid phases, where
the chemical potential in the liquid is given by CPA at the specific
temperature and concentration. The chemical potential in the ice
is given by the ice-EoS, but requires a higher pressure to match the
chemical potential in the liquid phase.
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The work of formation is the difference between the two state func-
tions, independent of the pathway of the process. One sequence that
can be chosen is to first calculate the osmotic work (ΠVc) to remove
all solute molecules in the volume Vc. This is required because the
ice cluster consists of only water, which creates an osmotic pressure
Π [97, 99]. Then, the cluster of pure water can be converted to ice,
where the energy involved is the work of formation for pure water.
The ice cluster also needs to equilibrate with the liquid mixture, but
the energy involved is assumed to be small and is commonly omitted
in the literature [97, 99]. The combined energies of the pathway
described gives the work of formation in mixtures, which then can
be expressed as

W = (Π−∆P )Vc +Acγi,w. (3.22)

The above discussion is limited to homogeneous nucleation. For
heterogeneous nucleation, the work of formation is reduced by the
interface in contact with the liquid (Eq. 3.15). Although the reduction
from the shape factor, f(θ) is a function of the surface tension of
the interface with regards to the liquid and ice, the former which
may change with the concentration, the reduction is defined as a
constant in the model used in this work. Only the different container
materials used in the experiments are assumed to change f(θ). The
reduction factor is fitted to describe the supercooling in pure water,
and then used to predict the freezing points of the mixtures.

3.4.5 The kinetic prefactor

On the molecular scale, diffusion across the solid-liquid interface
is required for the cluster to grow. In CNT, this is described by the
kinetic prefactor (Eq. 3.14), which decreases with temperature due
to the lower diffusion (translational/rearrangement/rotational/mo-
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bility) that hinders the clusters to form. This effect is included in the
model by the following expression [100]

Jkin = Nc
kBT

h
exp

[
−∆Fdiff

kBT

]
, (3.23)

where h is Planck’s constant and ∆F ∗diff is the activation energy
for the transport across the interface. Nc is the number of water
molecules in contact with the container wall per unit area, which
in the model scales with the mole fraction of water in the mixtures.
∆F ∗diff can be estimated for pure water by relating Eq. 3.23 to the
self-diffusivity of water [100]

D = D0 exp
[
−

∆F ∗diff
kBT

]
. (3.24)

Alternatively, values forNc and ∆F ∗diff can found in the literature [74,
100, 101].

3.4.6 Determination of the freezing temperature

With the kinetic prefactor (Eq. 3.23) and the kinetic barrier (Eq. 3.22)
determined, the nucleation rate can be calculated from Eq 3.14. To
then determine the freezing temperature i.e. the maximum amount
of supercooling before the liquid freezes, a limit to the nucleation
rate must be set. Because the heterogeneous nucleation rate Jhet(T )
scales with the surface area [#/m2] in contact with the interface Ac,
it needs to be multiplied with the area of the system to calculate the
amount of critical clusters formed per second Ncrit:

Jhet(T )Ac = Ncrit. (3.25)
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Because of the exponential factors in the equation, the exact value of
Ncrit has been found to have a small influence on freezing tempera-
ture predictions [102].
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Experimental 4
The aim of this chapter is to build a foundation for the publications
included in this thesis. It includes a more detailed presentation
of the experimental setup, the fabrication of the core-mismatched
interferometers and the data analysis. The mode-field propagation
model that was developed for paper I will also be explained together
with the theoretical framework.

4.1 Experimental setup

The experimental setup developed to conduct the measurements in
this thesis can be divided into three parts: the fiber-optics, the tem-
perature control and the acquisition. The fiber-optic setup is shown
in Fig. 4.1. Two broadband sources were used, a supercontinuum
laser (FYLA, SCT500) and a single-mode superluminescent diode
with a 90 nm bandwidth centered around 1550 nm (S5FC1550S-
A2). A grating-based spectrometer with 0.3 nm resolution (Ibsen
I-MON 512) was used to detect the spectrum. The components,
including the two sensors, were connected with a 2x2 coupler (Thor-
labs, TW1550R5A2). The FBG sensor (Optromix) is inscribed in
an SM1500 fiber and exhibits a reflectivity of 79% and full-width
half-maximum (FWHM) of 0.2 nm. The multi-mode interferome-
ter (MMI) is fabricated by splicing a 14.2 mm section of thin-core
(TC) fiber (SM400) or coreless (CL) fiber (FG125LA, Thorlabs) to
the end of a single-mode fiber (SMF). The core-diameter mismatch
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Fig. 4.1: Schematic of the fiber-optic setup, with a broadband source, a
spectrometer, a 50:50 fiber-optic coupler and the two sensors
(fiber Bragg grating (FBG) and thin-core (TC) interferometer).
Both sensors reflect light at wavelengths dependent on their
temperature and strain, whereas only the TC-sensor is sensitive
to the RI of the surroundings.

causes cladding modes to be excited in the TC fiber, which create the
interference spectrum.

Additional details on how the TC interferometers were fabricated
and how the temperature was controlled are included below. The
acquisition software was made with LabVIEW, which included com-
munication with the temperature bath in order to specify temperature
setpoints and scan rates. Additionally, a digital boroscope was used
to visually monitor the sample, and capture images and videos.

4.1.1 Fabrication of fiber interferometers

One of the main advantages of the all-fiber interferometers used
in this thesis is the simple fabrication. To measure the length of
the core-mismatched (CM) fiber (coreless or thin-core), a motorized
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translation stage from Thorlabs (PT3/M-Z8) was used to pull the
exact length required.

The step-by-step procedure is as follows:

1. Strip and thoroughly clean both the SMF and CM fiber.

2. Clamp the SMF fiber and cleave. Inspect cleaved surface and
confirm cleave angle is ≤0.1◦.

3. Place the clamped fiber in the splicer, together with a segment
of CM fiber. Start splicing procedure.

4. Un-clamp the CM fiber and move the remaining clamp (with
SMF) back to the cleaver.

5. Un-clamp SMF and pull back the spliced fibers a distance equal
to the desired length of the interferometer.

6. Re-clamp the fiber and cleave. Inspect cleaved surface and
confirm cleave angle is ≤0.1◦.

End-face mirror deposition

This section will briefly describe the procedure used to create a silver
mirror on the fiber end-face. The mirror is desired for several reasons.
First of all, it increases the reflected signal, thereby increasing the
signal-to-noise ratio. Comparing the reflection-type geometry used
in this thesis with the transmission-type, the uncovered end-face
creates an RI sensitive loss-mechanism not present in transmission.
Although this RI sensitivity can be used as an additional parameter in
measurement, it also causes further complications when interpreting
the measured signal. When used in conjunction with an FBG sensor,
the increased reflectivity aids in achieving comparable signals, which
is necessary to measure both signals within the limited dynamic
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range of the detector. In this work, the high reflectivity of the FBG
used, required additional attenuation of the signal.

The mirror is metallic silver, reduced from a solution of silver ions
called Tollen’s reagent [103]. The chemical reaction has traditionally
been used in organic chemistry to detect aldehydes, which are readily
oxidized by the silver-ammonia complex ions present in the reagent.
Glucose is often used when the associated reduced silver should
deposit on a glass surface to create a mirror. Most glucose molecules
in solution exist with the closed hexagonal ring structure. Only a
small fraction has the open configuration, which has an aldehyde-
group at the end. For depositing the mirror, this reduces the reaction
rates, which simplifies the experimental procedure.

The chemicals used in the mirror deposition are listed below, water
is the solvent in all solutions.

• Glucose (35 wt%)

• NaOH (3.2 wt%)

• AgNO3 (2 wt% and 6 wt%)

• NH3 (30 wt% and 6 wt%)

• Methanol (>99%)

The procedure used is given below, which is based on the brief de-
scription in [104]. The fiber was secured to a micrometer translation
stage to lower it accurately into the reagent.

1. Start with 3 mL 2 wt% AgNO3 in a 50 mL beaker. Using a 0.2-2
µL pipette, add 3.2 wt% NaOH until a fine brown precipitate
(Ag2O) forms. Mix to see if the precipitate stays.

2. Add 30 wt% NH3 to the solution drop-wise until the precipitate
dissolves, using a 10-100 µL pipette. Mix between each drop,
the reaction is slow (this creates [Ag(NH3)2]+ complex ions).

42 Chapter 4

Experimental



3. Add AgNO3 6 wt% until the solution is pale brown/yellow,
using a 10-100 µL pipette. A few drops should be enough if
step 2 was done correctly.

4. Add 1-2 drops of NH3 6 wt% to make the solution transparent
(10-100 µL pipette).

5. Prepare fiber for mirror deposition.

6. Add 1 mL of 35 wt% glucose and 0.5 mL methanol and mix
properly (100-1000 µL pipette).

7. Place beaker in a temperature bath (35°C) and dip fiber tip into
contact with the solution and withdraw it as far as the surface
tension can maintain the meniscus.

8. Keep the fiber in contact with the solution until the deposition
is considered sufficient.

The pipette tip should be changed between each step to prevent
contamination of the solutions. Laser light can also be used to
catalyze the reaction, which enables the process to be monitored
through the increase in the reflected intensity.

An example of how the reflectivity increased during deposition is
shown in Fig 4.2. The reflectivity was estimated by relating the
measured intensity during deposition (S), to reference in air (R),
see Eq. 4.1 below. 4% is the expected reflectivity from a glass-air
interface.

R = S −D
R−D

· 4%, (4.1)

This was considered accurate enough for a rough estimate, and
required no extra equipment or measurements to be conducted. As
shown in Fig 4.2, the reaction was allowed to continue a few minutes
after the reflectivity stabilized. This was to ensure that the thickness
of the mirror was sufficient.
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Fig. 4.2: The measured reflectivity during mirror deposition. The signal
stabilized at approximately 66% after 5 min.

4.1.2 Temperature control

The temperature was controlled with a temperature bath (Hart Sci-
entific, 7103 Micro-bath), which has an absolute accuracy of 0.25 K
(stability 0.015◦). A schematic of the experimental setup is shown
in Fig. 4.3. An additional temperature sensor (3-wire, Pt100) with a
stainless steel sheath, was placed in the silicon oil bath fluid to mea-
sure the temperature more accurately during the temperature scans.
The sample was placed in a test tube (Borosil, 27 ml) extending 12
cm below the silicon oil surface. The fiber-optic sensors were secured
1 mm apart inside the test tube, which was left open at the top to
keep the sample at atmospheric pressure. A LabVIEW program was
developed to control the temperature setpoints and scan rate in the
temperature bath, and for acquiring data from the Pt100-sensor and
the spectrometer. The output was in most cases logged every 20 s.

4.1.3 Data analysis

The spectra were acquired together with the temperature and time.
In the post-processing, the spectral responses of the two sensors were
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Fig. 4.3: The measurement rig consists of a temperature bath filled with
silicon oil, an electrical Pt100 temperature sensor and a test tube
holding the sample liquid. The two sensors are placed inside the
sample. The temperature setpoints and scan rate was set with an
inhouse LabVIEW-program.
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determined as a function of both temperature and time. For the MMI,
the interference minima were identified and fitted to a polynomial.
The fitting range was adjusted to optimize the resolution and noise.
With a typical fitting range of 9 nm the accuracy was limited to the
noise in the spectrum, which gave a root-mean-square-error (RMSE)
in the determined wavelength of 5.9 pm. The FBG peak was similarly
fitted with a Gaussian function, which gave an RMSE of 1.4 pm.

4.2 Guided-mode propagation method

In the following, a simplified derivation for the mode fields under
the linear polarization (LP) approximation is described. Further
details can be found in Snyder and Love [105]. The numerical model
considers the full set of vectorized mode fields, which is necessary
when the rotational symmetry of the system is disturbed. However,
the classification from the LP approximation is still used to describe
the modes as this is more intuitive.

4.2.1 Defining the mode fields

Classical optical fibers guide light inside its core based on total in-
ternal reflection, because of the higher refractive index than the
surrounding cladding [33]. The LP approximation is valid for weakly
guiding fibers, i.e. when the index contrast is small (≈ 1%). Birefrin-
gence effects from the different polarizations can be neglected in this
case, provided that the fiber is rotationally symmetric [106].
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The components of the electromagnetic (EM) field that propagates
through the fiber can be expressed as

E(x, y, z) = e(x, y)e−jβz

H(x, y, z) = h(x, y)e−jβz,
(4.2)

where the first factor describes the field profile as a function of the
position (x, y) in the fiber. Bold letters represent vector fields. From
the definition of a mode field, the profile remains unchanged as it
propagates through the fiber. The propagation is described by the
exponential, with the propagation constant, β describing how the
phase changes as a function of the longitudinal position, z. The fields
also contain an implicit time dependence, exp(iωt), where ω is the
angular frequency, but this will be omitted in the further treatment.

The components can further be decomposed into transverse (et,ht)
and longitudinal vectors (ẑez, ẑhz):

E(x, y, z) = (et + ẑez)e−jβz

H(x, y, z) = (ht + ẑhz)e−jβz,
(4.3)

In weakly-guiding fibers the index contrast is small, which means
that β ≈ kncore ≈ kncladding, where k is the wave number and n is
the RI of the core and cladding. The light then resembles a TEM
wave i.e. ez ≈ 0, hz ≈ 0. From Maxwell’s equations, the transverse
electric and magnetic fields are then related by

ht =
(
ε0
µ0

)1/2
ncoreẑ × et, (4.4)

where ε0 and µ0 are the vacuum dielectric constant and permeability.
Because the propagation constant now is independent of the orienta-
tion of the transverse field, polarization effects at the core-cladding
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interface are negligible [105]. In this case, each of the cartesian
components of the transverse electric field

et(x, y) = ex(x, y)ê + ey(x, y)ŷ, (4.5)

satisfies the Helmholz equation(
∇2
t + k2n2(x, y)− β2

)
Ψ = 0, (4.6)

where Ψ denotes either ex or ey. The spatial dependence of et

can also be determined in a cylindrical coordinate system (r, ϕ), as
defined in Fig. 2.2. A general solution to Eq. 4.6 is then

et = F l(r) ([a cos(lϕ) + b sin(lϕ)] x̂ + [c cos(lϕ) + d sin(lϕ)] ŷ) ,
(4.7)

where l is the azimuthal index and F l(r) describes the radial profile
of the fields. These can be found by matching appropriate Bessel
functions at the core-cladding interface [33]. Any combination of
(a, b, c, d) constitutes a solution, but because of requirements from
rotational symmetry the individual contributions (Fig. 4.4 left) do
not. The subscripts e and o in the figure refer to the extraordinary
and ordinary classifications.

The rotational symmetry of the fiber requires a mode of the fiber
to also be a mode with the same propagation constant, when the
fiber is rotated. However, it must not necessarily be the same mode.
When exe is rotated arbitrarily, a linear combination of all four fields
is necessary to describe the new field. If exe would be a modal field
of the system, it requires all four fields to have the same propagation
constant. This is only true under the LP approximation, which does
not represent the actual system. Because the propagation constants
are not equal, none of the fields on the left side of Fig. 4.4 are
modes of the fiber. The physical modes are found by forming linear
combinations of the fields that have the same properties under a
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Fig. 4.4: Illustrates the field directions for modes with l=1. The solutions
on the left side satisfy the Helmholz equation (Eq. 4.6), but only
the fields on the right side are modes of the fiber.

rotation by π/2, and reflections through the x- and y-axis. The
fields on the right (Fig. 4.4) can be shown to fulfill the symmetry
requirements. It can also be seen that the fields et1 and et3 are
identical under a rotation π/4, which therefore means that they must
have the same propagation constant.

From Eq. 4.7, it can be seen that l denotes the period of the azimuthal
variations of the field. l = 1 gives one full period and l = 2 gives
two. When l = 0 there is no azimuthal variation and the mode is
radially symmetric, which means that the two polarizations obtained
are degenerate.

The modes are also classified according to a radial index m, which
describes the oscillations in the radial direction [33].
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Calculating mode fields

In this thesis, the full-vector mode fields and their respective propaga-
tion constants are calculated with the finite element analysis software
COMSOL, using the electromagnetic wave frequency domain solver.
This was the preferred option to calculate the large number of mode
fields required for the analysis.

The circular cross-section of the fiber was defined with a diameter
of 125 µm, with a layer of water (4.5 µm) and a perfectly matched
layer (3 µm). In the SMF, the core diameter was set to 8.2 µm. The
mode fields and propagation constants were calculated at 1400 and
1550 nm, where the material dispersion for the core and cladding
was defined according to Malitson et al. [107]. At 1550 nm, the RI
for the core and cladding was 1.4504 and 1.4447, respectively [108].
Examples of mode fields with radial indices m and azimuthal indices
l are shown in Fig. 4.6.

Comsol solves the following equation to find the full vector fields
and propagation constants of the modes:

∇× (∇×E)− k2
0εrE = 0, (4.8)

with eigenvalues
τ = jβ − δz. (4.9)

The trial solution, E(x, y, z) = Ẽ(x, y)e−jβz is used to define the
mode field, Ẽ(x, y) and the corresponding effective index, neff =
β/k0. The program uses an iterative algorithm to calculate the
mode fields, where a convergence criterium of ∆neff < 10−9 was
used to ensure that the correct modes were identified. This was
found to be sufficient as the minimum mode spacing was ∆neff <≈
10−4. The mode fields were exported according to their components
(Ex, Ey, Ez, Hx, Hy, Hz) and effective index (neff). The effective
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Fig. 4.5: The effective index for for modes with indices l and m, labeled
according to the LP classification.

index for the modes used are shown in Fig. 4.5, labeled according to
the LP classification.

4.2.2 Mode-field propagation model

An EM field propagates as a mode field through a fiber according to
Eq. 4.2. An abrupt change in the fiber geometry will cause refraction
and the mode field changes. At the interface between the initial and
new geometry, the boundary conditions require that the transverse
field (Et, Ht) is continuous. Going from an SMF fiber to a fiber with
a different core-diameter, this excites a set of orthogonal modes,
together with a field that is not guided (radiative) [105]:

Et,SMF (r, ϕ) =
∑
l,m

almet,lm(r, ϕ) + Et,rad(r, ϕ)

Ht,SMF (r, ϕ) =
∑
l,m

almht,lm(r, ϕ) + Ht,rad(r, ϕ),
(4.10)

where et,lm and ht,lm are the EM mode fields of the CM fiber, and
Et,rad(r, ϕ) and Ht,rad(r, ϕ) are the radiative fields. The remaining
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Fig. 4.6: Examples of mode fields for radial indices m and azimuthal in-
dices l in a coreless fiber. For l = 0, the fields are double degener-
ate and only one is shown. For l ≥ 1, four solutions exist for each
pair of indices (l,m)

parameters were explained in Sec. 4.2.1. The radiative field is or-
thogonal to the guided modes [105] and will generally not reach the
detector. It is therefore not included in presented approach. Also the
reflected field is neglected, which has been shown to be a reasonable
assumption in [109].

alm are the modal amplitudes, which describe the fraction of the
incoming field transferred to the modes with indices lm. Because the
modes are orthogonal, the modal amplitudes may be calculated by
the normalized overlap integrals over the cross-section A of the fiber:

alm = 1
2Nlm

∫
A

(ESMF × h∗lm) · ẑ dA

Nlm = 1
2

∣∣∣∣∫
A

(elm × h∗lm) · ẑ dA
∣∣∣∣ (4.11)

In an SMF fiber, the guided mode is radially symmetric i.e. it has
no azimuthal components, and can therefore only excite radially
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symmetric modes in the CM fiber. Azimuthal modes may only be
excited if the radial symmetry is broken, which may occur in an
experimental setting if the splice between the two fibers is not perfect.
Possible imperfections include the two fibers being spliced with an
offset or angle.

Imperfections in the splice can be modeled by modifying the input
(SMF) field, either by moving it laterally to reflect the offset, or by
tilting the phase of the field. This is done by propagating the field at
an angle (tan θ ≈ θ):

ESMF = e0e
−jβθr cosϕ (4.12)

This will add a linear phase shift across the field, which now enables
azimuthal modes to be excited.

When the ensemble of excited modes is defined, each can be propa-
gated in the new fiber according to Eq. 4.2. In the reflection geometry
used in this thesis, the field is reflected by the end-face of the fiber.
In the model, the end-face is treated as a new interface with an
incident and an outgoing field, similar to Eq. 4.10. The incoming
field becomes the weighted sum of the propagated modes:

ecleave =
∑

almet,lme
−jβlmz(r) (4.13)

where z(r) = z0 + 2θr cosϕ accounts for fibers that are cleaved at
an angle. This is equivalent to transmission of light through a tilted
interface. There is also a lateral displacement between the incident
and reflected field, but for small cleave angles the effect is negligible.
If the cleave is tilted, additional azimuthal modes can be excited. The
ensemble of modes excited in the reflected field similarly becomes:

blm =
∫
A

ecleave × h∗lm · ẑ dA (4.14)
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It should be noted that this represents an interface of perfect re-
flectivity, with no transmission. Because the phase introduced by
the tilted cleave is calculated in each point regardless of polariza-
tion, it effectively neglects polarization effects in the reflection. This
approximation is reasonable for small angles according to [110]

r⊥
r‖
∝ 1 + θ2

φ⊥
φ‖
∝ π − θ2

(4.15)

Here, r is the reflection coefficient, φ is the phase-shift caused by the
reflection, and the subscripts, ⊥, ‖ denotes the perpendicular and
parallel component.

The magnetic field is propagated back to the SMF interface, where
the weighted sum is calculated.

hrefl =
∑
lm

blmht,lme
−jβlmz. (4.16)

The magnetic field is chosen because it is needed to calculate the
power transferred to the SMF.

Pout =
∣∣∣∣12
∫
A

ESMF × h∗refl · ẑ dA
∣∣∣∣ (4.17)

From the procedure outlined above, it can be understood that it
is only the effective RI (or propagation constant) and the relative
contribution of each mode that contributes to the output spectrum.
It is therefore important with an accurate description of the material
and waveguide dispersion. As the derivative of the effective index
with regards to wavelength is approximately constant [62], a linear
approximation is used in this model.
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Summary and
discussion of papers

5
This chapter includes summaries of the following three papers in-
cluded in this thesis:

(I) Addressing Challenges in Fabricating Reflection-Based Fiber
Optic Interferometers

(II) Using Fiber-Optic Sensors to Give Insight into Liquid-Solid
Phase Transitions in Pure Fluids and Mixtures

(III) Ice Formation and Growth in Supercooled Water–Alcohol Mix-
tures: Theory and Experiments with Dual Fiber Sensors

5.1 Paper I

In paper I, simulations and experiments were conducted to investi-
gate challenges associated with the fabrication of core-mismatched
fiber interferometers. The properties of multi-mode fiber interfer-
ometers (MMI) depend on the modes excited – both their relative
strength and their individual properties. The output spectrum is a
direct consequence of the geometrical construct and refractive prop-
erties of the system, where variations as small as the wavelength
of the light may have significant implications. The paper aimed
to investigate the inaccuracies introduced in the fabrication of the
sensors, with the rational that increased understanding is essential
for advancement and maturing of the technology.
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To create a reflection based interferometer in a fiber, a segment of a
core-mismatched fiber was spliced to the end of a SMF and subse-
quently cleaved at the intended length. Two areas were identified as
possible sources of inaccuracies, i) the splice, which causes cladding
modes to be both excited and coupled back into the SMF; and ii) the
cleave, which acts to reflect the light back to the detector.

To study the effects of the splice and end-face cleave, a coreless fiber
was chosen as it represents the simplest and most general form of the
large variety of MMIs found in the literature. A theoretical model,
based on mode field propagation, was developed to simulate the
sensor response. The results from the model were compared with
experimental results. Two types of inaccuracies in the spliced region
were considered in the model, splice angle and splice offset. For the
cleaved end-face, the effect of the cleave angle was considered.

The inaccuracies investigated have in common that they break the ro-
tational symmetry of the fiber. This enables the excitation of azimthal
modes, which are otherwise not present. Because of the reciprocity of
the system, an inaccurate splice can both excite and back-couple az-
imuthal modes. However, the azimuthal modes excited by an angled
end-face cannot be coupled back to the SMF by a perfect splice. An
angled cleave therefore represents a loss mechanism, which reduces
the intensity of the interference signal.

Interestingly, the excitation of modes at the end-face depends on the
optical path length (OPL), which again depends on the length of the
interferometer, the wavelength and the effective index of each mode
(OPL= neff,m(λ)L). This is because it is the total field distribution
at the end-face, which is the weighted sum of the modes with their
individually accumulated phases, that determines the excited modes
in the reflected field. In an experimental setting, there is an interplay
between all these effects. In the model they could be separately
investigated with regards to how each contributes to the sensor
output, by keeping the other parameters constant.
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From the simulations, it was found that the effect of cleave angles
achieved with high-end fiber-optic cleavers were dominating in the
results. This was explained by the wide distribution of optical inten-
sity across the fiber cross-section at this point. The effect was much
smaller at the splice, where the more localized fundamental mode
of the SMF, compared to the multi-mode field, reduces the effect of
inaccuracies. However, the results were not fully supported by the
experiments, which showed variations that did not correspond to the
measured cleaved angles. This indicates that inaccuracies in actual
spliced regions, which are hard to measure experimentally, play a
larger role in the variability of mode excitation in MMIs.

5.2 Paper II

In paper II, the reflection-based MMI was applied to detect and
analyze phase transitions in binary mixtures, specifically aqueous
ethanol mixtures with different compositions. A thin-core (TC) fiber
was used to create the interferometer, which was supplemented with
a fiber-Bragg grating (FBG) sensor to measure the local temperature.
This enabled the ethanol concentration in the remaining liquid to be
estimated from the change in RI, as pure ice was formed.

The two sensors were connected to the light source and the detector
with a 2x2 fiber optic coupler. By tracking the wavelength of the
FBG peak and an interference minimum from the TC sensor, changes
in temperature and RI was measured. A test tube with the sample
was cooled and heated between -30◦C and 30◦C with a temperature
bath. With the two fibers inside the sample, phase transitions were
detected both based on changes in RI and from the heat of fusion
associated with the transition.

Both freezing and melting events were detected for ethanol concen-
trations in the range 0-30 wt%. With the FBG sensor, the latent heat
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released during freezing was measured as an increase in temperature
relative to the temperature bath. The melting could similarly be
identified during heating, by the temperature remaining constant
inside the sample. The RI sensitive TC sensor could simultaneously
detect the phase transitions from strong wavelength shifts during
freezing. The opposite sign of the temperature sensitivity in the
solid and liquid phase enabled the identification of melting point.
However, because of cross-sensitivity to temperature, strain and RI,
the wavelength shifts could be difficult to interpret.

By combining the information from both sensors, additional informa-
tion was extracted. With the FBG used as a temperature reference
inside the sample, the TC shifts could be decoupled form the temper-
ature. This showed that the refractive index decreased upon freezing
in pure water, whereas it increased in the ethanol mixtures. As pure
ice is expected to form in both cases, which has a lower RI than
water, the higher RI in the ethanol mixtures required a different
explanation.

When pure ice precipitates in a solution, the concentration in the
remaining liquid increases. To investigate if this was the mechanism
behind the increased RI measured, the wavelength shifts measured
prior to freezing were analyzed. Calibration curves were constructed
that expressed sample concentration based on the measured wave-
length. By applying the calibration on the wavelength shifts after
freezing, the apparent concentrations around the fiber could be esti-
mated. This showed an excellent fit with the melting points for the
ethanol concentrations found in the literature.

5.3 Paper III

In paper III, the sensor system from paper II was utilized to study
ice formation and growth in supercooled water-alcohol mixtures.
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Together with a model based on heterogeneous nucleation theory,
the degree of supercooling was investigated for different sample con-
tainers, alcohol types and concentrations. Although widely studied,
the exact mechanisms for ice formation is still not well understood.
This was motivation for further study.

Because of the activation barrier, the freezing temperature is always
lower than the melting point. In classical nucleation theory (CNT),
solid formation is divided into two stages; the creation of a thermo-
dynamically stable cluster, and the growth of this cluster into a new
phase. The supercooling depends on the activation barrier, which
can be reduced when the liquid is in contact with a foreign surface.
The catalytic ability is a function of both the topology of the surface,
as well as the container-liquid and container-ice surface tension.

The melting point decreases with increasing solute concentration
due to colligative effects. This was modeled with the cubic plus asso-
ciation (CPA) equation of state (EoS), by matching the temperature,
pressure and chemical potential with an EoS for ice. Whereas melting
starts as soon as the melting point is reached, the freezing occurs at
a lower temperature due to the activation barrier. Heterogeneous
CNT was used to predict the degree of supercooling as a function of
concentration, based on the results for pure water.

Experimentally, two container materials (glass and polypropylene)
were used to investigate their ability to catalyze nucleation , i.e. the
reduction in the activation barrier. A greater supercooling was ob-
served in the polypropylene container. The container surface was
also chemically modified with different pre-experiment rinsing pro-
cedures. Rinsing with 96% ethanol and 99% acetone was found to
improve the catalyzing ability over the pristine polypropylene mate-
rial. Changes in surface tension due to adsorption of ethanol/acetone
molecules was found to be a probable explanation.
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With the glass container, experiments were conducted with the four
alcohols, methanol, ethanol, 1-propanol and 1-butanol. The theory
predicted an almost linear dependency between the concentration
and freezing point, but the experimentally measured freezing tem-
peratures decreased progressively for higher concentrations.

Because the nucleation rate also depends on the mobility of the
molecules that form the initial cluster, the self-diffusivity of water
becomes relevant. The growth rate of the ice crystal, which is propor-
tional to the diffusivity, was therefore also measured as a function of
ethanol concentration. This was extracted from videos captured with
the boroscope. It was found that the ice growth rate decreases rapidly
with increasing ethanol concentration. Whereas the ice growth rate
in pure water was in excellent agreement with literature values, the
growth rates in the ethanol mixtures were approximately 25% of
that in comparable concentrations of NaCl found the literature. This
indicates that the apparent diffusivity in ethanol mixtures are lower
than in NaCl solutions.

5.4 Discussion

In general, fiber-optic sensors are well suited within the field of
experimental thermodynamics, due to their small size and inert ma-
terial. The main advantages of MMIs are the simple fabrication, the
mechanically and thermally robust all-fiber design. However, these
sensors are sometimes considered as less ideal due to high insertion
losses and irregular spectra. Usually the high insertion loss is not
a problem in an experimental setting due to sufficiently powerfull
sources and sensitive detectors. Although a regular spectrum may be
perceived as more aesthetically pleasing, the irregular multi-mode
interference may also carry more information.
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Some efforts have been aimed at exploiting the different sensitivity of
the modes for dual-parameter sensing [108, 111–113]. The concepts
from Li et al. [111] and Xiong et al. [112] are based on the different
sensitivities of two interference minima with regards to RI and tem-
perature. This was used to create a linear set of equations that were
inverted to express the two parameters as a function of the wave-
length shifts of the two minima. This requires linear sensitivities and
thermo-optic coefficients that are unaffected by concentration/initial
RI. In the second conference paper listed in this thesis, a method to
circumvent these requirements was developed. However, because of
instabilities in the spectrum and limitations to the accuracy due to
similar sensitivities for the two minima, this was not pursued further.
The methods based on different sensitivities of two minima are rel-
atively simple, and with the increased computing power available
today, one could envision that further advancements are possible
with regards to the amount of information that can be extracted.

The cross-sensitivity between temperature, strain and RI also com-
plicates the interrogation. This makes it difficult to distinguish the
origin of a wavelength shift. In this thesis, this was solved with an
FBG sensor, which was used to decouple the variables. Of course, this
FBG sensor could also have been included on the same fiber, but this
would create a longer sensor more susceptible to thermal gradients
within the sample. As was found in paper I, the typical accuracy for
the cleave angles for commercial high-end fiber cleavers is within
0.3◦, whereas reproducible spectra requires an accuracy of 0.1◦. The
multitude tries to get acceptable cleave angles therefore made it risky
to cleave and splice the FBG directly onto the interferometer.

When measuring liquid-solid phase transitions, the strain sensitivity
can easily become an issue. In the experimental setup used in this
thesis, the FBG sensor was able to distinguish strain effects when
the wavelength shift deviated from the linear sensitivity found in
the liquid phase. Although it is difficult to prevent strain from the
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solid phase, it did not significantly impair the analysis performed
in this thesis. However, for general application, both in industrial
and scientific settings, strain needs to be considered. This is also
important in the liquid phase. If there is flow or turbulence in
the system, the fibers need to be supported or protected from drag
forces. In these cases, the Fresnel-reflectivity sensors may be a better
option [24, 27].

In paper I, it was concluded that the spliced region plays a large role
in the shape of the interference spectrum, which was not captured by
the simulated results. In the model developed, the spliced region was
represented by an abrupt transition from a SMF to a CL fiber. This
seems to be a poor approximation, which is supported by the fact
that the fibers are pushed into each other during the splicing proce-
dure. Although the mode-field propagation approach is invaluable in
studying and understanding MMIs, a different approach, e.g. beam
propagation algorithms, may be more appropriate for investigations
into the exact mechanisms of the spliced region.

In paper II, the red-shifts observed in the ethanol mixtures after
freezing were explained by an increased concentration (increased RI)
in the remaining liquid phase. The experimental setup was limited to
-30◦, which is above the melting temperature of the eutectic. Because
the solid formed is pure ice, the concentration in the liquid phase
becomes a function of the temperature. At the lowest temperature
there will always be some liquid left – how much depends on the
initial concentration. For higher initial concentrations less ice is pro-
duced in order to achieve a new concentration with a melting point
of -30◦. Because the sensors extend out into ambient conditions and
because they are situated in the center of the test tube farthest away
from the cooling medium, the remaining liquid phase is expected
to exist in this area, see Fig. 5.1. The figure also shows some ice
extending towards the sensors, which could be the explanation for
the estimated concentrations being lower than the tabulated melting
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Fig. 5.1: An illustration that shows the a possible situation inside the test
tube after freezing. A concentrated liquid remains, which is
localized on the surface and around the sensors.

points. Due to the random nature of ice growth, the effect will be
different in every freezing cycle.

Compared to the well defined start of a freezing event, the melting
is more difficult to pinpoint exactly. The latent heat that must be
supplied for the whole sample to melt is transferred at a slow rate
due to the low temperature difference between the sample and the
temperature bath, which delays the process. In binary mixtures, the
melting also occurs continuously during heating. But if the goal is
to determine the melting temperature itself and not the onset of the
phase transition, the FBG is an excellent sensor choice. The small
thermal mass enables a fast response, and the actual temperature
during the melting process can be measured.

In paper III, there were discrepancies between the predicted and
measured freezing points. Because the predictions showed a differ-
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ence in the trend as a function of alcohol concentration and not just
an offset, the discrepancies are believed to come from a non-constant
catalyzing ability (fhet). In the model this is a constant, only depend-
ing on the container material. It is plausible that adsorption of solute
molecules on the container wall may change the surface tension, and
therefore also fhet. This was supported by the effect of the rinsing
procedures performed prior to each experiment. Part of the discrep-
ancies are also believed to stem from inaccuracies in the predicted
melting temperatures. This is because CNT estimates the degree of
supercooling, and an eventual difference in the melting point will
therefore transfer on to the predicted freezing temperature.

In conclusion, fiber-optic sensors offer a method to detect and analyze
phase transitions that is easily adapted and implemented. There are
challenges and drawbacks related to using fiber-optic sensors, but
they also enable unique and interesting properties and processes to
be explored.
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Conclusion 6
Fiber-optic sensors to detect and analyze phase transitions have
been presented in this thesis. The unique benefits of a small and
inert insertion probe were utilized to demonstrate the amount of
information that can be extracted from a sensor system, which was
compared to theoretical predictions for the freezing and melting
points of binary mixtures.

Multi-mode interferometers (MMIs) were made by splicing a coreless
or thin-core fiber segment to the end of a single-mode fiber (SMF).
The core-diameter mismatch causes an ensemble of cladding modes
to be excited, which because of their different propagation constants
produce an interference spectrum when coupled back the SMF. The
geometry of the spliced region defines which cladding modes that
are excited and the propagation length defines the difference in ac-
cumulated phase difference between them. Inaccuracies in the splice
and the cleaved end of the sensor was found to make it challenging
to achieve reproducible results. These challenges were addressed in
the first paper, which investigated the effect of the inaccuracies on
the modal distribution and the resulting spectrum, with experiments
and theoretical simulations.

The MMI sensor was also combined with a fiber-Bragg grating (FBG)
to demonstrate how fiber-optic sensors can be used to detect and
analyze phase transitions in water-ethanol mixtures. The two sensors
were able to independently detect both melting and freezing when
the temperature was scanned across the phase-transition interval.
The FBG sensor is only sensitive to temperature and strain, and
therefore relied on the temperature increase/decrease from the latent
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heat released/absorbed during the phase transition. The MMI is also
sensitive to changes in refractive index (RI), which in pure water
enabled the phase transition to be detected based on the lower RI
of ice. In the water-ethanol mixtures, the solid phase formed during
freezing is pure ice. The increase in RI measured upon freezing in
these samples was therefore attributed to the increased concentration
in the remaining liquid phase. By combining the information attained
from both sensors, the effective concentration was estimated. This
indicated that some ice intruded into the sensitive region around the
sensor.

The final goal of the thesis was to apply the sensor system to study
phase transitions. This was achieved in the final paper, which inves-
tigated ice formation in supercooled water-alcohol mixtures. The
experimentally determined freezing temperatures were compared to
theoretical predictions based on classical nucleation theory. The dif-
ference between the freezing and melting point i.e. the superooling,
depends on the nucleation barrier for cluster formation. At sufficient
supercooling, the barrier can be overcome and the liquid freezes.
The nucleation barrier can in some cases be reduced when the cluster
forms on a surface in contact with the liquid, called heterogeneous
nucleation. How the reduction depends on the type of alcohol, the
concentration and the type of surface was investigated. A polypropy-
lene container showed supercooling temperatures 5-6◦C greater than
glass. In polypropylene containers, it was also found that rinsing
with ethanol or acetone lowered the nucleation barrier relative to
the pristine material. The growth rate of the ice was also measured
in the ethanol mixtures. The growth rate found in pure water, 10.2
cm/s at -16◦C, is in excellent agreement with results found in the
literature, whereas in the ethanol mixtures it was orders of magni-
tude lower. A possible explanation was found to be accumulation of
ethanol molecules at the liquid-solid interface.
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Future Work 7
The development of fiber-optic sensors to detect and analyze phase
transitions has just begun. The potential solutions for live monitoring
and characterization of new material systems is difficult to define at
this point, but the benefits appear to be many. New systems where
fiber-optics may be beneficial in monitoring phase transitions can
be found both where the transitions are desired or where they are
detrimental.

To drive the development forward, specific applications should be
identified and aimed for. In general, miniaturization will enable
applications in smaller systems/sample sizes. This may also improve
the response time in thermodynamic systems, as the higher surface
to volume-ratio increases the transfer rates, e.g. of heat.

An interesting alternative to the dual-sensor system would be the
tilted FBGs, which exhibits both RI sensitivity and an independent
temperature sensitive resonance [114].

Other parameters can also be measured, such as growth rate or the
concentration of a solute. In this thesis, the apparent ethanol con-
centration in the remaining liquid after freezing was estimated based
on RI alone. However, with stimuli-responsive coating on the fiber,
the concentration of specific molecules or pH can be measured [44].
Additional parameters may aid in further expanding the analysis.

There are also interesting matters that can be investigated in the
continuation of the work presented in this thesis. Beam propagation
methods could be applied to investigate the spliced region between
the SMF and core-mismatched fibers. The main concern that was
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found in this work was that rotational symmetry is required to re-
duce the amount of memory needed to perform the calculations in
programs such as COMSOL or RSoft. This makes it difficult to model
the fabrication inaccuracies that were studied in this thesis, but it
does not exclude modeling on tapering and fattening in the spliced
region.

To confirm or disprove the hypothesis that there is liquid remaining
around the sensor after freezing, imaging from above could be per-
formed. Due to the limited space in the test tube used to contain the
sample in this thesis, this was not feasible. However, by changing
the experimental setup this could be solved. This could also show in
greater detail how the solid phase grows, which was challenging to
do from the outside of the test tube due to particles in the circulating
temperature bath and refraction at the curved glass interface.

In summary, the implementation of fiber-optic sensors to detect
and analyze phase transitions involves many advantages and new
opportunities. It will be interesting to see how the field will evolve
in the years to come.
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Abstract: Fabrication of multimode fiber optic interferometers requires accurate control of certain
parameters to obtain reproducible results. This paper evaluates the consequences of practical
challenges in fabricating reflection-based, fiber optic interferometers by the use of theory and
experiments. A guided-mode propagation approach is used to investigate the effect of the end-face
cleave angle and the accuracy of the splice in core-mismatched fiber optic sensors. Cleave angles from
high-end fiber cleavers give differences in optical path lengths approaching the wavelength close
to the circumference of the fiber, and the core-mismatched splice decides the ensemble of cladding
modes excited. This investigation shows that the cleave angle may significantly alter the spectrum,
whereas the splice is more robust. It is found that the interferometric visibility can be decreased by up
to 70% for cleave angles typically obtained. An offset splice may reduce the visibility, but for offsets
experienced experimentally the effect is negligible. An angled splice is found not to affect the visibility
but causes a lower overall intensity in the spectrum. The sensitivity to the interferometer length is
estimated to 60 nm/mm, which means that a 17 µm difference in length will shift the spectrum 1 nm.
Comparisons to experimental results indicate that the spliced region also plays a significant role in
the resulting spectrum.

Keywords: fiber optics; multimode interference; refractive index (RI) sensor

1. Introduction

Optical fiber interferometers based on cladding mode excitation have received much attention
the last two decades due to their simple fabrication and robust, all-fiber design. The multimode
interference created has been used to measure temperature [1], strain [2], refractive index (RI) [3,4]
and as a fiber focusing lens [5]. The interferometric sensors can be divided into Mach–Zehnder type
(transmission) geometries and Michelson type (reflection) geometries, or based on the method of
cladding mode excitation (e.g., core diameter mismatch [1,6], core offset [4] or long-period gratings [7]).
Sensitivity to the external RI is created by the evanescent field in configurations where the light is
bound by the outer diameter of the fiber. With different types of stimuli-responsive coatings, this can
also enable sensitivity to other parameters (e.g., relative humidity [7] and pH [8,9]).

Countless different sensor designs have been reported. The most common geometries have been
reviewed by Zhu et al. [10], and Lee et al. [11]. The number of reports that addresses the deeper
understanding of the multimode interference systems are limited (e.g., [5,12–15]), and the discussions
in these papers are limited to circularly symmetric geometries. This is a reasonable assumption for
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many of the Mach–Zehnder geometries, while for the Michelson geometries this is often not the case
due to practical limitations in the sensor preparations.

The objective of this paper is to study the impact of geometrical asymmetries on the performance
of Michelson class of sensors. Full vector field model simulations, validated through experiments, are
used to study the effects of fabrication induced asymmetries. A coreless fiber interferometer was chosen
because it represents the simplest form of in-line interferometer, yet complex enough to illustrate the
effects of imperfections in implementation. The purpose is to aid sensor development by providing
better understanding of the impact of the non-ideal sensor geometries. This understanding combined
with process control and repeatability are important factors to ensure the advancement and maturing
of the technology.

The general advantages of fiber optic sensors are the inert material which enables sensing in
chemically harsh environments; a small thermal mass which minimizes the influence on thermodynamic
reactions; their immunity to electromagnetic interference; and their small size. Additionally, the inline
interferometers based on cladding mode excitation are robust and easy to fabricate. The reflection-based
geometry of the Michelson type interferometers also enables the fiber optic interferometers to be used
as insertion probes. This may simplify the experimental implementation and reduce thermally induced
strain and bending effects between the two anchoring points necessary for the transmission type
geometry. Despite the advantages of a reflection-based geometry, most papers deal with in-line sensors
in which interrogation is done in transmission [9,12,13,16–21]. The reason for this may be challenges
associated with fabrication of the reflection-based sensors (e.g., the accuracy of the end-face cleave
angle). A cleave angle that is not perpendicular to the fiber axis will affect the distribution of cladding
modes as it eliminates the radial symmetry of the systems and removes the translational invariance
in the propagation direction, often assumed in the treatment of such systems [5,12]. The experience
from our studies is that interferometers fabricated with the same intended dimensions and conditions,
will exhibit different interference spectra.

High-end fiber cleavers typically claim that the cleave angles are within 0.3 degrees [22]. Whereas
this is insignificant for the core-bound mode of a single mode fiber (SMF), cladding modes with field
distributions closer to the circumference of the fiber can experience optical path length differences
approaching 1 µm from one side to the other.

This paper examines, by experiments and theory, the effects of the spliced region and the end-face
cleave angle, through a guided-mode propagation analysis (MPA). The study is limited to geometries
with the original cladding diameter (i.e., it will not cover reduced diameter sensors based on etching
with hydrofluoric acid). Linear and lossless media are assumed.

Previous papers based on MPA have treated low index contrast cases and weakly guiding
conditions, where a scalar (beam optics) treatment is sufficient [5,12,13,15,23,24]. In this work, a full
(electromagnetic) vector model will be used. The more general vectorized model is chosen for several
reasons: Only the fundamental mode will experience a low index contrast in a single-mode fiber,
the cladding modes are subject to the medium outside the fiber, which lifts the degeneracy of the LP
approximation. The model also accounts for the mixed polarization of the hybrid modes and ensures
that the contribution from all is utilized, also when the system lacks radial symmetry. This study will
treat coreless (CL) fiber interferometers, but the model is applicable to all core-mismatch geometries.
The next section will introduce the model on which the simulations are based. The rationale for the
paper will then be explained with experimental results, before these are analyzed based on results
from the simulation.

2. Methods

The sensor is fabricated by splicing a section of coreless (CL) fiber FG125LA (Thorlabs) to a
single-mode fiber (SMF-28) pigtail, see Figure 1. The difference in numerical aperture between the two
fibers enables the excitation of multiple modes in the CL fiber, which create the interference spectrum.
A silver mirror is chemically deposited at the end-face through the mirror reaction. The reactant
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solution was prepared according to [25] and the tip of the fiber was placed in contact with the
liquid. The fiber was withdrawn carefully without breaking the meniscus created by surface tension.
This yielded a silver layer of an approximate thickness of 30 µm, and with minimal deposition on
the side of the fiber. With a 2 × 1 coupler (Huber Suhner), a broadband source (Fyla, SCT500), and a
grating-based spectrometer with 0.3 nm resolution (Ibsen I-MON 512), the multi-mode interferometer
is interrogated. The length of the SMF between the source, detector and sensor, ensures that only the
fundamental mode of the fiber can be assumed to be transmitted. Therefore, only the region from the
splice to the end-face of the fiber is considered in the model.

Figure 1. Schematic configuration of the challenges associated with the fabrication of fiberoptic
interferometers based on core mismatch. The three parameters investigated are an end-face cleave
angle (a), a lateral offset in the splice (b) and a tilted splice (c), as indicated in the figure.

Guided-Mode Propagation Model

The components of the electromagnetic field can be written in terms of the radial (r), azimuthal
(ϕ), and longitudinal (z) variables:

Ψlm(r,ϕ, z) = ψlm(r)e− jlϕe− jβlmz (1)

ψlm is the electric E− or magnetic H-field profiles, which are always real for non-absorbing
fibers [27]. The field ψlm(r) has radial indices m and azimuthal indices l and propagate with
propagation constants βlm along the z-axis. ψlm(r) is predominantly transversal with negligible
longitudinal components.

The input (SMF) field ψlm is calculated through a finite-element method with the parameters given
in Table 1. The convergence criterium was ∆ne f f < 10−9. The CL mode fields are found in the same
way and classified based on their indices l and m. The modes with m ≤ 15 and l ≤ 4 were included in
the simulations. This is not the full set of hybrid modes that the fiber could support, but includes the
modes that may be significantly excited by the core diameter mismatch. The excitation coefficients of
the hybrid modes are calculated individually, however, only the sum of the square magnitude for each
value of l and m is presented. The set of modes are mutually orthogonal [28] and were normalized to
create an orthonormal set [27].

Table 1. Simulation parameters at 1550 nm. Material dispersion calculated from [26].

SMF Coreless

Core diameter (µm) 8.2
Cladding diameter (µm) 125 125

ncore 1.4504
ncladding 1.4447 1.4447

next 1.33 1.33

The abrupt change in core diameter at the splice enables the excitation of cladding modes in the CL
fiber. The reflection at the SMF-CL interface is small and is ignored. This was confirmed experimentally
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in [10]. Continuity at the interface then requires that the input transverse field from the SMF (Et,SMF) is
equal to the sum of excited modes and the radiative fields in the CL section [27] (p. 420):

Et,SMF(r,ϕ) =
∑
l,m

almet,lm(r,ϕ) + Et,rad(r,ϕ) (2)

Here, et,lm and alm are the transverse portion of the mode fields and modal amplitude with indices
l and m. The radiation field will in most cases not reach the detector and is therefore omitted in the
calculations. Neglecting the wavelength dependency, the modal amplitudes alm in the excited field are
found by calculating the overlap integrals

alm =
1

2Nlm

∫
A

ESMF × h∗lm·ẑdA (3)

Nlm =
1
2

∣∣∣∣∣∫
A

elm × h∗lm·ẑdA
∣∣∣∣∣ (4)

Due to the core mode of the SMF lacks azimuthal components, alm is zero for all modes where l ≥ 1
(i.e., only radial HE1m modes will be excited), when the splice is radially symmetric. However, if the
fiber is cleaved at an angle, the symmetry is broken and azimuthal modes may be excited [27]. The effect
of the angled end-face is to produce a linear phase shift across the mode and a spatial displacement
between the incident and reflected mode. For small cleave angles the effect of the displacement is
negligible. Thus, the effect of the angled end-face is modelled by propagating the initially excited set of
modes to the cleaved interface, where the field becomes:

ecleave =
∑

almet,lme− jβlmz(r) (5)

where z(r) = z0 + 2θr cosϕ for small cleave angles θ, over the fiber radius r and azimuthal angle ϕ,
as defined in Ref. [27] and Figure 1. z0 is the original length of the fiber. The excited modes in the
reflected field can similarly be found with the overlap integral between ecleave and the mode fields:

blm =

∫
ecleave × h∗lm·ẑdA (6)

where l ≥ 1 modes are included. This corresponds to having an interface of perfect reflectivity,
independent of the field polarization. The latter is valid provided that the cleave angle is small. This is
conceptually equivalent to the transmission from one fiber to another that is tilted, as described in [27].

After propagating the reflected field back to the SMF, the total magnetic field at the splice is then
expressed as

hre f l =
∑
lm

blmht,lme− jβlmz (7)

The power transferred back to the SMF then becomes:

Pout =

∣∣∣∣∣12
∫

A
ESMF × h∗re f l·ẑdA

∣∣∣∣∣2 (8)

The output spectrum is hence a function of only the effective RI and the relative contribution
of each mode. The splice between the SMF and the CL fiber, and a potential angled end-face cleave,
may therefore affect the spectrum shape. The inaccuracies of the splice are introduced by altering the
input field ESMF in (3).

To calculate the effective indices over the wavelength interval considered, the modes are calculated
at two wavelengths to account for material [26] and waveguide dispersion. A linear approximation is
employed to find the effective index for each mode as a function of wavelength. This approximation is
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considered valid as the derivative of the effective index with regards to wavelength is approximately
constant [14].

Since the evanescent field is present around the fiber, a change in the external RI will affect the
effective RI of the modes. To incorporate this RI sensitivity in the model, the confinement coefficients
are calculated from the mode fields, as a function of wavelength. The effective RIs of the modes,
as a function of external RI, are then estimated from a weighted average based on the confinement
coefficients. The model does not, however, consider the decreased confinement of the modes caused
by the lower index contrast at higher external RI. According to the study [14], this seems to be a
reasonable approximation. The mode fields used to calculate the excitation coefficients are the same
for all wavelengths. Thus, the effect of mode field changes with wavelength, resulting in a small and
uniform change in the excitation coefficients, are considered negligible.

3. Experimental Results

The treatment of the various challenges that may arise when fabricating fiber-optic interferometers
starts with Figure 2, which shows the spectra from six sensors fabricated through the exact same
process. The sensors consist of 14.2 mm of CL fiber and are denoted by the measured end-face cleave
angle. The length was chosen because it puts a characteristic feature within the desired wavelength
interval that is easily recognizable in the otherwise chaotic spectrum. The characteristic feature is the
zero intensity range from around 1570 nm and upwards. Another option was the re-imaging length of
29.8 mm [5], but limitations of the cleave-length measurement prevented this.

Figure 2. Experimentally measured spectra of a 14.2 mm coreless (CL) interferometer. The spectra (0.2
and 0.3 degrees) are shifted 6 nm to align better for comparison. This corresponds to a cleave length
accuracy of ±70 µm according to the results in this paper.

The fusion splicer measures the angle with an accuracy that is not disclosed by the manufacturer.
Subsequent measurements of the same cleaved fiber have been found to give angles differing by
±0.1 degrees. The angles in the figure are therefore included for guidance only. Moreover, the angle
could not be controlled, only measured after fabricating the fibers. Many sensors were therefore
fabricated to find a set of sensors with the desired approximate cleave angles.

To optimize the accuracy of the interferometer length, a DC servo motor was used to pull back
the spliced region, the intended length from the cleaver blade. The spectra still had to be shifted up
to 0.8 THz (i.e., 6 nm at 1500 nm), to align well, as shown in Figure 2. After correcting for the length
inaccuracies, the spectra can be compared. For small cleave angles, the different realizations of the
same geometry give the same general trend, but with two main differences: The spectra may be shifted
in wavelength and the relative amplitude of the resonances may differ.

The measured RI sensitivity in one of the sensors was measured to 63.3 nm/RIU at next = 1.33,
and an average of 146 nm/RIU on the interval 1.33–1.39.

Only the cleave angle is measured, but other variabilities may contribute. This motivates an
analysis through simulations where the different sources of variabilities can be isolated. To further
understand these results, simulations were performed with the guided-mode propagation model
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presented in Section 2. The next section will present the general findings from the simulations,
with separate investigations of each source of error. This will form the basis for discussions of the
complete system.

It was decided to show linear y-axes to highlight the constructive interference peaks which are
more robust. The low intensity changes of dips (10−3

− 10−4) are difficult to detect experimentally and
very sensitive to the numerically derived results.

4. Simulation Results

The simulation results for a CL fiber interferometer will be presented next to analyze the effect
of the broken radial symmetry of the fiber. The spectra and excitation coefficients for modes with
azimuthal indices l ≤ 1 will be shown. Modes with l ≥ 2 were also excited, but with coefficients an
order of magnitude smaller. These are not shown due to their small contribution.

Constructive interference occurs when the difference in the reflected optical pathlength between
the two modes is equal to an even number of π, which gives [29]:

λpeak,i =
4L

[
ne f f

lm [λ, next] − ne f f
l′m′ [λ, next]

]
2i

(9)

where ne f f
lm and ne f f

l′m′ are the effective RI of the two modes with indices l and m, at the wavelength λ
and external RI (next). L is the interferometer length and i is an integer. The change in resonance peak
wavelength due to changes in external RI and/or length can be derived from the total differential of
Equation (9):

dλpeak =
4L
2i

(∂λnlm − ∂λnl′m′) dλpeak +
4L
2i

(∂next nlm − ∂next nl′m′) dnext +
4
2i

(
ni − n j

)
dL (10)

where ∂x refers to the partial derivative with regards to x. By rearranging and substituting in the group
index

(
ng = n− λ ∂n

∂λ

)
, and keeping the other variables constant, the sensitivity to length becomes:

dλpeak

dL
=
λpeak

L

ne f f
lm − ne f f

l′m′

ng
lm − ng

l′m′
(11)

for the same modes. The linear chromatic dispersion assumed in the model causes constant group
indices with regards to wavelength, where higher order modes have higher group indices. This causes
the nominator and denominator in the last fraction to have opposite signs, which gives a negative
sensitivity to length variations.

The RI sensitivity from interference between the two modes can in the same way be expressed as:

dλpeak

dnext
=

λpeak

(ng
lm − ng

l′m′)

(
∂nlm
∂next

−
∂nl′m′

∂next

)
(12)

In a CL fiber, the sensitivity will be positive for all cladding modes [14], but may become negative
in systems where a core bound mode is more strongly excited [4]. References [15,23,24] all show a
positive sensitivity—for both CL and thin-core fibers. It should also be mentioned that the RI sensitivity
has been found to vary little with the interferometer length [19,24], which has also been observed
throughout this work. This is expected from (12).

4.1. General Results

The simulated spectra for different lengths are shown in Figure 3a. The peaks blueshift 60 nm/mm
at 1500 nm (i.e., a 17 µm longer interferometer shifts the dip one nanometer). This means that to ensure
a reproducibility of the dip wavelength of around 0.1 nm, the length needs to be controlled in the
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µm-range. The same sensitivity is found by inserting the effective indices into (11). This means that
the length accuracy in Figure 2 is ±100 µm, which was also found in [8].

Figure 3. (a) Spectra of coreless interferometers with different lengths that have a perfect cleave.
The spectrum sensitivity to the length of the interferometer is 60 nm/mm at around 1500 nm.
(b) Excitation coefficients for the radial modes (l = 0) at the single mode fiber (SMF)-CL fiber interface.
The excitation of the hybrid modes is calculated individually, however, only the sum of the square
magnitude is plotted for each value of l.

Larger variations in the length will change the typical period of the oscillations in the spectrum,
as shown in [13]. With a longer propagation distance, the difference in phase delay from the small
variations in effective index has time to differentiate (i.e., a longer interferometer exhibits higher
frequency oscillations).

Figure 3b shows the excitation coefficients that together with the effective indices of the modes
create the spectra shown in Figures 3a and 4, calculated with (3). The coefficients for a straight cleave
are consistent with what was found in [24].

Figure 4. Refractive index sensitivity for a 14.2 mm CL fiber with a perfect cleave (zero degrees).
The resulting sensitivity is 65.5 nm/RIU at 1550 nm.

The simulated RI sensitivity of the 14.2 mm CL interferometer in this work was found to
be 65.5 nm/RIU, as shown in Figure 4, which is lower than what is reported elsewhere [15,23,24].
Compared to our experimental results, the simulation is valid only for RIs close to next = 1.33, since the
model does not consider the increased evanescent field at higher RIs. The model considered in this
work is expected to underestimate the RI sensitivity as it assumes that the mode fields are independent
of the external RI. The mode fields are less confined at longer wavelengths, which increases the
effect of the external RI on ne f f

lm (λ, next), although the effect is small in the narrow wavelength range
considered here.

4.2. Cleave Angle

The total field profile changes with the propagation distance, as shown in [12]. With a straight
cleave, the fiber profile is identical both before and after the reflection, and the reflected field will remain
unchanged. However, when the end-face cleave is not perpendicular to the fiber axis the symmetry is
broken and non-radial modes can be excited. The excitation coefficients now depend on the optical
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path length from the splice to the cleaved end-face (i.e., the accumulated phase). The coefficients
for a CL interferometer cleaved at moderate angles are shown in Figure 5, where the coefficients
are calculated according to (6) at the fiber end-face. The lengths and wavelengths chosen were the
re-imaging length (29.8 mm) at 1550 nm, 14.2 mm at 1550 nm, and 14.2 mm at 1216 nm. The re-imaging
length was identified from the simulations by finding the length and wavelength where the input
field reproduced itself. This length was chosen to clearly illustrate the effect of an angled cleave,
when all modes are in phase. The coefficients for a 14.2 mm interferometer (Figure 5c–f) show how the
ensemble of modes excited at the fiber end-face change as a function of the cleave angle, according
to (5) and (6). The excitation coefficients for the two wavelengths behave differently because the
phase of each mode varies independently with its propagation constant. In all cases, the coefficients
for a straight cut are identical to the initial set of modes excited at the SMF-CL interface, as shown
in Figure 3b. However, as the end-face is tilted slightly, the energies of the radial modes decrease.
Concurrently, the tilted phase front of the incoming field enables modes with azimuthal components
to increase their contribution, as shown in Figure 5b,d,f. The higher order azimuthal modes (l > 1) also
increase, but with a contribution an order of magnitude lower.

Figure 5. Excitation coefficients (Equation (6)) at the 1550 nm re-imaging length (29.8 mm) (a,b),
at 1550 nm (14.2 mm), and at 1216 nm (14.2 mm), as a function of the cleave angle. The excitation of
radial modes (l = 0) decrease (a) as the power of the azimuthal modes (l = 1) increase (b,d,f)).

Figure 6 shows interference spectra for a 14.2 mm CL interferometer with different cleave angles.
The interference amplitude can be seen to decrease as the angle increases—in the range 1400–1500 nm,
the interferometric visibility is reduced by 20–70% when the angle is increased from zero to 0.3 degrees.
The l = 1 modes are orthogonal to the single mode of the input fiber and will not contribute to the
observed interference spectrum. Thus, the tilt introduces a loss mechanism in the sensor, reducing
the intensity of the interference signal. The effect of the cleave angle on the RI sensitivity is shown in
Table 2.
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Figure 6. Simulation of the CL interferometer with different cleave angles shows reduced visibility of
the interference. In the range 1400–1500 nm, the decrease is 20–70% for 0.3 degrees cleave angle.

Table 2. Refractive index sensitivity for different inaccuracies, calculated at 1550 nm.

0 Deg. Angle 0.2 Deg. Angle 0.3 Deg. Angle 1.6 µm Offset

65.5 nm/RIU 65.6 nm/RIU 65.7 nm/RIU 65.6 nm/RIU

4.3. Splice Offset

The inaccuracy of the splice affects the coupling of modes both into and out of the interferometer.
The effect of an offset splice was examined by shifting the incoming SMF field along one axis. Intentional
splice offsets to excite cladding modes have been studied experimentally in [4]. The effect of inaccuracy
in the splice is illustrated in Figure 7. The overall shape is less affected, which follows from the smaller
change in excitation coefficients. Modes with l > 1 are also excited in this case, but with excitation
coefficients an order of magnitude lower, even at large offsets. This is expected, as the field of the lower
order modes in the CL fiber are broad (i.e., extends the full fiber cross-section as indicated in Figure 1).
This will reduce the effect of a small offset of the fundamental SMF mode, which is confined to the
center of the fiber. Contrary to the angled cleave, an offset seems to lower the intensity of the broad
peak in the 1500–1575 nm spectral region.

Figure 7. The output spectra for a 14.2 mm CL interferometer for moderate splice offsets (a). The peak
intensities are in general reduced, whereas dips remain mostly unchanged. The excitation coefficients
(b,c) are calculated at the splice between the SMF and the CL fiber (Equation (3)) for l = 0 and l = 1.
With a larger offset more power is going into the azimuthal modes (c).
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As the result for an angled cleave, the effect of a small offset also reduces the visibility of the
spectrum resonances, but to a lesser degree (i.e., 3–25% in the range 1400 to 1500 nm), for the largest
offset simulated. Experimentally, the offsets have in general been measured close to zero, and not
larger than 0.5 µm. This means that the isolated effect should be negligible.

As each mode has a different RI sensitivity, the total sensitivity of the interference could be altered
by an angled cleave or offset splice. However, according to the simulation results, the effect is almost
negligible with only a slight increase for an angled cleave, see Table 2 below. As the dip visibility is
reduced, the determination of the wavelength becomes less accurate. The depth of the dips decreased
by almost two orders of magnitude, but how this effect appears experimentally may be partly washed
out by the noise floor of the detector, the linewidth of the light source or the wavelength resolution of
the detector.

4.4. Splice Angle

If the two fibers are spliced at an angle, the incoming phase front is tilted. As explained earlier,
this enables azimuthal modes to be excited. The splice angles have been exaggerated in Figure 8 to
highlight the effect. The spectra show that the overall intensity is reduced if the fibers are spliced at an
angle. However, the interferometric visibility is maintained in the interval 1400–1500 nm. That the
effects are less prominent than for an angled cleave is expected, as the input field is confined to the
center of the fiber where the tilt-induced difference in optical pathlength is less than closer to the
circumference of the fiber. Splice angles measured experimentally have not exceeded 0.2 degrees,
which according to the model would not cause a significant effect.

Figure 8. The spectra from a 14.2 mm CL interferometer which is spliced to the input fiber at an
angle (a). To show the effect, the angles used are larger than what can be expected experimentally.
An angled splice causes a lower overall intensity, as well as a small reduction in visibility of the
interference. The excitation coefficients (b,c) are calculated at the splice between the SMF and the CL
fiber (Equation (3)) for l = 0 and l = 1. With a larger offset more power is going into the azimuthal
modes (c).
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5. Discussion

5.1. Comparison of Experiment and Simulations

The simulated spectra of the 14.2 mm interferometer are shown in Section 4. Compared to Figure 2
it seems like the long wavelength cut-off/intensity drop is 40 nm red-shifted in the experimental results.
This corresponds to a 0.67 mm shorter propagation length or a lower RI than what is used in the
simulations. An underestimated interferometer length may be a consequence of the real-life beam
expansion occurring at the hetero-interface.

For small cleave angles (≤ 0.2 degrees) there appears to be no correlation between the magnitude
of the cleave angle and the observed spectral change. This is surprising as a nonzero cleave angle will
increase the insertion loss (integrated across a wide wavelength range compared to the free spectral
range of pairwise mode interference) of the device, resulting in a monotone decrease in intensities of
the interference peaks as seen in the simulations. The insertion loss is due to the mode coupling form
radial modes to azimuthal modes. The insertion loss estimated from the spectra in Figure 2 shows
a decrease with the cleave angel varying from zero to 0.2 degrees. This might be explained by the
inaccuracy of the cleave angle measurement and by the nonideal SMF-CLF splice (offset and/or angle)
that will introduce mode coupling between the azimuthal modes and the SMF mode.

The periodicity, or the variations in periodicity, are comparable in the range 1350–1600 nm,
although the amplitude of the different peaks varies. In the range 1450–1550 nm, the experimental
results for low cleave angles show decreasing oscillations for lower wavelengths. Comparing with the
simulations, this is a feature that is more prominent in the spectra for higher cleave angles, whereas the
inaccuracies of the splice show the opposite effect. When the experimental spectra exhibit this behavior
independent of the measured angle, a reasonable assumption would be that the effect is caused by
the same mechanisms (i.e., the effect shown in Figure 5). A different distribution of power into the
various modes changes the relative amplitudes of the peaks. It should also be noted that the excitation
coefficients may show some variation with the wavelength, which is not considered in the model.

If the measured angle is approximately correct, the effect must stem from the spliced region.
The simulations show that the end-face cleave angle causes the greatest effect on the spectrum, but this
part of the sensor is also the part best described by the model. The splice is shown to have less effect in
the simulations, but this part is not as well represented in the model. In a fusion splicer, the two fibers
are pushed together with a small overlap, which creates a thicker region where the core geometry is
less defined. It may also not be radially symmetric, as assumed in the model. This may excite more
non-radial modes than what the model indicates and enable the azimuthal modes to contribute in the
measured spectra. This would create spectra more resembling the experimental results. The abrupt
coreless interface may therefore be a less accurate description. It seems like the non-abrupt splice may
be less efficient in exciting the modes than the simulation shows.

5.2. The Electromagnetic Vector Model

The model used in this work is based on vectorized mode fields and their corresponding
propagation constants. The rationale for the use of this model was the lifted degeneracy of the modes
in systems with higher index contrast and the lack of radial symmetry in inaccurately fabricated sensor
geometries. The four modes for each value of l > 0 are of interest, as they have individual excitation
coefficients. The longitudinal components of the mode fields also increase at higher index contrast,
but these disappear in the multiplication of the cross-product with the z-vector in (3).

As many of the modes are not linearly polarized (i.e., the polarization is a function of the position
in the fiber), the effect of tilting the end-face is difficult to analyze with a scalar model. The individual
contribution for LP modes is not well defined. The general model developed here is also suited for
expanding the investigation into new systems with different geometries.

The RI sensitivity was found to vary little with the fabrication inaccuracies that were investigated
with the MPA model. This is expected from the excitation coefficients, which show that the same
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modes contribute to the spectra. The results also confirm the experimental sensitivity around an RI of
1.33. However, because the change in the evanescent field with refractive index change is not described
in the modes, this causes the underestimation found in the simulated RI sensitivity at higher RIs.

The vector model confirms that only the radially symmetric HE1m modes need to be considered
in radially symmetric systems. It may, however, be difficult to guarantee perfect symmetry in an
experimental setting. It seems like the excitation of l ≥ 1 modes can reduce the visibility of strong
destructive interference dips originally present. According to the simulations, it is the cleave angle
that has the largest impact on the spectrum. This may be understood from the large amount of modes
present at the cleaved end-face, of which many have field distributions that span far out from the
fiber center. This will increase the coupling into higher order azimuthal modes in the reflected field,
as shown in Figure 5. That the effect is an interference phenomenon can be seen from each of the modes
being affected differently. At each wavelength, the excitation coefficients exhibit different behavior,
according to the phase relation of the incoming modes. Experimentally, however, the results indicate
that the splice may affect the result to a larger degree.

6. Conclusions

The challenges of fabricating reflection-based, core-mismatched fiberoptic sensors based on
multimode interference have been investigated by simulations and experiments. The mode-field
propagation approach was used to explore the effect of an end-face cleave angle, an offset fusion
splice, and an angled fusion splice. Whereas the fiber geometry defines the available modes and their
propagation constants, the interfaces in the system decide the power distribution among the modes.

The experimental results showed the variability in the spectrums produced from a set of sensors
with different cleave angles. Some peaks showed a consistent increase in intensity for larger cleave
angles, whereas other showed a decrease. The length accuracy of the experimental setup was found
to be ±100 µm based on the results from the simulations, which gave an estimated sensitivity to the
interferometer length of 60 nm/mm. The refractive index sensitivity was estimated to be 65.5 nm/RIU.

According to the simulations, the end-face cleave angle has the largest impact on the spectrum,
attributed to the wide distribution of optical power in the cross-section. The interferometric visibility
was seen to be reduced by up to 70%. The inaccuracies in the spliced region were less prominent
in the simulations, which was explained by the confined SMF mode field being less affected by the
small alterations in the CL field. The reduction in visibility from an offset splice was less than 25% for
the large offsets simulated, but for offsets experienced experimentally the effect becomes negligible.
The angled splice did not affect the visibility but caused an overall lower intensity in the spectrum.
However, the experimental results resembled the angled cleave simulations, but the effects were not
always consistent. This indicates that the actual splice creates mode excitation similar to the effect of
an angled cleave, with a larger portion of azimuthal modes excited.

This paper was written in the prospect that awareness of the challenges and mechanisms involved
will enable more reliable and reproduceable sensors in the future.
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Abstract

Fiber optic sensors offer a new and unique way to detect and analyze phase transitions, due to their small thermal mass
and inert material. This paper presents and demonstrates a dual-sensor system to detect and analyze phase transitions in
pure water and aqueous ethanol mixtures. With a multi-mode interferometer based on a thin-core fiber, and a fiber Bragg
grating sensor, it is possible to differentiate between refractive index, temperature and strain in the sample system. The
three parameters supply important information during a phase transition, but also in the characterization of the liquid
and solid phases. Binary mixtures at non-eutectic concentrations are expected to separate into a solid phase consisting
of only one constituent, and the sensors are demonstrated to be able to estimate the concentration in the remaining
liquid phase. For pure water and low ethanol concentrations, the progression of the phase transition was found to be
limited by heat transfer, whereas for higher concentrations the process becomes mass transfer limited. In pure water,
strain due to thermal expansion of the ice hinderes temperature measurements in the solid phase. The reflection-based
geometry enables insertion probes that measure the properties inside the samples, with little or no disturbance of the
system. By interpreting the sensor response in a known system, the sensing capabilities in unknown substances can be
evaluated. The sensor system is able to capture the dynamics of the phase transition, which can be difficult to predict
theoretically due to the multitude of contributing effects. Analysis of the combined signal from the two sensors enables
the determination of the ethanol mixture melting points in agreement with the literature, within the uncertainty of the
system (0.25 K).

Keywords: phase transitions, fiber optic sensors, multimode interference, fiber Bragg grating

1. Introduction

A fundamental understanding of phase transitions is
important both in industrial processes and for research
purposes. To detect the onset of a phase transition, and to
monitor its subsequent progression, is paramount in fields
such as in energy storage systems based on latent heat [1],
food technology [2], the pharmaceutical industry [3], and
liquefaction of hydrogen [4, 5]. Understanding and control
of the liquid-to-solid transition is also important in biology
and in fixation of biological tissue for optical microscopy
[6, 7].

Because the nucleation and growth that initiates a phase
transition is stochastic in nature, accurate detection is im-
portant. Detecting the phase transition directly can aid in
confirming, creating, or alleviate the need for a prediction.
Because ethanol is miscible in both polar and non-polar
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substances, it is a versatile solvent in a wide range of in-
dustries (e.g., chemical, pharmaceutical, food and fuel)[8].
Studies have shown that refractometric analysis of aque-
ous ethanol mixtures is challenging due to anomalies in the
physical-chemical properties, such as hydrophobic solute
association and the formation of ethanol clusters [9, 10].
Freezing of such binary mixtures, has been widely studied
[11, 12, 13, 14] and it is accepted that the solid phase that
forms is pure ice i.e. it consists of only water molecules.
This entails that the concentration in the remaining liq-
uid phase, and its associated properties, change during the
phase transition.

Classical techniques to detect liquid-to-solid transitions
include differential scanning calorimetry [11, 14] and dif-
ferential thermal analysis [6, 15], which measure the dif-
ference in heat exchange and temperature, respectively, as
the temperature is scanned over the interval where a phase
transition is expected to occur. Although these techniques
give important information on phase transitions, the ex-
perimental setup is complicated and not well suited for
industrial application, and it does not allow for measure-
ments in specific points in the sample or a reactor. It is
also possible to detect liquid-solid transitions by measuring
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the changes in conductivity. A current is sent through the
sample and an increase in impedance indicates solidifica-
tion [2]. Because phase transitions are either exothermic or
endothermic, they can also be detected by measuring the
temperature changes locally, using electronic temperature
sensors (e.g., thermocouples). However, these sensors may
disturb the measurements by acting as heat sinks/sources,
and thus affect the temporal response due to their ther-
mal mass [16]. For transparent materials, phase transitions
can also be observed visually, if they cause a change in the
transparency. However, this requires transparent contain-
ers or windows [17], which may not always be feasible in
the design of the measurement rig or reactor.

General advantages of fiber optic sensors in experimen-
tal thermophysics and thermochemistry include the inert
glass material of optical fibers, their robustness and small
size. This enables sensors with a small thermal mass,
which minimize the influence on thermodynamic processes.
This is ideal for accurate measurements in small sample
sizes, or where heat flow is a limiting factor. Optical fibers
made of fused silica also remain flexible at cryogenic tem-
peratures [18], which makes them robust and especially
well suited in low temperature sensing. Immunity to elec-
tromagnetic interference, high sensitivity, low cost and the
possibility for remote sensing are other advantages that
motivate the use of fiber optic sensors.

Researchers have in recent years developed fiber optic
sensors to detect and study phase transitions [19, 20, 21,
22, 23]. Han et al. detected the phase transition in n-
octadecane by utilizing the different refractive index (RI)
in the solid and liquid states. For N-octadecane, these
values happen to be above and below the RI of the fiber,
which enables the distinction of phases based on a guiding-
or no-guiding-condition. This was demonstrated both in a
multi-mode fiber interferometer [19] and a Fresnel reflec-
tion probe [23]. Also based on changes in reflectivity, Mani
et al. [22] detected freezing of aqueous NaCl-solutions.
These Fresnel-reflection sensors offer a mechanically ro-
bust point measurement of the aggregate state, as only
the cleaved end-face of a single-mode fiber (SMF) is re-
quired to be in contact with the sample. However, the
small interface with the sample makes the technique sen-
sitive to irregularities such as bubbles or impurities that
may be present in the sample. A method with a larger
sample interface to average over was presented by Millo et
al. [20], who performed evanescent field attenuation spec-
troscopy in the infrared (IR) range to detect the freezing
event in water and heavy water. However, the transmis-
sion configuration and the need for specialty fibers that are
transmissive in the IR complicates the experimental im-
plementation. Kumar et al. [21] used a fiber-optic multi-
mode interferometer to measure micro-strain induced by
the solidification of paraffin wax.

This paper presents a novel dual-sensor setup to de-
tect and study phase transitions, based on well-known
fiber-optic sensor technologies. It consists of a fiber-optic
multi-mode interferometer [24], interrogated in reflection,

together with a fiber Bragg grating (FBG) sensor [25].
The sensors and the interrogation setup are depicted in
Fig. 1. The RI sensitivity of the multi-mode interferome-
ter enables detection of all phase transitions that cause a
change in RI. However, the interferometer is also sensitive
to temperature and strain [26, 27]. To distinguish between
these parameters, an FBG sensor is used, which is also
sensitive to temperature and strain, but not to RI. Under
the assumption that a liquid material imparts an insignif-
icant strain on the sensors, any deviations from the FBG
sensor temperature sensitivity in the solid phase can be
attributed to strain. The dual-sensor setup can therefore
be used to distinguish between these parameters, which
implicitly also lead to measurement of parameters such as
sample concentration, freezing point, melting point and
latent heat.

The reflection-based geometry of the fiber-optic sensors
creates insertion probes that are clamped only in one end.
This simplifies the implementation, and alleviates ther-
mally induced bending stress that may occur in transmission-
based sensors. This sensor can therefore give information
on both the liquid and solid phase, in addition to the tran-
sition itself.

The next section will present the dual-sensor config-
uration and the measuring procedure. The results for
measurements in pure water and the binary mixtures of
ethanol and water will then be presented and discussed
to highlight the amount of information obtained from the
sensor setup. By interpreting the results in a known sys-
tem, it is showed how the sensor response can be utilized to
examine substances with unknown properties. Through-
out the paper, a distinction between the freezing point and
the melting point of the sample will be upheld.

2. Experimental Methods

The experimental setup is illustrated in Fig. 1, show-
ing the sensor configuration (left) and the measurement
rig (right). The optical interrogation setup consists of a
broadband source (FYLA, SCT500), a grating-based spec-
trometer with 0.3 nm resolution (Ibsen I-MON 512), and
a 2x2 coupler (Thorlabs, TW1550R5A2). The sensors are
connected to the remaining two arms of the coupler. The
FBG sensor (Optromix) is inscribed in an SM1500 fiber
with a reflectivity of 79% and full-width half-maximum
(FWHM) of 0.2 nm. The multi-mode interferometer is
fabricated by splicing a 14.2 mm section of thin-core (TC)
fiber (SM400) to the end of a single-mode fiber (SMF).
The core-diameter mismatch causes cladding modes to be
excited in the TC fiber, which create the interference spec-
trum. To ensure good visibility in the interference spec-
trum, the cleave angles were confirmed to be smaller than
0.1 degrees [24]. To increase the reflected signal, a sil-
ver mirror was deposited at the end-face of the fiber by
the mirror reaction [28]. The fiber was placed in contact
with the reactant solution and withdrawn carefully with-
out breaking the meniscus created by surface tension. By
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Figure 1: Schematic of the experimental setup. The fiber-optic sensor system (left) consists of a broadband source, a spectrometer, a
50:50 fiber optic coupler and the two sensors (fiber Bragg grating (FBG) and thin-core (TC) interferometer). Both sensors reflect light at
wavelengths dependent on their temperature and strain, whereas only the TC-sensor is sensitive to the RI of the surroundings. The fiber-optic
attenuator is used to get comparable signal intensities from the two sensors. The measurement rig (right) consists of a temperature bath
filled with silicon oil, an electrical Pt100 temperature sensor and a test tube holding the sample liquid. The two sensors are placed inside the
sample.

monitoring the reflected signal during silver deposition,
the process could be ended when the reflectivity reached
its maximum (∼66%). Inspection with an optical micro-
scope showed an approximate mirror thickness of 60 µm.
To achieve comparable signal intensities from the two sen-
sors, a variable fiber-optic attenuator was placed between
the coupler and the FBG sensor. A band-pass filter was
also used to block wavelengths outside the range of the
spectrometer (1510-1610 nm).

The FBG sensor has a strong reflection peak at a wave-
length, λB given by [25]:

λB = 2neffΛ, (1)

where neff is the effective RI of the grating and Λ is the
grating period. A change in the temperature, ∆T will
affect both the effective RI and the period of the grating
due to the thermo-optic effect and thermal expansion. The
change in wavelength can be expressed as [29]:

∆λB = λB(α+ ξ)∆T (2)

where α is the thermal expansion coefficient, and ξ is the
thermo-optic coefficient, which accounts for approximately
95% of the temperature sensitivity [25]. The sensitivity to
strain was found to be approximately 1 pm/µε in previous
work [25].

The interference spectrum from the TC sensor exhibits
intensity dips at wavelengths where the modes interfere
destructively. The wavelength of the i’th dip, λdip,i can
be expressed as:

λdip,i =
4L
[
neff (λ, next) − n′eff (λ, next)

]

2i− 1
, (3)

where L is the length of the interferometer, neff and n′eff is
the effective index of two modes at wavelength λ and ex-
ternal (sample) RI (next). Because of the evanescent field
extending beyond the boundaries of the fiber, the effec-
tive indices of the modes depend on the external RI. The
interference spectrum will therefore shift based on the RI
surrounding the sensor. As explained in [24], this sensitiv-
ity to the external RI can be expressed as

dλdip
dnext

=
λdip

(ng − n′g)

(
∂n

∂next
− ∂n′

∂next

)
(4)

where ng and n′g is the group velocity of the same two
modes. This shows that it is the difference in sensitivity
to the external RI of the two modes that cause the RI
sensitivity of the interferometer.

The temperature sensitivity appears because both neff
and next are functions of temperature. Although the thermo-
optic coefficient of water is two orders of magnitude higher
than that of the fiber material [30, 31], the fiber properties
dominate because of the high confinement factor. In this
sensor, only 10−2% of the electromagnetic field extends
beyond the fiber boundaries, but this can be increased by
etching the fiber with hydrofluoric acid [10].

A temperature bath (Hart Scientific, 7103 Micro-bath)
with an accuracy of 0.25 K, was used to perform the tem-
perature scans (Fig. 1, right). An additional temperature
sensor (3-wire, Pt100) with a stainless steel sheath, was
placed in the silicon oil bath fluid. The fiber-optic sensors
were secured 1 mm apart inside a test tube (Borosil, 27
ml), with the sample placed 10 cm below the silicon oil
surface. The test tube was left open at the top to keep the
sample at atmospheric pressure. A LabVIEW program
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was developed to control the temperature setpoints and
scan rate in the temperature bath, and for acquiring data
from the Pt100-sensor and the spectrometer. The output
was logged every 20 s. Additionally, a digital boroscope
was placed in the temperature bath to visually monitor
the process, and capture images and videos.

The samples were prepared with deionized water (< 1.5µS/cm)
mixed with 96% Ethanol (VWR) by weight. From the
uncertainty disclosed by the manufacturer, the estimated
error in the concentration of the prepared mixtures was
0.4%. The mixtures were heated to 50◦C for 5 h and subse-
quently stored for one week to let the mixtures equilibrate,
in accordance with the recommendations by Takaizumi et
al. [12]. 6 mL of sample fluid was placed in the test tube
before the fibers were inserted. The fiber-optic sensors
were clamped in a way that ensured that they had the
same position in the test tube each run. The samples were
then let to stabilize at 30◦C for 15 min, which was nec-
essary to achieve reproducible results, especially at higher
ethanol concentrations. The temperature scans were per-
formed with a cooling rate of 0.2◦C/min down to -30◦C,
and heating rate of 0.1◦C/min back to 30◦C. Prior to all
measurements, the test tube and the optical fibers were
rinsed with acetone, 96% ethanol and DI water, to remove
any contaminants.

Freezing of water into ice occurs when an ice nucleus
appears that is larger than the critical size for further
growth. This is a statistical process that is driven by the
degree of metastability i.e. a larger supercooling will in-
crease the probability of a critical-size nucleus to initiate
the phase transition. Because of the enthalpy of fusion,
the freezing process will release latent energy that heats
the sample. This limits the amount of solids that can be
produced, as the sample cannot exceed its melting temper-
ature [32]. Treating the system as adiabatic in the instant
where the solid phase forms (freezing), the heat produced

by the solidification (∆Qfus
ice ) must be equal to the heat

spent to heat up the sample. The energy balance then
gives:

∆Qliq + ∆Qice = ∆Qfus
ice , (5)

where ∆Qliq and ∆Qice are the heat absorbed by the re-
maining liquid phase and the solid ice phase, respectively.
This can further be formulated as:

Cliq
p mliq∆Ts + Cliq

p mice∆Ts = ∆Hice
fusmice, (6)

where Cliq
p and Cice

p are the specific heat capacities of the
liquid and ice, respectively, mice is the amount of ice pro-
duced, mliq is the remaining liquid, ∆Ts is the supercool-
ing, and ∆Hice

fus is the enthalpy of fusion for ice. A greater
supercooling or heat capacity of the liquid will therefore
produce more solid when the sample freezes, and reduce
the amount of additional heat that must be removed to
freeze the remaining liquid. As the enthalpy of fusion
decreases for higher ethanol concentration [14, 33], more
ice may initially be produced, and the subsequent crystal

growth requires less heat to be transferred. We assume in
the above equation that the heat capacities are approxi-
mately constant in the considered temperature interval.

3. Results and Discussion

Snapshots of how the freezing of 10% ethanol pro-
gresses are shown in Fig. 2. In this case, the nucleation
occurs in the bottom of the test tube and the crystal grows
upwards. Where in the test tube and at what temper-
ature the nucleation takes place, varies from experiment
to experiment. Higher concentrations were observed to
slow down the crystallisation process, in agreement with
[34, 35].

An example of an output spectrum from the dual-
sensor configuration is shown in Fig. 3. The three main
interference dips and the FBG peak are highlighted. To ac-
curately determine the wavelength of the dips, they were
fitted to a fifth-degree polynomial over a 9 nm spectral
range. The FBG peak wavelength was similarly found by
curve-fitting a Gaussian function. In the following sec-
tions, the change in these wavelengths during the temper-
ature scans will be presented and interpreted to analyze
the phase transitions.

At constant temperature in the bath, the measured
root-mean-squared error (RMSE) of the determined wave-
lengths were 1.4 pm and 5.7 pm for the FBG and TC
sensor, respectively. With an FBG temperature sensitiv-
ity of 9.2 pm/◦C, this gives a mean error of 0.15◦C. The
TC sensor was measured to have an RI sensitivity of 51.6
nm/RIU at n=1.3165 (pure water at 1550 nm). The FBG
sensor is assumed to have a strain sensitivity of 1pm/µε,
based on previous results [25].

3.1. Freezing of pure water

To study the sensor response in pure water, the sensors
were placed in a 6 mL sample and cooled down to -30◦C,
as described in the Sec. 2. Fig. 4 shows the wavelength of
the FBG-peak during the experiment, both as a function
of temperature (left) and time (right). Both plots show the
same data, with the wavelength axis spanning both plots.
The measured temperature (Pt100) is also plotted as a
function of time in the right plot (red). On cooling, the
FBG-sensor is assumed to have no strain in the liquid, and
the wavelength shifting to shorter wavelengths is therefore
only due to the change in temperature (Eq. 2). The shift in
the liquid phase can therefore be used to create a baseline
for the sensitivity, from which deviations must be caused
by strain or a difference in temperature compared to what
is measured outside the test tube in the bath fluid.

This difference can be observed when the water freezes
at -11.8◦C, which causes a sudden rise in temperature due
to the release of latent heat. The peak shifts to a wave-
length that corresponds to a temperature of 0◦C. With a
heat of fusion for ice of 333.55 J/g and an undercooling of
11.8◦C, and assuming adiabatic conditions in the instant
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Figure 2: Snapshots show the progression during freezing of 10% ethanol at 3 second time intervals. Multiple crystal facets are visible. The
high crystallinity indicates high purity in the solid phase.
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Figure 3: A typical output spectrum, showing the sum of the re-
flected intensities from the two sensors as a function of wavelength.
Three interference minima (dips) are identified, but only the first is
used in interpreting the response. The peak from the FBG sensor has
been attenuated as to not saturate the spectrometer, while ensuring
acceptable visibility of the interference spectrum. The features of
both sensors shift to longer wavelength (red-shift) with increasing
temperature. The TC sensor red-shifts for increasing external RI.

of freezing, calculations based on Eq. 6 estimate that only
0.83 g (14%) of ice is produced, see Table 1. Visual inspec-
tion showed that, contrary to the behavior seen in ethanol
mixtures (Fig. 2), the initial solid phase in the pure water
samples fills the whole sample volume with a slush or a
dendritic ice structure in less than a second [36].

Further freezing requires additional heat transfer from
the sample to the bath fluid. The heat transfer only facil-
itates the freezing of more water, and will not be able to
cool the sample further until all liquid is frozen. According
to the sensor output, this process takes around six minutes,
after which the wavelength again continues to blue-shift.
In the figure, this process is highlighted with green arrows
and shown in higher detail in the inset, which shows the
initial heating (red-shift) and the subsequent cooling and
strain-induced blue-shift. The FBG sensor is hence able to
resolve and distinguish the three phases of crystallization,
the nucleation, the dendritic phase, and the crystal growth
[6].

3.1.1. The influence of heat flux on the detected strain

The initial blue-shift 60 pm below the baseline is at-
tributed to the increased volume of ice over water, which
causes strain on the sensor. Further cooling causes the
FBG-peak to deviate further from the liquid baseline, which
is interpreted as increased strain due to thermal expan-
sion. This is consistent with increased compressive strain
in the axial direction of the fiber due to ice compaction
at lower temperatures [37], which is two orders of magni-
tude higher than that of the fiber [30]. By using the strain
sensitivity from [25], the shift corresponds to a strain of
approximately 300 µε.

When the heating starts, the stress on the fiber seems
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to relax faster than it was built up during cooling, and
the peak wavelength returns to the baseline already at -
23◦C. During several repetitions of the experiment, most
runs showed similar accelerated relaxation. It is an inter-
esting effect as it initiates only when the sample is heated,
and happens continuously over one hour. To investigate
if the relaxation was due to the optical power causing lo-
cal heating at the fiber tip, a measurement was conducted
with the laser power reduced to 4%, which did not change
the relaxation rate. Since the fiber extends out into room
temperature, heat conduction through the fiber could also
supply the heat necessary for the relaxation. Several heat-
ing and cooling cycles below 0◦C were also performed to
investigate whether the effect is caused by thermal expan-
sion effects in the ice, or if the relaxation is due to slow
slippage at the fiber-ice interface. This showed that upon
every cooling stage, the increased stress on the fiber ap-
peared, and was released at an increased rate during re-
heating. For each cycle the strain decreased – during the
fourth cool-down the strain response was halved. This
may indicate some slippage of the fiber relative to the ice
when the sample is heated. Only a decrease in thermal
strain due to heat conduction through the fiber was found
to support this behavior.

We emphasize that only sensor signals from the phases
of the experiment deemed to be strain-free have been used
to interpret results from the phase-transitions. Further
discussions of strain therefore fall beyond the scope of the
present work.

3.1.2. Melting of pure water

At the melting point (0◦C), the peak wavelength re-
mains constant until the bath fluid reaches 5◦C. This shelf
is interpreted as the sample having constant temperature,
which is attributed to the endothermic melting of ice. To
melt the 6 mL sample requires 2.1 kJ of heat, which is
transferred slowly due to the low temperature difference.
During this phase, the sample will remain at the melting
temperature.

The temperature increase and retention during freezing
and melting cannot be resolved by the temperature sensor
(Pt100) outside the test tube. Having a temperature sen-
sor with a small thermal mass therefore makes it possible
to capture the dynamics of the phase transition.

3.1.3. Refractometric analysis of the phase transition

With the addition of an RI sensitive sensor, also the
properties of the liquid and solid phases can be probed.
Tracking the intensity dip created by the TC sensor in
the same experiment as above gives the behaviour shown
in Fig. 5. As this sensor is also sensitive to the RI sur-
rounding the fiber, the temperature sensitivity becomes
a convolution of the thermo-optic properties of both the
fiber and the liquid. This is described by Eq. 3, where
both neff and next are functions of temperature. This en-
ables further analysis of the properties of both the liquid
and the solid phase.

strain

shelf

heating (5-6min)cooling
freezing

heating

endothermic

Figure 4: The wavelength of the FBG-peak (Fig. 3) and how it shifts
as a function of temperature and aggregate state of the surrounding
medium. Both plots show the same data, as a function of tempera-
ture (left) and time (right). Upon cooling, the peak shifts to shorter
wavelengths (blue-shift) until the freezing event causes a short-timed
local heating (inset). The stronger blue-shift after freezing is due to
strain. When the sample is reheated, the strain relaxes, and at 0◦C,
the ice starts to melt. The melting process keeps the local tempera-
ture constant until the whole sample has become liquid.

As with the FBG-results (Fig. 4), the freezing event
creates a red-shift to the wavelength that corresponds to a
temperature of 0◦C. However, after the whole sample has
become solid, the dip shows a large blue-shift of approxi-
mately 1.1 nm. This is comparable with the expected shift
due to a difference in RI of 0.025 between water and ice
(51.6nm/RIU · 0.025 = 1.29nm). The compressive strain
seen earlier in Fig. 4 (200-400 min) can be seen to cause
a red-shift in the TC sensor (right graph). The opposite
direction of the strain-induced shift from the TC sensor
is consistent with the results in [38] if compressive strain
occurs in the axial direction. At 380 min, the FBG sensor
indicates that the strain is released and the TC sensor piv-
ots. The sensor may still be affected by some strain, but
the sensitivity is now positive with regards to tempera-
ture (400-600 min). Although the thermo-optic coefficient
of ice is negative, as it is for water above 4◦C [31], the pos-
itive sensitivity is expected because the fiber temperature
response dominates. At 0◦C, the intensity dip experiences
large shifts during the melting, before it joins the liquid
baseline. The combined analysis of the two sensors empha-
sizes the benefits of having a dual-fiber setup, as discussed
in the present work.

3.2. Freezing of ethanol mixtures

The FBG sensor result for the 10% sample is shown
in Fig. 6. As in the results for pure water, the exother-
mic reaction heats the sample, which can be seen as a
temporary red-shift in the cooling curve. However, due
to the increased ethanol concentration in the remaining
liquid phase, the melting point is continuously lowered as
the freezing progresses. Contrary to the result for pure wa-
ter, the temperature therefore decreases during the phase
transition. When the freezing approaches completion, the
cooling of the solid can proceed. This can be seen by com-
paring the endothermic shelves in Figs. 4 and 6. While
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cooling
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Figure 5: The wavelength of the first TC interferometer dip (Fig. 3),
from the same experiment as Fig. 4, as a function of temperature
(left) and time (right). The same initial heating upon freezing is
observed, but is in this case followed by a 1.2 nm blue-shift due to
the lower RI of ice. Based on the results in Fig. 4, one can conclude
that part of the shift in the solid ice is due to strain.

endothermic
shelf

cooling

freezing heating

Figure 6: The wavelength shifts of the FBG-sensor in 10% ethanol,
as a function of temperature (left) and time (right). As in the case
of pure water, the freezing event causes a short red-shift due to local
heating. However, the sensor does not experience any significant
strain from the solid formed.

the endothermic shelf in Fig. 4 is perfectly horizontal, the
shelf in Fig. 6 exhibits a slope.

As the sample regains equilibrium with the tempera-
ture bath, the response resumes its strain-free behavior.
Because little or no strain is observed in the cooling pro-
cess, the slightly shorter wavelength seen when reheating
is probably not caused by strain, but rather by the contin-
uous thawing of ice in binary mixtures over a finite tem-
perature interval. This would keep the sample at a slightly
lower temperature since additional heat must be supplied.
However, the endothermic shelf observed in the pure wa-
ter measurements reappears at -5◦C until 2◦C, where the
remaining ice melts. The melting point of 10% ethanol is
-4.5◦C [39].

Fig. 7 shows the wavelength shifts from the FBG sen-
sor for all ethanol concentrations measured, as a function
of the cooling bath temperature. Due to freezing-point
depression in binary mixtures, the higher concentrations
freeze at lower temperatures. The freezing temperatures
are indicated with grey lines. The 30% sample did not
overcome the nucleation barrier in the temperature range
measured and is therefore not shown, whereas the 25%
sample first froze during the heating phase. The pure wa-

ter shows clear evidence of compressive strain, but also the
5% sample seems to have some compression of the sensor.

The amount of super-cooling for each sample is sum-
marized in Table 1. Based on the heat of fusion [33] and
specific heat capacities for ethanol mixtures [40], the ex-
pected amount of ice initially formed was calculated using
Eq. 6. For all ethanol concentrations, less than 23.5% of
the water is able to freeze. That higher concentrations are
able to produce more ice without additional heat transfer,
is owed by the decrease in latent heat, increase in specific
heat capacity, and increased super-cooling.

Although higher ethanol concentrations initially pro-
duce more ice, the freezing process was visually observed
to be slower in the more concentrated samples. This is
probably due to limited mass transfer at the solid-liquid
interface, which also has been observed in forced convec-
tion studies [34, 35]. These studies describe the creation
of a ”mushy zone” consisting of concentrated solute inclu-
sions, which was also observed in the 30% ethanol sample
used in this study.

The different melting points of water and low ethanol
concentrations can again be observed by the endothermic
shelves extending below the baseline, but at higher ethanol
concentrations, the shelves become less pronounced. This
is expected, as the melting temperature will increase as the
ethanol concentration in the liquid phase decreases during
melting.

By using the shift in the FBG wavelength prior to freez-
ing as a function of temperature, a calibration curve can
be established. With the calibration curve, and the data
in Fig. 7, the actual temperature inside the sample can be
estimated. This is shown in Fig. 8 as a function of time,
for the freezing events (left) and melting (right). The cal-
culation assumes that the shift is only a function of tem-
perature, which clearly causes anomalies in the results for
pure water. Because of the small strain seen after freezing
for low ethanol concentrations, the temperature is under-
estimated on this interval. In the mixtures, the largest
error is 4◦C in the 5% sample.

The water measurement also shows a period of constant
temperature during freezing, whereas the ethanol samples
decrease in temperature during freezing (Fig. 8, left). The
latter is expected as the ethanol concentration increases
during the freezing process, which lowers the melting tem-
perature. The temperature is therefore maintained at the
decreasing melting temperature as long as the release of
latent heat is faster than the heat transfer out of the sam-
ple to the temperature bath. This effect can be compared
to the decrease in endothermic energy in Fig. 1 in the
work of Takaizumi et al. [12] and was also observed in the
freezing of biological specimens [6]. The effect is evident
already at 5%, but increases for higher concentrations. It
should also be noted that due to the amount of ice ini-
tially formed, shown in Table 1, the plateaus of elevated
temperature correspond to concentrations higher than be-
fore the nucleation. This causes the temperatures during
the crystal growth phase to be lower than what is expected
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Table 1: Thermodynamic properties and calculated mass of ice created upon nucleation. The super-cooling (Ts) is the difference between the
measured freezing temperatures and the melting points from the CRC Handbook [39]. The heat of fusion values were extracted from Kumano
et al. [33] and the heat capacities from Rivkin et al. [40]. The amount of water originally present was calculated from the sample volume (6
mL) based on the densities of the mixtures.

Concentration: 0% 5% 10% 15% 20% 25% 30%
Ts (◦C): 11.8◦C 11.7◦C 12◦C 13.8◦C 14◦C 11◦C -
∆Hfus (J/g): 333.55 328.9 320.6 308.8 293.2 274.1 251.3
Cliq

p (J/gK): 4.18 4.22 4.27 4.32 4.37 4.42 4.49
Cice

p (J/gK): 2.108 2.108 2.108 2.108 2.108 2.108 2.108

Produced ice(g): 0.83 0.83 0.87 1.03 1.10 0.94 -
% of water: 13.8% 14.7% 16.4% 20.7% 23.5% 21.6% -

in the initial concentrations. Because the eutectic point is
not reached in the measurement, the freezing will continue
throughout the cooling stage. However, at one point, the
amount of remaining liquid will be small enough and have
a high enough concentration to slow down the phase tran-
sition sufficiently for the temperature to decrease down to
that of the bath fluid. Samples with higher concentration
will slow down earlier and therefore have a shorter period
at the elevated temperature.

Fig. 8 (right) shows the temperature inside the samples
during the heating stage, where the endothermic shelves
are seen to tilt increasingly for higher ethanol concentra-
tions. The same reasoning as for the freezing process can
be employed to explain this trend. That the temperature
inside the sample is lower than that outside means that the
endothermic thawing is more efficient at removing heat
than what can be transferred from the bath fluid. This
effect becomes more prominent for lower concentrations,
as the change in ethanol concentration during melting is
reduced. The tabulated melting points for the different
concentrations are indicated with grey lines [39]. For pure
water and the 5% sample, the estimated melting temper-
atures from the FBG sensor are approximately 0.3◦C be-
low the expected. The higher concentrations have a wider
melting interval and the concentration in the liquid phase
changes faster during melting. This makes it more diffi-
cult to determine the exact melting temperatures, but it
also shows the importance of measuring the actual condi-
tions when the temperature is scanned across the phase-
transition interval.

The WL of dip 1 (TC sensor) in Fig. 3 is shown in Fig.
9 for selected ethanol concentrations. The measurement
series is the same as what was presented in Fig. 7, but
only the WL of the TC sensor is shown. Contrary to the
results for pure water (Fig. 5), the WL shows a strong red-
shifts upon freezing in the binary ethanol mixtures. The
freezing event can be identified by the strong red-shift at
the low-temperature end of each line. As was seen in Fig.
7, the 25% sample freezes during the heating stage, and
the 30% sample does not freeze at all. When the samples
are re-heated, the wavelength of the dip blue-shifts and
ends up just below the liquid line.

The red-shift upon freezing can theoretically be de-
scribed by either an increase in external RI or by strain.

Figure 7: The FBG peak wavelength shifts as a function of bath
temperature for ethanol concentrations 0-25%. For higher concen-
trations, the freezing temperature is lowered. The 30% sample did
not freeze and is therefore not shown, whereas the 25% sample froze
first during the reheating phase.

Figure 8: The calculated local temperature within the sample for
ethanol concentrations 0-20%, calculated by using the data prior
to freezing as a baseline. Strain effects in the pure water sample
causes a large disparity in the temperature estimation after freezing.
The same but moderate effect can be seen in the 5% sample. The
estimated melting temperatures can be compared to literature values
indicated with grey lines.
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However, from Fig. 7 it is reasonable to conclude that only
the pure water and the 5% ethanol sample are significantly
affected by strain imparted by the solid phase. Because of
the opposite sensitivity to strain, the small strain seen for
low ethanol concentrations would red-shift the TC wave-
length approximately an equal amount. Also, for higher
ethanol concentrations, the transition back to the liquid
phase becomes more smooth. Because of the geometry of
the setup, where the heat transfer goes radially outwards
through the test tube, the optical sensors are expected to
be slightly warmer than the sample as they extend out of
the temperature bath into room temperature. Since the
solid phase is expected to be pure ice [11, 13], it is therefore
reasonable to assume that a concentrated ethanol mixture
is left around the sensors. This assumption is supported by
the fact that at -30◦C there will still be concentrated liquid
present, which will be true for temperatures above the eu-
tectic. At the lowest temperature measured, it is therefore
expected that the remaining liquid phase has an ethanol
concentration of around 40% [39]. If pure ice were to sur-
round the sensor, the blue-shift seen in Fig. 5 would be ex-
pected. This theory may also explain why the dip appears
at slightly shorter WLs during the heating, compared to
the cooling line. Due to the concentrated liquid phase that
remains after the liquid-to-solid transition, ethanol evap-
oration may have occurred. This is supported by the 30%
line which does not show the hysteresis. To estimate the
melting temperatures from these results is difficult since
the temperature is measured outside the sample, which
was shown to differ from that inside.

This motivates a further analysis of the origin of the
increased RI after freezing, which will be done in the fol-
lowing section.

3.3. Analysis of post-freeze results

By utilizing the curves prior to freezing, the wavelength
shift as a function of ethanol concentration was found, at
each temperature. With the assumption that the sensor
always is in contact with a liquid phase, also after freez-
ing, the ethanol concentration in the remaining liquid was
calculated. The calculation followed these steps:

1. Each wavelength curve in Fig. 9 was fitted to a second-
degree polynomial, using the data from 30◦C down
to each respective freezing point.

2. The fitted functions were extrapolated down to -
30◦C.

3. At each temperature step, a new function was found
that describe the wavelength as a function of ethanol
concentration.

4. A new vector was created from the 30% ethanol data
shown in Fig. 8, which contain the estimated tem-
perature inside the sample measured with the FBG
sensor.

5. The temperatures from Step 4 were then used to find
the actual ethanol concentration from the function
defined in Step 3.

6. The resulting concentration was plotted as a function
of the temperature measured inside the sample.

The resulting concentrations are shown in Fig. 10, to-
gether with the tabulated melting points of ethanol water
mixtures from Lange’s Handbook of Chemistry [39]. The
estimated temperature from the FBG sensor inside the
sample is plotted on the horizontal axis.

In the liquid phase the concentrations are constant, as
is expected since this is the data that was used to calibrate
the estimation. The amount of undercooling for each con-
centration is the difference between the lowest temperature
of the horizontal (liquid) line and the tabulated melting
points shown in black. For the concentrations 5-20%, the
undercooling increases from 10 to 14◦C, see Table 1. Fol-
lowing this trend, the 25% sample is expected to freeze at
approximately -30◦C, but in this case it did not overcome
the nucleation barrier until later during the re-heating.
This highlights the statistical nature of the phase transi-
tion.

The underestimation of the temperature from the FBG-
sensor in the solid phase causes an underestimation of the
ethanol concentrations on the same interval. However, the
opposite strain effect on the TC-sensor will partly com-
pensate for this effect. If the assumption of pure water
in the solid phase is correct, the lines in Fig. 10 should
therefore follow the tabulated melting points after freez-
ing. That some of the lines (lower concentrations) lie below
the tabulated data means that the average RI around the
fiber is lower than what is expected. The reason for this
is difficult to conclude, but it may indicate that the ice
phase exists close enough to the fiber to displace some of
the concentrated ethanol solution. This may also explain
the increased deviation from the tabulated values at lower
temperatures, where more of the remaining liquid around
the fiber freezes. Air bubbles trapped close to the fiber
would also decrease the effective concentration measured.
The release of air bubbles may be the reason for the more
erratic behavior of the 0% and 5% samples during melting,
but does not explain the increased deviation at lower tem-
peratures. Simulations done in previous work [24], show
that the half-length of the evanescent field is 4-500 nm
(optical intensity: ∼350 nm), which defines the volume
around the fiber that is probed. The sensor measures the
average RI in this volume, and the effect is therefore a
local phenomenon.

Upon heating, the estimated concentrations eventu-
ally approach and coincide within 0.1◦C of the tabulated
melting values. This may indicate that the ice closest to
the sensors has melted and left only liquid in the volume
probed by the evanescent field. The combined output from
the dual-sensor setup can therefore be expected to be able
to estimate melting points, limited by the accuracy of the
two sensors and the temperature bath. The temperature
measurement showed an RMSE of 0.15◦C and the temper-
ature bath is accurate within 0.25◦C. Based on the RMSE
of the wavelength determination, the sensor should be able

9

111



freezing
cooling

melting

Figure 9: The wavelength shifts of the TC dip as a function of
bath temperature for selected ethanol concentrations. Because of
the increased RI for higher concentrations, the liquid lines appear
at higher wavelengths. The decreased sensitivity to temperature at
higher concentrations is consistent with the decrease in thermo-optic
coefficients [10]. Upon freezing, the dip continues to red-shift after
the initial heating. The transition back to the liquid phase becomes
more smooth for higher concentrations.

Figure 10: The calculated ethanol concentrations surrounding the
fiber-optic sensors before and after freezing, together with tabulated
melting temperatures from [39]. In the liquid phase, the concentra-
tions are constant, while after freezing the concentrations become
functions of temperature. The horizontal axis shows the tempera-
tures calculated from the FBG sensor output (Fig. 8).

to estimate the ethanol concentration within ±0.1%, but
strain and a non-linear RI sensitivity introduces additional
errors for both sensors.

As the growth of the solid phase is random, it is also
not certain that the two fiber-optic sensors are exposed
to the same conditions. Placing both sensors on a single
fiber would create a longer probe, but would reduce these
uncertainties. The sensor response is also different from
experiment to experiment, although the same general be-
havior can be observed.

Whereas this study has interpreted the sensor-system
response based on known properties of the samples, the
intended use of a sensor is generally the opposite i.e. to
extract unknown information from the sensor response. In
situations where the properties of the samples are known
approximately, the sensors can aid in measuring or con-
firming the actual conditions. In most systems, assump-
tions or prior measurements will aid in understanding the
output. Even though the interpretation of most measure-
ments relies on some assumptions or prior measurements,

the dual-fiber sensor system also offers some a priori in-
formation. Both the temperature and RI in the system
can be explicitly determined in gasses and liquids, where
strain effects can be neglected. In addition, the effec-
tive concentration around the sensors and the heat gen-
eration/absorption is implicitly given by the RI and tem-
perature. In experimental situations there are also factors
that are difficult to control, which affects the progression of
phase transitions e.g. heat transfer. Even with the known
melting temperatures for aqueous ethanol mixtures used
in this study, the dynamic behavior of the samples is diffi-
cult to predict. The sensors ability to capture the unique
progression of each measurement is therefore paramount
in real-life systems.

4. Conclusions

A dual fiber-optic sensor system was presented, and
demonstrated to be able to detect and characterize phase
transitions in both pure liquids and binary mixtures. Mix-
tures of ethanol in the range of 0-30% were used to demon-
strate the concept. The combination of a multi-mode in-
terferometer with a fiber Bragg grating sensor was used to
distinguish between RI, temperature and strain. The in-
terplay between these parameters were used to extract the
information that can be obtained about phase transitions,
as well as the liquid and solid phases. By identifying the
strain-free regions in the FBG sensor response, the changes
in external RI can be estimated. This was especially im-
portant in the case of pure water, where compressive strain
from thermal expansion was found to greatly thwart the
temperature measurement. An indisputable explanation
for the accelerated strain relaxation during the heating
stage was not found, but conductive heat transfer through
the fiber may be a contributing factor.

Visually, pure water seems to freeze instantaneously
because of the rapid dendritic crystal growth. However,
the sensors are able to resolve the transition fully, pro-
gressing from a monophasic liquid, through a biphasic
liquid-solid state, to the solid state. It was noted that
only the pure water exhibits a constant temperature dur-
ing freezing, whereas the temperature gradually decreases
for the ethanol mixtures. The effect is more pronounced
for higher concentrations, and is expected due to freezing-
point depression in binary mixtures. This is also apparent
during melting, where the temperature remains constant
until the transition is complete – an effect that becomes
less pronounced at higher ethanol concentrations. Due to
the dynamic nature of the experiment, the melting temper-
atures for different concentrations of ethanol were difficult
to extract from each one of the two sensors. But through
analysis of the combined response of the two sensors, the
determined melting points agreed with the tabulated val-
ues within the uncertainty of the experiment (0.25◦C).

The system was also able to distinguish between pure
liquids and binary mixtures, because of the partial freeze-
out of the latter. This results in less, or no strain, and an
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increased concentration (increased RI) in the remaining
liquid phase, whereas pure water showed a distinct reduc-
tion in RI due to the lower density of ice. The freezing
process in pure water and low ethanol concentrations was
found to be limited by heat transfer, whereas mass transfer
was seen to be the limiting factor in mixtures with higher
concentrations. The lack of strain after solidification also
enabled an estimate of the concentration in the remaining
liquid phase, which was found to lie below the literature
values.

The amount of information extracted from the sensor
system before, during and after a phase transition, empha-
sizes the benefits of having a dual-fiber setup.

References

[1] A. Sharma, V. V. Tyagi, C. R. Chen, D. Buddhi, Review on
thermal energy storage with phase change materials and ap-
plications, Renewable and Sustainable Energy Reviews 13 (2)
(2009) 318–345. doi:10.1016/j.rser.2007.10.005.

[2] F. G. Qin, A. B. Russell, X. D. Chen, L. Robertson, Ice foul-
ing on a subcooled metal surface examined by thermo-response
and electrical conductivity, Journal of Food Engineering 59 (4)
(2003) 421–429. doi:10.1016/S0260-8774(03)00002-5.

[3] S. Veesler, L. Lafferrère, E. Garcia, C. Hoff, Phase Transitions
in Supersaturated Drug Solution, Organic Process Research &
Development 7 (6) (2003) 983–989. doi:10.1021/op034089f.

[4] Ø. Wilhelmsen, D. Berstad, A. Aasen, P. Neks̊a, G. Skau-
gen, Reducing the exergy destruction in the cryogenic heat
exchangers of hydrogen liquefaction processes, International
Journal of Hydrogen Energy 43 (10) (2018) 5033–5047. doi:

10.1016/j.ijhydene.2018.01.094.
[5] K. Kvalsvik, D. O. Berstad, Ø. Wilhelmsen, Dynamic modelling

of a liquid hydrogen loading cycle from onshore storage to a
seaborne tanker, Science et technique du froid Part F1477. doi:
http://dx.doi.org/10.18462/iir.cryo.2019.0019.

[6] D. Zaragotas, N. T. Liolios, E. Anastassopoulos, Supercooling,
ice nucleation and crystal growth: A systematic study in plant
samples, Cryobiology 72 (3) (2016) 239–243. doi:10.1016/j.

cryobiol.2016.03.012.
[7] J. Dudak, J. Zemlicka, J. Karch, M. Patzelt, J. Mrzilkova,

P. Zach, Z. Hermanova, J. Kvacek, F. Krejci, High-contrast
x-ray micro-radiography and micro-ct of ex-vivo soft tissue
murine organs utilizing ethanol fixation and large area photon-
counting detector, Scientific reports 6 (2016) 30385. doi:

10.1038/srep30385.
[8] F. K. Coradin, G. R. Possetti, R. C. Kamikawachi, M. Muller,

J. L. Fabris, Etched fiber Bragg gratings sensors for water-
ethanol mixtures: A comparative study, Journal of Microwaves
and Optoelectronics 9 (2) (2010) 131–143. doi:10.1590/

S2179-10742010000200007.
[9] N. Nishi, S. Takahashi, M. Matsumoto, A. Tanaka, K. Muraya,

T. Takamuku, T. Yamaguchi, Hydrogen-Bonded Cluster Forma-
tion and Hydrophobic Solute Association in Aqueous Solutions
of Ethanol, The Journal of Physical Chemistry 99 (1) (1995)
462–468. doi:10.1021/j100001a068.

[10] S. Novais, M. S. Ferreira, J. L. Pinto, Determination of thermo-
optic coefficient of ethanol-water mixtures with optical fiber tip
sensor, Optical Fiber Technology 45 (July) (2018) 276–279. doi:
10.1016/j.yofte.2018.08.002.

[11] K. Takaizumi, T. Wakabayashi, The freezing process in
methanol-, ethanol-, and propanol-water systems as revealed by
differential scanning calorimetry, Journal of Solution Chemistry
26 (10) (1997) 927–939. doi:10.1007/BF02768051.

[12] K. Takaizumi, A curious phenomenon in the freezing-thawing
process of aqueous ethanol solution, Journal of Solution Chem-
istry 34 (5) (2005) 597–612. doi:10.1007/s10953-005-5595-6.
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Abstract

Increased knowledge on fluid-solid phase transitions is needed, both when they are undesired and can impair processes
operation, and when strict control is required in fields such as food technology, the pharmaceutical industry and cryogenic
CO2 capture. We present experimental results and theoretical predictions for the solid-formation and melting temperatures
of ice in four binary water–alcohol mixtures containing methanol, ethanol, 1-propanol and 1-butanol. A dual fiber
sensor set-up with a fiber Bragg grating sensor and a thin-core interferometer is used to detect the solid-formation. The
predictions of melting temperatures with the cubic plus association equation of state combined with an ice model are in
good agreement with experiments, but deviations are observed at higher alcohol concentrations. The measured degree of
supercooling displays a highly non-linear dependence on the alcohol concentration. A heterogeneous nucleation model
is developed to predict the solid-formation temperatures of the binary alcohol–water mixtures. The predictions from
this model are in reasonable agreement with the measurements, but follow a qualitatively different trend that results
in systematic deviations. In particular, the predicted degree of supercooling is found to be an essentially colligative
property that increases smoothly with alcohol concentration. Experimental results are also presented for the growth
rate of ice crystals in water–ethanol mixtures. For pure water, the measured crystal growth rate is 10.2 cm/s at 16 K
supercooling. This is in excellent agreement with previous results from the literature. The crystal growth rate observed in
ethanol–water mixtures however, can be orders of magnitude lower, where a mixture with 2% mole fraction ethanol has a
growth rate of 2 mm/s. Further work is required to explain the large reduction in crystal growth rate with increasing
alcohol concentration and to reproduce the behavior of the solid-formation temperatures with heterogeneous nucleation
theory.

Keywords: Heterogeneous nucleation, phase transitions, multimode interference, fiber-optic sensors

1. Introduction

It is important to predict and control the formation
of a solid-phase in numerous industries. Precipitation of
inorganic salts from aqueous solutions can impair operation
of heat exchangers and production of oil and natural gas,
which causes significant economical losses in the industry
[1, 2]. Aggregate-state control is also important in novel
process configurations for liquefaction of hydrogen that
involve helium–neon mixtures [3]. Precipitation of solid
CO2 from natural gas mixtures must be controlled to avoid
constricting or plugging pipelines, which can cause a sudden
and dangerous increase in pressure [4, 5]. Although CO2-
frosting is mostly seen as a detrimental effect, it can also
be used to separate the unwanted gas from the natural gas
mixture [6]. Increased knowledge about phase transitions
is important both when they are undesired, and when

∗Corresponding author
Email address: oivind.wilhelmsen@ntnu.no (Øivind

Wilhelmsen)

strict control is needed e.g. in fields such as energy storage
systems based on latent heat [7], in food technology [8], to
select the desired crystal polymorph in the pharmaceutical
industry [9–11], and in biology and intercellular freezing
[12–14].

Nucleation refers to the first step in most phase tran-
sitions and the formation of an incipient portion of the
new phase [15]. In solid-formation, a critical cluster forms
by means of thermal fluctuations, either in the bulk of
the fluid (homogeneous nucleation), or aided by external
surfaces (heterogeneous nucleation). Many experimental
and modelling studies have been committed to explore and
understand the mechanisms of nucleation [16–20].

In pure water, homogeneous nucleation of solid crystals
has been observed down to −40°C [18]. In most practical
situations however, the nucleation is heterogeneous. This
means that impurities in the liquid or surfaces in contact
with the fluid promote nucleation by lowering the activation
barrier [21]. The molecular dynamic simulations by Sanz
et al. showed that nucleation in pure water occurring less
than 20 K below the melting point must be heterogeneous
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[22]. Which materials that promote or inhibit nucleation
has been widely studied, but not yet fully understood
[19, 21, 23–28]. Fitzner et al. found that both surface
morphology and hydrophobicity are important factors [19].

Due to the activation barrier required to make the first
critical cluster, the solid-formation temperature is always
below the tabulated melting temperature. For accurate
control of precipitation in fluid mixtures, it is of interest
to predict and understand at precisely which temperature
the solid forms. In this work, we will study the solid-
formation temperature and the degree of supercooling that
can be achieved in binary water–alcohol mixtures, by use
of experiments and theory. Short-chained alcohols have
been chosen as examples because they are miscible in both
polar and non-polar substances, which makes them versatile
solvents [29].

In Ref. [30], the limit of superheating of liquids prior to
formation of vapor was predicted to a high accuracy with
homogeneous nucleation theory, both for single-component
fluids and mixtures. This motivates a hypothesis to be ex-
plored in the present work, namely that the solid-formation
temperature and the degree of supercooling in mixtures
can be predicted by use of heterogeneous nucleation theory
for solids. The supercooling is here defined as the differ-
ence between the melting temperature and the measured
solid-formation temperature.

The theoretical predictions of the liquid-solid phase
transition will be compared to experiments. Phase transi-
tions have traditionally been studied through differential
scanning calorimetry [31, 32] and differential thermal anal-
ysis [14, 33]. These techniques offer invaluable information
on the thermophysical properties of phase transitions, but
are traditionally not suited for accurate detection of solid-
formation because of their slow response. The increase
in temperature due to the release of latent heat can be
measured with electronic temperature sensors (e.g. ther-
mocouples, Pt100) [5]. However, because these sensors
may act as heat sinks/sources, the accuracy is impaired
[34]. Phase transitions can also be observed visually in
transparent materials [14, 20, 35, 36]. This is arguably the
most accurate of the methods discussed so far. However,
transparent containers or windows are necessary, which
may not always be experimentally feasible.

Apart from visual methods to detect the onset of phase
transitions, most methods are designed to monitor and
analyse how the transition progresses. With fiber-optic
sensor probes, the solid-formation can be detected directly,
either through a change in refractive index or through an
associated increase in temperature. Due to their small
size and thermal mass, the influence on the measurement
is low. Fiber-optic sensors are also chemically inert and
mechanically robust, even at cryogenic temperatures [37].
This has in recent years triggered studies into using fiber-
optic sensors to detect and study phase transitions [2,
38–42]. Han et al. utilized the special properties of n-
octadecane, which has refractive indices above and below
that of the fiber in the solid and liquid phase, respectively.

This enabled discrimination between the phases based on a
guiding or no-guiding condition, which was demonstrated
both with a multi-mode fiber interferometer [42] and a
Fresnel reflection probe [40]. Mani et al. also used a Fresnel
reflection probe to detect solid-formation in aqueous NaCl-
solutions. Since only the fiber end-face is in contact with
the sample, these point measurements are mechanically
very robust, but at the same time sensitive to impurities
or bubbles present. Boerkamp et al. measured the rate
of crystal growth in CaCO3 scale formation with exposed-
core fibers, where the increased scale thickness gradually
attenuated the transmitted light [2, 38].

In this work, we will use a set-up with a boroscope and
two fiber-optic sensors to detect both the solid-formation
temperature and the growth rate of the resulting crystal.
Details on the experimental set-up and methodology are
given in Sec. 2. Next, the theory to predict the melting and
solid-formation temperatures of mixtures is presented in
Sec. 3. Theoretical predictions are compared to experiments
in Sec. 4 before concluding remarks are provided in Sec. 5.

2. Experimental

A schematic of the experimental setup used in this work
is shown in Fig. 1. A temperature bath with silicon oil
(Hart Scientific, 7103 Micro-bath) and an accuracy of 0.25
K was used to control the temperature. The temperature
bath is limited to temperatures above -30◦C, which puts a
constraint on the range where solid-formation events have
been studied. A calibrated temperature sensor (Pt100,
3-wire) with a stainless steel sheath was placed in the bath
fluid for confirmation purposes. The test tube containing
the sample was placed at the center of the bath, with the
sample 10 cm below the silicon oil surface. The open end
of the test tube was covered with aluminum foil to reduce
losses of heat and mass to the ambient while maintaining
atmospheric pressure. Two different test tubes were used,
one of glass (Borosil, 27 mL) and one of polypropylene
(VWR, 14 mL). The two fiber-optic sensors were secured at
positions 1 mm apart, near the center of the sample liquid
(see Fig. 1). For visual inspection, a digital boroscope
was used to capture images and video. For some of the
experiments, the frames of the videos were analysed to
measure the size of the growing crystal as a function of
time. Further details on this procedure have been included
in the supplementary information (SI).

2.1. Fiber-optic detection
The fiber-optic sensor setup is shown in Fig. 1 (right).

It consists of a fiber Bragg grating (FBG) sensor, which
is sensitive to temperature (T ) and strain (ε), and a thin-
core (TC) fiber interferometer that is also sensitive to the
refractive index (RI) of the surrounding medium (sample).
The light source is a broadband laser (FYLA, SCT500),
and a grating-based spectrometer (Ibsen, I-MON 512) has
been used to capture the combined spectrum from the two
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sensors. These components are connected through a 2x2
50:50 single-mode coupler (Thorlabs, TW1550R5A2). The
FBG signal is also attenuated with a variable fiber-optic
attenuator to achieve comparable intensitites from the two
sensors.

FBG sensors reflect light at the wavelength given by
[43]

λB = 2neffΛ, (1)

where neff is the effective RI of the grating and Λ is the
grating period. The sensor used (Optromix) is inscribed in
an SM1500 fiber, and the reflected wavelength has a full-
width half-maximum of 0.2 nm and a reflectivity of 79%.
The wavelength shifts as a function of temperature due to
thermal expansion and the thermo-optic effect, where the
latter accounts for ∼ 95% of the sensitivity [43]. This can
be expressed as [44]

∆λB = λB(α+ ξ)∆T, (2)

where α is the thermal expansion coefficient, and ξ is the
thermo-optic coefficient.

The TC interferometer is fabricated by splicing a 14.2
mm section of TC fiber (SM400) fiber to the end of a single-
mode fiber (SMF-28). A silver mirror was deposited at the
fiber end-face with the mirror reaction [45], to increase the
reflected signal. The mismatch between the cores of the
two fibers enables the excitation of an ensemble of cladding
modes [46] in the TC fiber, which create an interference
spectrum when they are reflected back to the spectrometer.
The interference spectrum exhibits characteristic intensity
minima, where the modes interfere destructively. This can
be expressed as

λdip,i =
4L
[
neff (λ, next)− n′eff (λ, next)

]

2i− 1
, (3)

where L is the length of the interferometer, neff and n′eff is
the effective index of two modes at wavelength λ and exter-
nal (sample) RI (next). Because the modes are bound by
the outer diameter of the fiber, the evanescent field causes
the effective indices to be functions of the surrounding RI,
as well as the temperature of the sensor.

The dual-sensor configuration enables an independent
temperature measurement and a characterization of both
the liquid and solid phases. In phase transitions with a low
associated latent heat, the TC sensor also enables detection
based on changes in the RI.

2.2. Data acquisition and analysis
To control the temperature setpoints and scan rate, an

in-house LabVIEW program was developed, which acquires
data from the temperature sensors and the spectrometer.
The combined spectrum from the two sensors was stored
together with the temperature reading every 30 seconds
during cooling. Around the expected solid formation tem-
perature, the acquisition rate was increased to every 10
seconds.

A typical output spectrum from an experiment is shown
in Fig. 2. Here, the FBG peak and the three main TC
dips are marked with circles. Only the FBG peak and
the first dip of the TC fiber were used for further analy-
sis. Post-processing was performed to determine the exact
wavelengths of these features. The FBG peak was fitted to
a Gauss function, whereas the first TC dip was fitted to a
polynomial. By tracking these wavelengths as a function
of time and temperature, the event of solid formation can
be identified.

2.3. Sample preparation
To prepare the samples, deionized (DI) water (< 1.5 µS/cm)

was mixed with methanol/ethanol/1-propanol/1-butanol
by weight. Concentrations from 0% to 30% (weight) were
prepared in intervals of 5%. Because of the limited solu-
bility of butanol in water, only concentrations of 2.5%, 5%
and 7.5% were used for the butanol–water mixture. The
maximum error estimated for the prepared concentrations
was 0.4%, based on the uncertainty disclosed by the manu-
facturer. The concentrations will be referenced according
to their corresponding mol% in the discussion, as colligative
effects of the solute are expected to be important.

After preparing the mixtures, the solutions were heated
to 50◦C for 5 hours and stored at room temperature for
one week to let them equilibrate [47]. The test tube and
fiber-optic sensors were rinsed with acetone, 96% ethanol
and DI water before each measurement to remove any
contaminants. For the polypropylene test tube, the rins-
ing procedure influenced the results; this will be further
discussed in Sec. 4. The test tube was filled with 6 mL
from the sample solution and stabilized at 30◦C for 15 min.
Next, the fiber-optic sensors were inserted prior to lowering
the temperature down to −30◦C at 0.2◦C/min.

3. Theory

For the mixtures and conditions considered in the
present work, the solid-phase crystallizes as pure H2O [31]
with a hexagonal crystal structure known as ice Ih [31, 32,
48]. The first crystal forms after a certain degree of super-
cooling by heterogeneous nucleation on the container walls
or on the two sensors. A hypothesis that will be explored
in this work is that the solid-formation temperature can
be determined by heterogeneous nucleation theory. Upon
heating, the crystal starts to dissolve at the melting point,
i.e. there is no superheating of the crystal. The melting
point represents an equilibrium configuration between the
fluid and the solid. In the following, we shall elaborate how
to determine both the melting temperature (Sec. 3.2) and
the solid-formation temperature (Sec. 3.3) by combining
theoretical predictions with an equation of state (Sec. 3.1).

3.1. Equations of state for the liquid and the ice
The cubic plus association (CPA) equation of state

(EoS) [49] was used to model the liquid phase, with pub-
lished pure-component parameters from Queimada et al. [50]
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Figure 1: A schematic of the experimental set-up (a), which consists of a temperature bath with silicon oil as cooling medium. An electrical
Pt100 temperature sensor is used for confirmation. The two sensors are secured at the centre of the test tube that holds the sample. The
fiber-optic configuration (b) consists of a broadband source and a spectrometer, which are connected to the two sensors with a 50:50 fiber-optic
coupler. The lines connecting the components are all single-mode fibers (SMF-28).

Figure 2: A typical output spectrum, showing the sum of the reflected
intensities from the two sensors as a function of wavelength. Three
interference minima (dips) are identified, but only the first is used in
interpreting the response. The peak from the FBG sensor has been
attenuated as to not saturate the spectrometer, while ensuring ac-
ceptable visibility of the interference spectrum. The features of both
sensors shift to longer wavelength (red-shift) with increasing tem-
perature. The TC sensor red-shifts for increasing external refractive
index.

for water and Oliveira et al. [51] for alcohols. The CPA EoS
requires a binary interaction parameter, kij , to be fitted
by use of thermodynamic properties of the binary system
considered. This parameter was set to kij = −0.1 for
methanol–water and propanol–water, and to kij = −0.115
for ethanol–water and butanol–water; these parameters
were validated against experimental vapor–liquid equilib-
rium composition and density data [52–55]. The CPA equa-
tion of state with these parameters has been thoroughly
validated in vapor–liquid nucleation studies of water and
alcohols [56, 57]. Further details and comparisons to ex-
perimental data can be found in the SI.

The Gibbs energy of ice Ih was modeled using the
equation of state by Feistel and Wagner [58]. The EoS has
two adjustable parameters, g00 and s0, corresponding to the
reference state for used for Gibbs energy and entropy at 0 K
and 1 atmosphere [58]. These parameters were determined
from two conditions: (1) reproducing the experimental
triple point temperature and pressure (273.16 K and 611.66
Pa) with the combined CPA+Ice model; (2) the enthalpy
of fusion at the triple point calculated from the CPA+Ice
model equals the experimental value (6007 J/mol). The
resulting values were g00 = −2582.47 kJ/kg and s0 =
−1483.02 J/(kg K).

3.2. The melting point
The melting temperature Tmelt of the mixture was de-

termined by solving for the temperature T that yields equal
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chemical potential of water in the liquid mixture and in
the ice Ih phase:

µliq
w (T, P atm, x) = µice

w (T, P atm), (4)

where P atm is the atmospheric pressure and x is the mole
fraction of alcohol in the liquid mixture. The thermody-
namic algorithms related to phase equilibrium were solved
by using the in-house thermodynamic framework presented
in Ref. [59].

3.3. Heterogeneous nucleation theory for predicting the
solid-formation temperature

In liquid mixtures below the saturation temperature,
solid clusters form and dissipate continuously by means
of thermal fluctuations. Nucleation occurs when a cluster
permanently exceeds the critical size, Rc, after which fur-
ther growth is spontaneous. If the critical cluster forms on
the container walls or on the fiber, it is referred to as het-
erogeneous nucleation. If it forms in the bulk of the fluid,
it is referred to as homogeneous nucleation. Spontaneous
growth of the cluster occurs when the energy reduction of
increasing the volume exceeds the energy cost of increasing
the surface area. The rate of nucleation events can be
expressed by the Arrhenius equation

J = Jkin exp

(
− W

kBT

)
, (5)

where the kinetic prefactor, Jkin, describes the rate of
cluster formation in the absence of a thermodynamic free
energy barrier. For heterogeneous nucleation on a wall, the
nucleation rate scales linearly with the wall area, and the
units of J are therefore [particles/m2s]. The exponential
factor captures how the rate is limited by the nucleation
barrier, given by the work of formation, W , required to
create clusters large enough to grow spontaneously. For
heterogeneous nucleation, the work of formation can be
written as [15, 60]

W = fhetW
hom, (6)

where W hom is the corresponding work of formation for
homogeneous nucleation, and fhet is the heterogeneity fac-
tor. The value of fhet depends on the surface topology
of the container as well as the difference in surface en-
ergies of the container–liquid and the container–ice in-
terfaces [15]. These surface energies are non-trivial to
estimate. In this work, we assume fhet to be temperature-
independent, concentration-independent, and equal to that
of pure water in the given container. The heterogeneity
factor is thus assumed to depend only on the container
type. The quality of this assumption will be discussed in
Sec. 4.

We assume the nucleation process to be isothermal.
This is usually a good assumption, even for condensation
from dense water+alcohol vapors [56, 57], for which the
latent heat for phase change is larger and the cooling rate of

Work of formation 𝑾𝑾
1. Calculate Δ𝑃𝑃 from Eq. (10) 

Calculate Π from Eq. (12)
2. Calculate 𝜎𝜎𝑖𝑖,𝑤𝑤 𝑇𝑇 from Eq. (9)
3. Calculate 𝑅𝑅𝑐𝑐 from Eq. (8) 

Calculate 𝐴𝐴𝑐𝑐 = 4𝜋𝜋𝑅𝑅𝑐𝑐2
Calculate 𝑉𝑉𝑐𝑐 = 4𝜋𝜋𝑅𝑅𝑐𝑐3/3
Calculate 𝑉𝑉𝑐𝑐

pure,liq from Eq. (11)
4. Get value of 𝑓𝑓het from Tab. 1
5. Calculate 𝑊𝑊 from Eq. (13)

Kinetic prefactor 𝑱𝑱𝒌𝒌𝒌𝒌𝒌𝒌
1. Calculate Δ𝐹𝐹diff from Eq. (15) 
2. Calculate 𝐽𝐽𝑘𝑘𝑖𝑖𝑘𝑘 from Eq. (14)

Nucleation rate 𝑱𝑱
Calculate 𝐽𝐽 from Eq. (5)

Figure 3: Flowchart of the calculation procedure to obtain the nucle-
ation rate.

nuclei is likely lower than for crystallization. Furthermore,
a recent simulation study also found that the dynamics of
ice growth is not affected by heat dissipation [61].

We next describe how to calculate Jkin andW . For con-
venience we have also included a flowchart of the calculation
procedure in Fig. 3.

The work of formation for homogeneous crystallization
in pure water is given by [15]

W hom = −∆PVc +Acσi,w, (7)

where Vc = 4πR3
c/3 and Ac = 4πR2

c are the volume and
surface area of the critical ice cluster. The critical cluster
is assumed to be spherical, with the radius given by the
Young–Laplace equation

Rc =
2σi,w
∆P

. (8)

Here, σi,w is the surface energy between the ice and the
liquid water, and ∆P is the pressure difference between
the interior of the critical cluster and the surrounding
liquid. The surface energy depends on Rc [62], which in
the theoretical framework is a unique function of T . In this
work, we assume that the surface energy of the critical ice
crystal depends linearly on temperature as

σi/w(T ) = σi/w(T0) + a(T − T0), (9)

where T0 = 273.15 K. Following previous works [63, 64], we
use the values σi/w(T0) = 29.1 mN/m, and a = 0.2 mN/(K
m). We assume the surface energy to be independent of
the crystal plane, which is a reasonable approximation for
water according to Espinosa et al. [65].

The critical ice cluster has the same chemical potential
as the water in the liquid phase, but will be at a higher
pressure due to the Young–Laplace equation (Eq. 8). For a
given supercooled liquid mixture at temperature T < Tmelt,
the pressure increase ∆P of the critical cluster is found by
solving for equality of chemical potentials of water in the
two phases:

µliq
w (T, P atm, x) = µice

w (T, P atm + ∆P ), (10)
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3.3.1. The heterogeneous nucleation barrier
The formation of solids will in most cases be catalysed

by the container surface, where the container–liquid inter-
action reduces the nucleation barrier. The magnitude of
the reduction depends on both the surface topology and
the hydrophobicity of the container surface [19].

To estimate the work of formation is a crucial step of
crystallization theory [63]. Since the work of formation is a
difference between two state functions, it can be calculated
by adding up free energy differences along any path between
the initial and end states. A convenient path through the
thermodynamic state space from the liquid mixture (initial
state) to the critical cluster (end state) can be described
as follows:

(a) Remove all alcohol molecules from the volume V pure,liq
c

occupied by the number of water molecules that will
be in the critical ice cluster.

(b) Form ice from the pure, supercooled water. The energy
of Step (b) corresponds to the work of formation of a
critical cluster of ice in supercooled, pure water.

(c) Re-equilibrate the ice crystal with the solution.

The energy difference of Step (a) is given by ΠV pure,liq
c

[64, 66], where Π > 0 is the osmotic pressure across a
membrane that is semipermeable to water and that encloses
a volume , given by V pure,liq

c of pure water. The volume
that is cleared from alcohol molecules in Step (a) is given
by

V pure,liq
c = Vcv

liq,pure
w /vice, (11)

where vliq,pure
w and vice are the molar volumes of pure water

and ice Ih, respectively. These were computed from the
two EoS described in Sec. 3.1, at the supercooled state
temperature T . The osmotic pressure Π was computed by
identifying the pressure of pure water that gives the same
chemical potential as the chemical potential of water in the
liquid mixture, the latter being at atmospheric pressure:

µliq
w (T, P atm −Π, 0) = µliq

w (T, P atm, x). (12)

The energy difference of Step (b) is given by the usual
expression for the work of formation for a critical cluster of
ice in pure water (Eq. 7). The energy difference of Step (c)
was assumed to be small compared to the energy differences
of Steps (a) and (b) and hence omitted; although this is a
common approach in the literature [64, 66], the quality of
this approximation is unknown.

The final expression for the work of formation is thus

W = (ΠV pure,liq
c − (∆P )Vc +Acσi,w)fhet, (13)

where Vc, Ac and σi/w are computed by using Eqs. (8)–
(9), and ∆P is given by the condition of equal chemical
potential of water in the liquid solution (at atmospheric
pressure Patm), and in the ice (at pressure Patm + ∆P ).

3.3.2. The kinetic prefactor and ice growth
The kinetic prefactor in Eq. 5 describes the rate of

diffusion across the solid–liquid interface, and is modeled
by [67]

Jkin = Nc
kBT

h
exp

[
−∆Fdiff

kBT

]
. (14)

In Eq. (14), h is Planck’s constant, Nc is the number of
water molecules in contact with the container wall per
unit area, and ∆Fdiff is the activation energy for transport
across the surface of the critical cluster. In pure water, this
activation energy is often estimated by relating it to the self-
diffusivity of water D = D0 exp(−∆Fdiff/kBT ), where D0

is approximately independent of temperature. Although
the self-diffusivity in water is usually lower in alcohol–water
mixtures than in pure water, we will approximate it by its
value in pure water. We numerically verified that this did
not significantly alter the predictions of the solid-formation
temperature. For the ethanol–water mixture, we found
that a 50% increase in the activation energy for diffusion
of water lowers the supercool limit by less than 1 K.

For pure water, we used the value Nc = 5.85 × 1018

m−2 [63, 67]. In mixtures, this was multiplied by the mole
fraction of water. The activation energy for transport across
the surface was estimated following Zobrist et al. [60]:

∆Fdiff(T ) =
kBT

2E

(T − T0)2
, (15)

where the values T0 = 118 K and E = 892 K were taken
from Smith and Kay [68].

The self-diffusion of water affects the rate of crystal
growth, u(T ) [m/s], which is a function of temperature.
This can be estimated with Wilson–Frenkel theory [61, 69]:

u(T ) =
D(T )

a

[
1− exp

(
−|∆µw(T )|

kBT

)]
, (16)

where D(T ) is the self-diffusion coefficient of water in the
mixture, and a is a characteristic length scale on the order
of the diameter of a water molecule that was estimated as
3 Å, in accordance with Ref. [61]. Moreover, ∆µw is the
difference in chemical potential of water in the two phases,
both at atmospheric pressure. The quantities in Eq. (16)
are evaluated at the solid-formation temperature, T . Al-
though freezing of ice is an exothermic process, molecular
simulations indicate that the heat is dissipated sufficiently
fast so as to not impact the growth dynamics [61].

3.3.3. The solid-formation temperature
Once the nucleation barrier has been found and the

kinetic prefactors have been estimated, the nucleation rate
can be calculated from Eq. 5. However, to set a specific
limit for a supercooling temperature when the solid forms,
one must decide on a critical nucleation rate that represents
the observed sudden phase change. The critical nucleation
rate must be chosen with the cooling rate in mind. In this
work, we have used that Ncrit = 1 s−1, where Ncrit denotes
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the rate at which critical clusters are formed. Given a
value for Ncrit, we find the solid formation temperature by
solving

J(T )Acontainer = Ncrit, (17)

where Acontainer ≈ 0.001 m2 is the wetted area of the
container. Similar to the superheating temperatures de-
termined in Ref. [30], the exact value of Ncrit had a small
influence on the prediction of the temperature where a
sudden phase change occurs. We emphasize that Ncrit does
not represent the actual experimental rate. Since the ex-
act value for Ncrit has a small influence on the predicted
solid-formation temperature, we need to ensure that Ncrit
is similar to the experimental nucleation rates. This is
true for Ncrit = 1 s−1, since one second is a characteristic
time scale that is lower than the cooling rate, but high
enough to expect a nucleation event on the time-scale of
the solid-formation detection.

3.4. Latent heat of solid-formation
The latent heat released during ice formation limits the

amount of ice that can be produced without additional
heat dissipating out of the container. Immediately after
the solid formation, the system can be approximated to be
adiabatic. This allows the amount of ice to be estimated
with the following energy balance:

Cliq
p mliq∆Ts + Cice

p mice∆Ts = ∆Hice
fusmice, (18)

where mice is the ice mass, mliq is the remaining liquid,
Cliq

p and Cice
p are the specific heat capacities of the liquid

and ice, ∆Ts is the supercooling, and ∆Hice
fus is the enthalpy

of fusion for ice.

4. Results and Discussion

In the following, we will first discuss the experimental
methodology (Sec. 4.1). Next, the influence of container
material and fluid mixture (Sec. 4.2) on the solid-formation
temperature will be evaluated by comparing the experi-
ments to theoretical predictions. The growth rate of the
crystal posterior to the solid-formation will be discussed
(Sec. 4.3), before further remarks on the heterogeneous nu-
cleation theory are given (Sec. 4.4). Binary water–alcohol
mixtures containing methanol, ethanol, 1-propanol and
1-butanol will be considered. A minimum of four solid-
formation events have been detected for each experimental
point reported. For all experiments, a visual inspection
confirmed that the solid-formation started at the container
walls and not on the two sensor probes.

4.1. Experimental determination of the solid-formation
temperature

The sensors were placed in a container with a 6 mL
liquid sample according to the setup depicted in Fig. 1.
The container was cooled down to −30◦C at a rate of

Table 1: Value for the heterogeneity factor, fhet for the container
materials considered in this work.

Material Value

Glass 0.12
Polypropylene (new) 0.25

0.2◦C/min. The acquisition parameters and data process-
ing was carried out as described in Section 2.2. Fig. 4 shows
how the wavelengths shift for the two sensor types in a
water-mixture with 9 mol% methanol during cooling, upon
freezing, and during further cooling of the frozen solid.

Both sensors shift towards shorter wavelengths (blue-
shift) as the temperature is decreased. The non-linear
thermo-optic properties of the liquid phase give a non-linear
response for the thin-core (TC) sensor, as depicted in Fig 4-
top. The responses from the two sensors in the liquid phase
can be used to create a baseline, or a calibration curve.
Any deviation from this behavior indicates a change in the
properties of the sample, which in these experiments can
be interpreted as the phase transition. This was further
confirmed with the boroscope, which was used to visually
monitor the sample.

Upon freezing, both sensors exhibit a sudden red-shift,
i.e. a shift to longer wavelengths. This is attributed to
the release of latent heat during freezing, which heats the
sample. Because the solid phase consists of pure ice both
for pure water and the binary mixtures, the concentration
of the remaining liquid phase will increase during freezing.
The temperature of a mixture during solid formation will
thus proceed along a continuously decreasing curve.

Eventually, the freezing process slows down and the sam-
ple recovers a tight thermal match with the temperature
bath, which can be seen by the wavelength of the Fiber-
Bragg-Grating (FBG) sensor resuming a linear behavior,
as shown in Fig. 4-bottom. However, the TC wavelength
remains at a longer wavelength, also after the freezing pro-
cess has completed. Because the sample temperature is
now nearly equal to that of the temperature bath, this shift
is attributed to an increase in the refractive index (RI)
around the TC sensor. Pure ice has a lower RI than the
liquid mixtures, and the increased RI is therefore assumed
to be caused by the increased concentration of the remain-
ing liquid phase surrounding the sensor. For pure water,
the expected blue-shift is observed after freezing.

In summary, the combined output from the two sensors
gives unique information on both the initiation and the
progression of the phase transition. Because of the slow
cooling rate and frequent acquisition, the freezing points
can be detected with an uncertainty limited by the accuracy
of the temperature bath (0.25 K).

4.2. Solid-formation temperatures in water–alcohol mix-
tures

In order to compare the experimental results to the
predictions from the theory presented in Sec. 3, it is first
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cooling
freezing

cooling

freezing

TC sensor

FBG sensor

Figure 4: Wavelength shifts from the TC sensor (top) and the FBG
sensor (bottom) as a function of temperature for a water–methanol
mixture with 9 mol% methanol. The solid-formation event is indicated
for both sensors.

necessary to determine the heterogeneity factor in Eq. 6.
The heterogeneity factor was determined by reproducing
the experimental solid-formation temperature of pure water
by using the heterogeneous nucleation model presented in
Sec. 3. We find that the value of fhet depend on the con-
tainer material. The resulting values have been tabulated
in Tab. 1. These values are in agreement with previous
work by Zobrist et al. [60], who found hetereogeneity fac-
tors between 0.02 and 0.26 for nucleation on a nonadecanol
surface. With the heterogeneity factor at hand, the the-
oretical model is fully predictive for the solid-formation
temperatures of alcohol–water mixtures.

4.2.1. The influence of container type and cleaning proce-
dure on the solid-formation temperature

To investigate the influence of container-type and exper-
imental methodology on the solid-formation temperature, a
series of tests was carried out with water-ethanol mixtures
in two different container types, glass and poly-propylene
(PP).

Fig. 5 shows that the solid-formation temperatures
in new, untreated PP are lower than the corresponding
temperatures in glass. PP is a highly hydrophobic material
because of the long aliphatic polymer chains, and thus less
wetting than glass. This is reflected in a significantly higher
value for the heterogeneity factor (see Tab. 1).

The experimental protocol outlined in Sec. 2.3 involves
cleaning the containers with both acetone and ethanol
between the experiments in order to remove impurities.
The same glass test tube was used for all experiments, and
this procedure was found to give the most reproducible
results. For the PP test tubes, a new, sterile test tube
was used for each measurement. Further experiments were
conducted with these to gain insight into the difference
between the pristine and cleaned surfaces with regards to
the solid-formation temperature.

The sterile PP surface gave solid-formation tempera-
tures that were on average 5–6◦C below those in glass. The

cleaned PP surfaces still gave lower solid-formation tem-
peratures than glass, as shown in Fig. 5, but less so than
the sterile PP. Furthermore, the effect of cleaning the PP
depended on the concentration of ethanol in the mixture.
The 8.9 mol% ethanol did not freeze consistently and the
point in the graph represents only one measurement. The
almost constant difference between the sterile test tubes
and the glass indicates that the cleaning procedure outlined
in Sec. 2 is well suited for glass, but not for PP.

Cleaning the container with only acetone did not raise
the solid-formation temperature to the same degree as using
both acetone and ethanol. Hence, a possible explanation
for the change in the solid-formation temperature is that
ethanol molecules adsorb on the PP container wall and in
this way enhances the surface interaction between the PP
container wall and the ice due to increased hydrophilicity.
This seems to be in contradiction to the findings by Wu
et al. [70], who investigated the effect of varying the den-
sity of OH-groups in polyvinyl alcohols on heterogeneous
nucleation [70]. The increased hydrophobicity with less
OH-groups was argued to pose less of a constraint on the
interfacial water molecules and lead to more efficient nu-
cleation. We emphasize that heterogeneous nucleation is a
complex phenomenon, where the solid-formation depends
on many parameters in addition to the hydrophobicity of
the container wall.

4.2.2. The influence of the cooling-rate and the experimen-
tal set-up on the solid-formation temperature

Theoretically, any temperature below the melting tem-
perature will cause a nucleation event, provided enough
time i.e. with an infinitely slow cooling rate. Hence, in-
creasing the cooling rate will result in a lower freezing
temperature, as was shown by Koga et al. [32]. Koga et al.
used significantly higher cooling rates than us of 5, 10 and
20 ◦C/min. Although no systematic study was carried out
in this work to investigate the influence of the cooling rate,
we did not find any change in the solid-formation tempera-
ture with moderate changes (0.1 and 0.3 ◦C/min). In the
theory presented in Sec. 3.3, the critical nucleation rate
that was chosen represents a characteristic time-scale for
solid formation. Since the critical nucleation rate was found
to have a small influence on the predicted solid-formation
temperature, this further supports that the solid-formation
temperature should be rather insensitive to the cooling
rate.

The fiber-optic sensors may influence the solid formation
temperature if their surfaces are better nucleating agents
than the container. However, from the videos captured
with the boroscope, we can deduce that the crystal forms
at the container wall. This would be the same for other
methods used – if they affect the conditions in the sample,
the solid formation temperature could be different. Since
the nucleation event occurs on the container surface, there
will be some delay before the sensors will be able to detect
the phase-transition. The measurements indicate that the
delay in the current setup depends on the crystal growth
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Figure 5: Comparison of ethanol–water solid-formation temperatures
for glass and polypropylene test tubes, new sterile tubes or cleaned
with acetone or ethanol.

rate, which decides how early the conditions around the
sensors change in response to the new phase.

4.2.3. Results for binary water–alcohol mixtures
Fig. 6 compares the theoretical predictions from Sec. 2

to experimentally determined solid-formation and melting
temperatures of ice in four binary water–alcohol mixtures.
Only glass containers have been used in these experiments.
The experimentally determined solid-formation tempera-
tures are summarized in Tab. 2, and the complete data set
is available in the SI.

As expected when dealing with heterogeneous nucle-
ation, a few of the experiments gave significantly higher
solid-formation temperatures than the trend. Although ut-
most care was taken to ensure a clean environment and pure
samples, this was assumed to be caused by contaminants
acting as nucleating agents [71]. When the experiments
were repeated, the samples gave a solid-formation tem-
perature in vicinity of the trend-line, which is interpreted
as heterogeneous nucleation on the glass-liquid interface.
However, for the pure water samples, a larger dispersion
of freezing temperatures was observed. A possible expla-
nation for this may be the absence of alcohol molecules in
the solution that otherwise may adsorb on the glass sur-
face. In pure water, the process is reversed as desorption
of the ethanol and acetone molecules left from the cleaning
stage may occur. This process may be less predictable and
hence cause the larger dispersion. A large dispersion in
solid formation temperatures is also seen for the 7.5 wt%
butanol sample. This is close to the solubility limit for
butanol (7.7 wt% at 20◦C) and may therefore be caused
by partial phase separation as the sample is cooled down.

Experiments were conducted with at least two different
samples for each concentration. The samples were drawn
from the same mixture reservoir and should therefore have

the same concentrations. For each concentration, the sam-
ples were cooled to the freezing point a total of minimum
three times (see SI for further details). The data for 0%
(i.e. pure water) is the same for each binary mixture. To
avoid systematic errors in the detected solid-formation tem-
peratures, the measurement sequence was performed both
with increasing and decreasing concentrations.

The experimentally determined melting temperatures
of ice in binary water–alcohol mixtures with methanol, [72],
ethanol, [72], 1-propanol [73] and 1-butanol [74] are repro-
duced to a reasonable accuracy by the CPA+Ice model
described in Sec. 3.2. At higher alcohol concentrations, the
model predictions give melting temperatures that lie above
the tabulated values. While the melting temperatures from
the theory follow a close to linear trend as a function of
the alcohol concentration, the tabulated values are more
parabolic. To gain further insight into this difference, we
performed a sensitivity analysis of the CPA+Ice model.
Changing the parameters of the ice model had a minor
influence on the predicted melting points. In particular, it
did not result in a non-linear curve for the melting points.
A more accurate EoS for the water–alcohol mixtures than
CPA is probably needed to improve the agreement between
the experimental and predicted melting points. Although
CPA predicts the vapor–liquid coexistence accurately, it
can exhibit appreciable deviations for enthalpies of fusions,
as shown for ethanol–water mixtures in the SI.

The solid-formation temperatures decrease with alcohol
concentration, as shown in Fig. 6, and follow a similar trend
as the melting temperatures. The degree of supercooling,
shown in Fig. 7, varies between 11 K and 17 K. Unlike the
solid-formation temperatures, the degree of supercooling
has a much more curious behavior. For the mixtures with
the alcohols of shortest chain-length, methanol and ethanol,
the degree of supercooling displays a dip at the lowest con-
centrations, before it increases at higher concentrations.
Within the uncertainty of the measurements, the supercool-
ing of the mixtures with propanol and butanol appears to
increase with alcohol concentration. The predictions from
the heterogeneous nucleation model presented in Sec. 3.3
display qualitatively different trends than the experimen-
tal data. This creates a systematic deviation between the
experiments and the predictions shown in Fig. 8, which
varies from a 4 K overprediction for water-ethanol to a
−3 K underprediction for water–butanol.

In the theoretical predictions, the degree of supercooling
is to a good approximation a colligative property with
alcohol mole percentages below about four, i.e. it depends
only on the number of alcohol solute molecules. This may
stem from the osmotic pressure entering the heterogeneous
nucleation theory (Sec. 3.3). We found that the osmotic
contribution from the term ΠVc can be a large fraction of
W , in some cases constituting 60% of the work of formation.
For the low concentrations of alcohol considered here, the
osmotic pressure is to a large extent a colligative property.
We found that including the osmotic contribution was key
to obtain a supercooling temperature that increases with
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alcohol concentration.

4.3. The kinetic prefactor and crystal growth
We showed in Sec. 4.2 that there is a qualitative dif-

ference between the measured values and the theoretical
predictions of the solid-formation temperature in binary
water–alcohol mixtures. In Sec. 3.3.2, we explained that the
kinetic prefactor was proportional to the self-diffusion coef-
ficient of water. This coefficient can be linked to the growth
velocity of an ice crystal by use of Wilson–Frenkel theory
(Eq. 16). In the following, we will investigate whether a
poor description of the kinetic prefactor in the theory can
be the cause of the deviation between theory and experi-
ments.

A boroscope combined with video-recording and a care-
ful post-processing enabled us to estimate the growth rate
of ice crystals formed in water-ethanol mixtures at several
compositions. The propagation length of the ice front as a
function of time is shown in Fig. 9. The figure shows that
the growth is close to linear, and the proportionality factor
gives an approximately constant growth rate. Images of
the crystal growth progresses can be found in the SI.

Tab. 3 reports the growth rates of crystals forming
in different ethanol–water mixtures. The growth rate in
pure water was found to be 10.2 cm/s. It was found to be
0.9/1.24 mm/s and 0.25 mm/s for 4.2 mol% and 11.5 mol%
ethanol (10 and 25 wt%), respectively. After 0.8 s, the
mass of ice produced was estimated to be approximately
1.1 · 10−4 g and 2.5 · 10−5 g for 4.2 mol% and 11.5 mol%,
respectively. From these numbers, one can infer that the
concentration in the remaining liquid phase remains to a
large extent unchanged at this stage of the phase transi-
tion. Furthermore, the amount of ice formed during the
investigation of the growth is much lower than the amount
of ice that can be produced (∼0.9 g) with the amount of
supercooling achieved in the measurements, as estimated
by Eq. 18. The crystal growth should therefore not be
limited by the rate of heat transfer out of the test tube
this early in the freezing process. These findings are in
agreement with the work in Ref. [61], where it was shown
that the crystal growth in pure water does not depend on
heat dissipation in the early stages of the phase transition.
This explains the nearly constant growth rates observed in
the experiments.

For pure water, a crystal growth rate of 10.2 cm/s at
16 K supercooling is in excellent agreement with previous
experimental studies [75–77]. The crystal growth retar-
dation observed for the ethanol mixtures however, is one
order of magnitude larger than what was found in freez-
ing of aqueous NaCl solutions [77]. In a solution with 5
mol% NaCl (10 mol% dissociated, 14.6 wt%), the ice had
a growth rate of 4 mm/s [77]. The higher growth rates in
NaCl may be caused by a larger hydration shell around the
ethanol molecules than the NaCl ions, which impedes the
diffusion of water molecules. The slower crystal growth has
been hypothesised to be because of the required diffusion

of solute molecules away from the ice front, which is slower
in more concentrated solutions [78].

To shed further light on the concentration dependence
of the growth rate, we have used the Wilson–Frenkel the-
ory [61, 69] in Eq. 16 with µw(T ) computed by the CPA
EOS to estimate an effective diffusion coefficient based on
the experimentally determined growth rates. The effective
diffusion coefficient plotted in Fig. 10 drops three orders of
magnitude with addition of only 9 mole percent ethanol.
This is in contrast to the experimentally determined self-
diffusion coefficient of water in water–ethanol mixtures from
Price et al. [78], which is reduced by a factor of two in
the same interval due to the concentration dependence (see
results at 298 K in Fig. 10). The reduced solid-formation
temperature at higher alcohol concentrations is also ex-
pected to decrease the diffusion coefficient, although not
to the extent displayed by the effective diffusion coefficient
in Fig. 10.

For pure water, the self-diffusion coefficient obtained by
the measured growth rates is in excellent agreement with
the experimentally determined self-diffusion coefficient at
260 K, as shown in the figure. The large drop in the effec-
tive diffusion coefficient from Wilson–Frenkel theory with
increasing ethanol concentrations probably points towards
other effects than self-diffusion to be important, such as
accumulation of ethanol molecules at the interface of the
growing crystal. It is unclear whether such accumulation is
as important for the critical cluster, as for the macroscopic
crystals observed in the boroscope. Nonetheless, we have
investigated the impact of replacing the self-diffusion coeffi-
cient used as input in Eq. 14 by that inferred by combining
Wilson–Frenkel theory with the measured growth rates.
This changes the predicted solid-formation temperature
by less than 1 K, hence it cannot explain the systematic
deviations between theory and predictions for the solid-
formation temperature.

4.4. Further discussion of heterogeneous nucleation theory
To gain further insight into the origin of the discrepancy

between the experiments and the predictions, we have
carried out a comprehensive sensitivity analysis of the
different components of the heterogeneous nucleation model
presented in Sec. 3.3.

The onset nucleation rate of 1 critical cluster per second
used in Eq. 17 has been chosen somewhat arbitrarily. We
tested this choice by increasing and decreasing Ncrit by a
factor 1000. This changed the supercooling temperatures
by less than 1 K. Hence, the exact choice of this parameter
is not crucial for the theory.

We also tested the impact of varying the ice–water
surface energy σi/w by ±20%. Although this shifted the
solid-formation temperature, it did not shift the trend.

Many of the assumptions in constructing the thermo-
dynamic route to compute the activation barrier of ice in
water-alcohol mixtures are questionable. For instance, the
re-equilibration of the ice crystal with the solution has been
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Methanol Ethanol

Propanol Butanol

Figure 6: Plot of the experimental solid-formation temperatures (circles) for methanol, ethanol, 1-propanol and 1-butanol. Melting temperatures
(squares) from [72] (methanol, ethanol) [73] (1-propanol) and [74] (1-butanol). The predicted freezing and melting temperatures are shown in
dotted-yellow and dashed-red, respectively. Error bars include the measurement spread and the temperature bath accuracy.

Table 2: Solid-formation temperatures in a glass test tube. The mean temperatures are given, with the largest standard deviation of 2.2◦C.

Concentration (weight): 0% 5% 10% 15% 20%

Methanol (◦C): -12.8 -15.0 -19.0 -22.8 -29.2
Ethanol (◦C): -12.8 -13.1 -15.6 -20.0 -24.6

Propanol (◦C): -12.8 -15.5 -17.6 -22.4 -25.0
Butanol (◦C): -12.8 -17.6 - - -

Table 3: Crystal growth rates for different concentrations of ethanol. The freezing temperatures are shown in parenthesis.

0 wt% 5 wt% 10 wt% 15 wt% 20 wt% 25 wt%

10.2 cm/s 1.9 mm/s 0.9 mm/s 0.66 mm/s 0.20 mm/s 0.25 mm/s
(-16.2◦C) (-12.4◦C) (-17.4◦C) (-19.9◦C) (-25.3◦C) (-26.3◦C)

2.0 mm/s 1.24 mm/s
(-12.2◦C) (-17.1◦C)
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(a) Experimental. (b) Theory predictions.

Figure 7: Comparison of the degree of achieved supercooling before solid formation for the water–alcohol mixtures from experiments (a) and
predictions from theory (b).

Figure 8: Deviation between measured solid-formation temperatures
and predictions from heterogeneous nucleation theory.

Figure 9: Propagation distance of the crystal surface during growth
as a function of time. The curves are extrapolated to the expected
time of the nucleation, set to zero. For pure water, the ice reaches
the opposite side of the 16 mm inner diameter test tube after 0.18
s, which gives an average growth rate of 10.2 cm/s (linear fit). The
unidirectional growth rates for the approximately spherical crystals
in the ethanol mixtures are 0.9 mm/s and 0.25 mm/s for 4.2 mol%
(10 wt%) and 11.5 mol% (25 wt%) ethanol, respectively.
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Figure 10: Diffusion coefficients calculated from combining Wilson–
Frenkel theory (Eq. 16) with measured growth rates (Table 3), cal-
culated chemical potentials and the radius (a = 3 Å) from de Hijes
[61], together with values from Espinosa et. al (2016) [79] estimated
at the same temperature (-16.2◦C) and from Price et al. (2003) at
25◦C [78].

neglected. Another possible reason for the discrepancy be-
tween the theoretical predictions and the measurements
is the assumption that the heterogeneity factor, fhet, was
assumed to be constant and equal to that of pure water.
It follows from the expression (6) for the work of forma-
tion that, for each experiment, one can fit fhet to obtain
a perfect match with the theory. For the glass container,
we find that all experiments can be fitted in this way by
varying fhet in the narrow interval 0.09–0.15. An important
topic for future work in heterogeneous nucleation theory
is therefore to develop a more reliable model for fhet for
binary mixtures, which incorporates a dependence on both
the alcohol type and composition.

Some of the deviation between the predicted solid-
formation temperature and the measurements, e.g. for
propanol, display a similar behavior as the misprediction of
the melting temperature. Since the melting temperature is
independent of the nucleation barrier, it seems reasonable
that part of the deviations can be attributed to inaccuracies
in the CPA+Ice model for the bulk thermodynamics.

5. Conclusion

In this work, we have investigated by theory and exper-
iments the solid-formation and the melting temperature
of ice in four binary water–alcohol mixtures containing
methanol, ethanol, propanol and butanol.

A dual fiber-optic sensor set-up was use to obtain the
solid-formation temperature. The solid-formation was de-
tected by measuring a change in the refractive index of
the sample and an increase in the local temperature due

to the release of latent heat. The two sensors could inde-
pendently detect the phase transition, but they could also
be used for further analysis of the phase transition when
combined. The growth rate of the ice crystal after forma-
tion was determined experimentally by use of a boroscope,
video-recording and a careful post-processing analysis.

The predictions from the CPA equation of state com-
bined with a model for pure ice were in good agreement
with experimental results for the melting temperatures
of binary water-alcohol mixtures. However, the theory
over-predicted the melting points at higher alcohol concen-
trations. This was attributed to inaccuracies in the CPA
equation of state.

Experiments with water–ethanol mixtures were con-
ducted both in glass and polypropylene containers, where
the latter exhibited a higher degree supercooling, amount-
ing to 5-6◦C. This was explained by the lower hydrophilicity
of polypropylene. After exposing the polypropylene to pure
ethanol in the cleaning procedure, the solid-formation tem-
perature permanently increased. A possible explanation
for this is that ethanol molecule adsorb on the wall and in
the material of the container. No similar behavior could
be observed for the glass containers, which were used in
the remaining part of the experiments.

The solid-formation temperatures were shown to de-
crease with alcohol concentration, and followed a similar
trend as the melting temperatures. The degree of super-
cooling varied between 11 K and 17 K and displayed a
highly non-linear dependence on the alcohol concentration.
For the mixtures with methanol and ethanol, the degree of
supercooling displayed a dip at the lowest concentrations,
before it increased at higher concentrations. The supercool-
ing of the mixtures with propanol and butanol increased
with the alcohol concentration.

A heterogeneous nucleation model was developed to pre-
dict the solid-formation temperatures of the binary alcohol–
water mixtures. The predictions from this model displayed
qualitatively different trends than the experimental data. A
systematic deviation between the experiments and the pre-
dictions was observed, varying from a 4 K overprediction for
water–ethanol to −3 K underprediction for water–butanol.
The model predicted the degree of supercooling to be, to a
good approximation, a colligative property. This was not
in agreement with the experimental results, and sensitivity
analyses pointed to inaccuracies in the work of formation
as a likely reason for the deviations. Perhaps the crudest
assumption in the theory was that the heterogeneity factor
is independent of concentration, and a dependence on com-
position and mixture type may be necessary to improve
the predictions.

For pure water, crystal growth rates of 10.2 cm/s at
16 K super-cooling were measured. These are in excellent
agreement with previous results reported in the literature.
The crystal growth rate observed in ethanol–water mixtures
however, was much lower, where a crystal in a mixture
with 4 mol% ethanol grew at a rate of 1 mm/s. The order-
of-magnitude reduction in the growth rate with increasing
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ethanol concentration was hypothesized to result from accu-
mulation of alcohol molecules at the crystal surface during
the growth of the crystal.
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