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i. Preface 

This thesis is submitted to the Norwegian University of Science and Technology (NTNU) for partial 

fulfilment of the requirements for the degree of Philosophiae Doctor.  

The work was carried out at the Department of Mechanical and Industrial Engineering at NTNU, in 

Trondheim, Norway. Professor Nicola Paltrinieri from the Department of Mechanical and Industrial 

Engineering at NTNU and Professor Anne Barros from CentraleSupelec were the supervisor and co-

supervisor respectively.  

The target audience of this work includes researcher and practitioners interested in the following areas: 

safety risk assessment and management, barrier management, Oil and Gas and process industry.  
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ii. Summary  

Safety of chemical and petroleum process installations have received increased legislative and academic 

attention in most countries, to enhance protection for people from adverse effect of activities involving 

materials with dangerous properties. This may represent vigilance of current society against the potential 

for major process accidents such as explosion, fire, and toxic release which may result in fatalities and 

injuries. Despite knowledge on what characterizes a major accident is enhanced through experiences with 

past accidents, severe process accidents continue to occur until recently. 

This PhD study focuses on the safety challenges associated with the risk contribution from changes in plant 

design and operations, and suggests advanced methodologies for safety and risk analysis. The models and 

methods developed aim to support both industry practitioners and risk analysts. Operators of systems 

handling hazardous materials may confront with difficulties when making safety-related decisions. The cost 

for risk control and protective measures can be high, and therefore the control measures should be selected 

based on plant-specific contexts. For this reason, the industry ought to aim for better understanding of risk, 

instead of focusing on compliance to standards and regulations. However, this is challenging, because event 

scenarios involving major hazards are rare. This work therefore suggests representative case studies where 

available information and data are prerequisite for both constructing models and running the model for 

obtaining results.  

The results of this PhD study show how safety can be enhanced by continuous monitoring of safety barrier 

performance, based on forward-looking risk indicators as well as retrospective risk indicators for Dynamic 

Risk Analysis. However, modeling works based on Bayesian Networks, Multi-Phase Markov model and 

Petri Nets can be relatively challenging for a company and their adoption in practical application may still 

be in question. Thoughtful discussion on uncertainties and sensitivity analyses represent further required 

works for this research. In addition, operational modes of technical systems and their interaction with human 

operators should also be addressed in a more integrated manner. 
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Despite these limitations, the proposed methodologies may provide insights on how to select and apply 

prevalent techniques of risk analysis in real industry cases. Furthermore, illustrations of the models and 

approaches in example cases lays the foundations for advances in safety and risk analysis. More importantly, 

this PhD study is expected to encourage continual learning about risk and safety analysis in the relevant 

industry sectors. 
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viii. Thesis structure

This doctoral thesis is written in the format of a collection of articles, commonly known as compilation 

thesis. The thesis consists of two parts:  

Part I, which interrelates the articles and presents the research results in a coherent entity; 

Part II, which consists of the articles forming the backbone of this thesis. 

The articles are stand-alone and can be read in any order. Although one may prefer to skip Part I and start 

with reading Part II, I suggest otherwise.  
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Part I – Main report  
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1 Introduction 

In Europe, enterprises processing or storing a large amount of hazardous substances are obliged to 

demonstrate that their facility meets the safety requirements in accordance with the Seveso directive III 

(European Parliament and Council, 2012). Equivalent regulations may be found in other countries, such as 

the United States and Australia (Rausand, 2011). These directives focus on identifying major accident 

hazards that pose risk to humans and providing necessary protection against them,  to avoid the reoccurrence 

of severe accidents similar to the past major accidents in industry (Paltrinieri et al., 2012).  

The safety and risk analyses required by regulations provide a basis for safety-related decision making. The 

overall purpose of such analyses addresses the decision on whether existing level of protection is adequate 

or additional safety functions are needed to reduce the risk to a tolerable level. Required safety functions 

are performed by technical systems like pressure relieving devices or the remedial actions of operators in 

dangerous situations (Paltrinieri et al., 2014a). We may refer to them as safety barriers, i.e. any physical or 

non-physical means planned to prevent, control or mitigate undesired events or accidents (Sklet, 2006). 

Risk analysis and estimation can be used to determine what types of safety barriers are needed in a specified 

accident scenario and the desired performance of these barriers.  

One of the main challenges in such analyses has been to obtain accurate values for risk estimates, which 

can arise from the inherent aspect of risk concerning the probability of future events (i.e. unwanted accident 

events), and their potential consequences (Creedy, 2011). It may therefore be important to learn lessons 

from the experience of past accidents, and to reflect them in the analyses (Paltrinieri et al., 2019). 

Furthermore, new design features and operation concepts has enabled increased amount of safety related 

data collected by enhanced safety management systems (Gran et al., 2012). This implies that it may be 

possible to collect information related to the factors that contribute to the safety and risk, including, 

technical degradations, the effectiveness of tests and maintenance, and the operational strategies in the 

presence of component failures.  
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Many of the currently adopted approaches in practical applications are not able to capture all these aspects 

(Paltrinieri and Khan, 2016). In addition, it is of vital importance to establish validity of these methods to 

support adaptation in the industries (Lee et al., 2019). In this context, this PhD thesis address issues related 

to aspects of risk based on quantitative analyses approaches. Furthermore, the result of such analyses can 

be used as a basis for supporting decision-making for design and operation of hazardous systems, to enhance 

their safety performance throughout its lifespan.  

The remainder of Part I of this thesis is organized as follows: Chapter 2 gives an overview of the relevant 

research background. Section 3 presents the research challenges and questions that form the basis of this 

study. Section 4 sets forth the research objectives. Section 5 explains the research approach. Section 6 

presents the methods used for this study. Section 7 states the contributions from different articles. Section 

8 discusses the findings. Finally, conclusions are presented in Section 9.  
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2 Background   

The explosion at the Flixborough plant in 1974 and the chemical release at the Seveso plant in 1976 initiated 

safety legislation in Europe, referred to as the Seveso Directive (European Council, 1996; European 

Parliament and Council, 2012, 1982; Paltrinieri and Reniers, 2017). The directive was amended and revised 

following a number of severe process accidents with devasting effects, including the 1984 Bhopal toxic gas 

release, the 1986 Sandoz fire, the 2001 Toulouse explosion and the 2005 Buncefield explosion (Buncefield 

Major Incident Investigation Board and Books, 2008; Paltrinieri et al., 2012). Currently, the Seveso iii 

Directive (European Parliament and Council, 2012) is effective. Moreover, for offshore installations, a 

notable accident was the fire and explosion at the Piper Alpha platform in 1988. The lessons from the 

accident investigation (Cullen, 1990) initiated relevant regulatory response in the United Kingdom and in 

the US. A recent accident with safety implications was the blowout in the Deepwater Horizon rig in 2010 

(BP, 2010), which led to safety recommendations and EU directive on offshore safety (Haugen, 2018).  

The lessons learned from past accidents enhanced our understanding on what characterizes a major accident. 

Primary and intermediate causes are typically failures in several important safety barrier, including 

technical, operational and organizational barriers. Such impediments to the intended safety functions may 

also arise from the fact that the combination of hazards and hazardous events may be difficult to accurately 

foresee in a risk analysis stage (Aven, 2007; Paté‐Cornell, 1993). In addition, performance of barriers in 

real operating contexts and in different operational modes may not be considered in conventional risk 

analysis. For this reason, a detailed level of analysis on possible accident scenarios, as well as to specify 

performance targets for the safety barriers in such scenario may be necessary, to be capable of supporting 

decisions on safety and risk problems. This implies that both barrier analyses need to reflect up-to-date risk 

information, such that the risk estimates are realistic for decision making on costly risk reducing measure.  

Quantitative risk analyses are performed to provide the indication on how safe the system will be during a 

specified operational life. The amount of risk reductions necessary are derived from comparing the 

estimated risk level with risk acceptance criteria. The gap between estimated level of risk, and the highest 
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tolerable level of risk is the necessary risk reduction. In relation to quantitative criteria, for instance, the 

frequency of a specified hazardous event (accident scenario), and potential fatalities needs to be expressed 

in quantitative terms. The triplet definition of risk, stating that risk is expressed by a set of events, their 

frequency and consequence spectrum, is useful for this purpose (Kaplan and Garrick, 1981).  

 

Figure 2-1 Framework for iteration of safety and risk assessment 

2.1 Representative standards and guidelines 

Several generic risk management standards and guidelines can be found in literature (Paltrinieri et al., 2013). 

For instance, the following documents presents practices applied in various fields: 

1. ISO 31000 Risk Management Standard (International Organization for Standardization (ISO), 

2018); 

2. CSA-Q850, Risk Management Guideline for Decision Makers (Canadian Standard Association, 

2009); 

3. EPA Guidelines for Ecological Risk Assessment (EPA, 1998); and 

Risk monitoring

-Identify risk contributing  

factors

-Measure/observe safety and 

risk indicators

Risk acceptance criteria Risk evaluation

Risk estimation 

-Identify major accident  

hazards 

-Calculate the risks

Acceptance criteria 

met

Risk reduction 
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Risk reduction 

- Determine requirements to 

safety functions

- Implement safety functions
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4. Z-013 Risk and Emergency Preparedness Assessment Standard (NORSOK, 2010). 

The analysis of these approaches highlights the lack of a widely accepted universal paradigm, as risk 

management, more than a self-standing discipline, is still mostly intended as an interdisciplinary field 

(Paltrinieri et al., 2013). However, some steps are integrated in every risk management model, such as: pre-

assessment, risk assessment, tolerability and acceptability judgment, risk management, and risk 

communication. The treatment of uncertainties is generally addressed, even though the richness of 

recommendations and practices for treating them varies across the approaches. Finally, constant monitoring 

is a recurrent step in all risk management models presented above. 

The general requirements for QRA in the Norwegian oil and gas industry expressed by the Z-013 standard 

(NORSOK, 2010) address the identification of hazardous situations and potential accident events, from 

initiating events to final outcomes. These accident sequences are then to be analyzed to provide an overall 

picture of risk, presented in a way that is suitable for the various target groups/users and their specific needs 

and uses. This is aimed at supporting the choice and design of risk-reducing measures, whose performance 

is required to be monitored and maintained (PSA, 2016). 

The Accidental Risk Assessment Methodology for Industries in the context of the Seveso Ⅱ directive 

(ARAMIS) (Andersen et al., 2004) provides a guideline to identify the accident scenarios related to the 

hazardous equipment in a process plant and quantify the associated risk. It was developed with the main 

objectives to identify a set of reference scenarios in relation to the operations of the selected hazardous 

equipment. ARAMIS suggests the use of a bow-tie diagram, obtained by a combination of a fault tree and 

an event tree.  

Another important source to consider is the standard for safety instrumented systems for process industry 

IEC 61511 (IEC, 2016). The standard focuses on safety-related systems based on EEPE (electrical / 

electronic / programmable electronic) technology, but the quantification approach can also be applied to 

safety systems based on different technologies. The standard includes guidelines on how to use the Layer 
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Of Protection Analysis approach and allocate the safety integrity levels. In this case, a safety function is 

implemented by a protection layer and is intended to achieve or maintain a safe state for the process, with 

respect to a specified hazardous event. A protection layer may be a technical system or an operator’s 

response to alarm or a corrective action. Possible accident sequence and barrier functions are often 

represented in a fault tree and an event tree to quantify the probability of event frequency. An important 

aspect of IEC61511 is the safety lifecycle approach, which encompasses from early design phase to 

operation and maintenance and requires iteration of analysis on safety function performances.  

2.2 Approaches for modelling risk during operations 

The risk models applied to the design phase QRAs are suitable for reflecting the technical design of an 

installation. These models, however, have a limited focus on changes in the operating and environmental 

conditions and their potential impact on risk. As a result, new methods and models have been developed 

for the quantitative analysis of changes in risk levels, which is referred to as dynamic risk analysis (DRA) 

in the process industry. DRAs are performed in the operational phase to update the risk level over a certain 

interval based on operational experiences and field data or predict the risk level for the upcoming period 

based on precursor data (Landucci and Paltrinieri, 2016). 

Numerous representative DRA methods have been developed for safety-critical sectors, and their 

features are outlined briefly in Table 2.1. These methods extend the existing QRA models by explicitly 

incorporating organizational and operational factors. They have proved useful in periodic updates of 

QRA results by reflecting changes in the parameters and assumptions of QRAs. Further 

developments of these methods employ machine learning techniques (Paltrinieri et al., 2019).  

A number of methods for dynamic risk analysis is based on the variation in safety barrier performance 

(Paltrinieri and Khan, 2016) and it integrates the Bayesian theory for the barrier management and, 

ultimately, risk assessment. In fact, the use of Bayesian networks for barrier management is a relatively 

innovative way to evaluate probabilities of possible barrier failures. This approach can take advantage of 
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model flexibility and possibility to update with new available data. It allows updating barrier probability of 

failure and, in turn, frequency of outcoming events, based on incidents and near misses occurred within the 

system (Paltrinieri et al., 2014b). This allows investigating how barrier performance influences the overall 

level of risk during the lifecycle of the facility, considering the information present in literature and 

collected by the national authorities. 

Within the Norwegian oil and gas sector, the focus of operational risk analysis has been put on developing 

risk models that can consider Risk influencing factors (RIFs). Examples include the barrier and operational 

risk analysis of hydrocarbon releases (BORA-release) (Aven et al., 2006; Sklet et al., 2006), and the risk 

modelling through integration of organizational, human and technical factors (risk-OMT) (Gran et al., 

2012). These methods use categories of generic RIFs to modify probabilities in the fault trees. On the other 

hand, the Organizational Risk Influence Model (ORIM) (Øien, 2001) suggests controlling risk during 

operation based on organizational indicators.  

Table 2.1 Main features of risk analysis used in the design and operations phases 

Phase Design Operations 
Bayesian updating RIF and indicator-based 

approach  
Model 
construction 

Event tree and fault tree Updating of event tree and 
fault tree, via updating 
parameters in the 
probability distributions  

Updating of event 
probability or important 
QRA parameters based on 
quantification of RIFs and 
indicators 

Main 
advantage 

Well suited for design 
related decisions related to 
major accident 

Reflecting actual 
performance and failure 
causes based on data from 
operational experience 

Possible to update when 
new information is 
collected 

Suitable for incorporating 
the influence of 
organizational, human and 
technical factors  

Suitable for using set of 
indicators (both risk-
based and safety 
performance-based) 

Main 
disadvantage 

Model assumptions made 
in the design phase can be 
inadequate  

With the absence of data, 
updating is not possible, 
and the choice of 
probability distribution 
is subjective

Modeling can be complex 
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3 Research challenges and questions 

3.1 Risk effects from potential changes in design and operation aspects of facility 

Modeling approaches employed in the quantitative risk analysis for design process are suited to give the 

risk estimates and safety performance measures that are averaged over a long period of time (Aven, 2008; 

Haugen et al., 2016). During the operational phase, various information related to the factors that influence 

the risk and safety level of the plant can be collected (Hauge et al., 2015). This may include up-to-date 

status of barrier, escalation potential associated with a specific hazardous event and dynamic environmental 

conditions. However, risk contributions from such factors may not be catered for in the approaches to 

quantify risk commonly used at the design stage. 

Research challenge 1: Risk estimates are subjected to vary due to the changes in the operational and 

technical aspects. 

Question 1.1: What type of methods may be developed to include the key factors that can affect changes in 

risk level? How do we quantify the effect of these factors? How can we establish the validity of such methods 

as well and their results? 

Question 1.2: How can we make use of information on actual performance of safety barriers and undesired 

events that are collected during operations?  

3.2 Reliability assessments of safety systems 

Major hazards accidents can arise from dangerous deviations and hazardous events that may occur during 

process plant operations. To reduce major accident risks, the effects of these undesired events may be 

mitigated by using engineered safety systems which can be added to the process equipment. These safety 

systems are designed to activate the intended safety functions in response to a specified demand. Periodic 

testing and maintenance are an important means to detect and correct hidden failures for attaining the 

desired performance of low-demand safety functions (Jin and Rausand, 2014; Rausand and Høyland, 2003). 
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The effectiveness of testing and maintenance strategies can be considered in calculation of PFD, by using 

parameters that express the effectiveness of testing and maintenance, for instance, test coverage 

(Lundteigen and Rausand, 2008), degradation by testing (Wu et al., 2018), and the impact of different repair 

policies (Srivastav et al., 2020). 

Maintenance activity in a process plant can be hazardous operations that can introduce failures with the 

potential to cause new types of hazardous events and accident scenarios. This may require reliability models 

that can reflect important attributes that can influence the performance of safety system, for instance, 

different failure modes, different testing and maintenance strategies. For example, tests may introduce extra 

stresses to the system, and maintenance errors may induce dangerous failure modes. These errors are due 

to manual interventions, especially in relation to the isolation procedure, which is hazardous operation that 

may lead to a loss of containment. 

Research challenge 2: Limited focus is given to the modeling of adverse risk impact of testing and 

maintenance. 

Question 2.1: How can we determine the testing and maintenance strategies (e.g. interval, maintenance 

activities) to achieve desired safety function performance? 

Question 2.2: What may be the suitable performance measures with respect to failures during normal 

operations as well as maintenance? 

3.3 Modelling of event sequences based on operational experiences 

The initial probability/frequency of hazardous events and accident scenarios may be over-estimated or 

under-estimated, as it may be practically infeasible to obtain the data directly related to the occurrence of 

such event. For a plant without enough operational experiences, in particular, the primary estimation for 

the probability of a potential accident may be based on the approximation of the design and operational 

features of the plant to the industry average level. It may therefore be necessary to update such probability 

estimates, based on the additional information on the changes in the design and operation of plant that can 
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be acquired through operational experiences. This may require a model that is capable of incorporating a 

set of data from both generic and plant specific sources that is relevant for the causal relations and temporal 

orders of events in an accident scenario. However, commonly used approaches (e.g. fault tree and event 

tree analysis) are limited to model readily foreseeable sequence of events, and it may difficult to update 

such models based on additional information.  

Research challenge 3: Standard fault tree and event tree analysis may not be fully suited to update based 

on operational experiences.  

Question 3.1: If we acquired detailed information about the causal and temporal dependencies between 

the events in an accident scenario, what approaches can be used?  

Question 3.2: What type of approaches may be suitable to cater for the information collected during 

operations to obtain updates of risk estimate?  
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4 Research objectives 

4.1 Definition of objectives 

The main objective of this work is to identify the aspects that can influence the level of risk related to a 

specified accidents scenario, and to suggest how to reflect these aspects in calculating risk estimates. A 

particular focus is given to the factors that affects performance of critical safety functions whose failure 

have major contribution to the risk estimates. Sub-objectives are defined with link to three research 

challenges in the previous chapter. Each article includes suggested approaches in relation to these objectives 

that are illustrated in the case study (e.g. research objective 1 is defined in accordance with the research 

challenge 1). 

 

Research objective 1. Simplify the quantification of possible changes in the estimate for risk level during 

operations.   

Sub-objective 1.1. Suggest a risk analysis method to measure the change in risk and propose validation 

approaches to justify the adoption of the suggested methods in practical applications. 

Sub-objective 1.2. Suggest an approach based on Bayesian networks, to make use of data related to 

undesired events and safety barrier performance in the operating stage to update the risk estimates. 

 

Research objective 2. Estimate the reliability performance of safety functions. 

Sub-objective 2.1 Model the effect of periodic testing and maintenance on dangerous failures and faults in 

safety system functions. 

Sub-objective 2.2 Model the time-dependent behaviors of safety systems and use the model to obtain 

important performance measures. 
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Research objective 3. Use operational experiences in the development of event scenarios. 

3.1 Identify causal or temporal sequence among events that constitutes a potential accident scenario, based 

on the information obtained from past accidents investigations and failure data 

3.2 Propose an improved approach to model causal or temporal sequence to support understanding of 

selected scenarios 

4.2 Overview of articles and research objectives 

Figure 4-1 presents the relationships between the articles and the research objective that are stated in the 

section 4.1.  

Article I and Articles II reflect on the aspects of risk that changes due to the changes in the operating 

conditions, with a particular focus on the changes in the barrier performances. The event sequence depicted 

Article I and Articles II are rather simple, since the main focus is not to identify the chain of event in detail 

but including key causal factors that contributes to the changes in the risk estimate. On the contrary, Article 

IV, both causal and temporal sequence in the event scenario is modeled on a more detailed level, because 

the model is based on the accident path that we already know from the investigation report. The main 

objective is to demonstrate how to model the event sequence leading to the specified hazardous events. 

Articles III and Article V are linked to the objective 3, and both the studies include quantification of the 

influence of periodic testing and maintenance onto the performance of safety systems. The articles suggest 

analytical formula to calculate reliability performance of safety function. Article III aims to model the time-

dependent behavior of safety systems and reliability performance measures during normal operations and 

the maintenance phase respectively, in order to provide a basis for decision making on testing interval. The 

case study in Article V is performed in a close collaboration with a company working on an advanced 

design concept where periodic testing and maintenance frequency, as well as the time spent for testing and 

maintenance, can be reduced. Modelling of two types of regular testing with different intervals is modelled. 



32 

Figure 4-1 Relationships between the research objectives and the articles 

4.3 Research scope 

This PhD study aims to improve the approach for estimating the risk associated with major accident hazards 

related to processes within chemical and petroleum installations. The main objective has been to develop 

new approaches and/or extend existing ones to treat risk-contributing key factors, taking into account 

aspects related to design, as well as operations and maintenance. The focus is on obtaining probability 

estimates, and therefore modeling consequences falls out of the main research scope. In addition, updating 

acceptance criteria (during the operations) is not explicitly addressed, although it is important in terms of 

risk control point of view. Finally, underlying and root causes whose quantification is characterized by 

important uncertainties is not modelled or discussed.  
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5 Research approach 

5.1 Research classification 

Research is defined as a process that acquires new knowledge (Bock and Scheibe, 2001). English verb ‘to 

know’ can be translated into French as ‘connaitre’ or ‘savoir’. The word connaitre can be used when 

describing the familiarity with something, and the word savoir can be used when describing the ability to 

know how to do something. This PhD study focused on not only methods and concepts within risk analysis 

field, but also on how to utilize them in the course of conducting research.  

The Frascati Manual (Gaillard, 2010) defines three type of research: basic research, applied research, and 

experimental development.  

1. Basic research refers to experimental or theoretical work undertaken primarily to acquire new

knowledge of the underlying foundations of phenomena and observable facts, without any

particular application or use in view;

2. Applied research refers to original investigation undertaken in order to acquire new knowledge. It

is, however, directed primarily towards a specific, practical aim or objective;

3. Experimental development refers to systematic work, drawing on knowledge gained from research

and practical experience and producing additional knowledge, which is directed to producing new

products or processes or to improving existing products or processes.

This PhD study can be classified as basic research, and further, into ‘oriented basic research’. Oriented 

basic research is or directed towards some broad fields of general interest, with the explicit goal of a range 

of future applications. Oriented basic research is carried out with the expectation that it will produce a broad 

base of knowledge likely to form the basis of the solution to recognized or expected current or future 

problems or possibilities. Oriented basic research may be distinguished from “pure basic research”. Pure 

basic research is carried out for the advancement of knowledge, without seeking economic or social benefits 

or making an active effort to apply the results to practical problems or to transfer the results to sectors 
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responsible for their application. The new approaches developed in this PhD study is expected to form a 

basis of the solution to the recognized current problems (i.e. challenges related to safety and risk analysis 

experienced in the industries), without a specific and practical objective as a starting point. This PhD study 

does not involve experiments, but rather theoretical work that use of existing theories and method to develop 

new approaches and models to meet the research objectives that are defined thorough this PhD study.  

Every R&D activity must meet the following criteria (Gaillard, 2010): 

- Novelty criteria – the work should aim at new findings;

- Creativity criteria – the work should be based on original not obvious concepts;

- Uncertainty criteria – the outcome, cost and time allocation should not be known a priori;

- Systematic criteria – the work should be planned and budgeted; and

- Transferability and/or reproducibility criteria – the new knowledge should be transferrable in

order to allow other researchers to reproduce the same findings in their R&D activities.

The research activities of this PhD study aimed at meeting the aforementioned criteria. In fact: 

- Novelty: different methods for quantifying risk contribution from barrier failures, undesired

events, and key causal factors, as well as indicators are aimed at clarifying the safety and risk

aspects of hazardous systems that are not well understood by conventional safety and risk

analysis. For example, Article V related safety issues associated with new design and operation

concepts of BOPs.

- Creativity: each article in this PhD study suggests application of new methods and concepts.

For example, Article III propose a safety performance measure during maintenance phase,

which is not typically considered, and therefore it provides additional support to decision

making.
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- Uncertainty: the process and results of the research were uncertain. For instance, during this 

PhD study, new ideas for utilizing relevant methods were generated, and these work results 

were not known until the modeling and approaches were completely developed and applied.  

- Systematic approach: records of the research progress and relevant outcomes have been 

collected, categorized, evaluated and published from the very beginning of the PhD to ensure 

a systematic approach.  

- Transferability and/or reproducibility: the research outcomes are published in peer-reviewed 

journals and conference proceedings where transferability and reproducibility are required as 

criteria. In addition, the result of Article II on validations approaches adapted for dynamic risk 

analysis explicitly address this aspect. 

5.2 Research approach 

Research approach is a way to systematically solve the research problem. It is necessary for the researcher 

to know not only the research methods/techniques but also the overall approach (Kothari, 2004). This PhD 

study aims to support researchers in their search of methods or techniques, pointing at their relevance and 

significance. This work contributions allow researchers to understand the assumptions underlying various 

techniques and the applicability criteria of certain techniques and procedures.  

Thus, this work research approach does not only focus on the research methods, but also considers the logic 

behind the methods and explains the reason for using a particular method or technique, so that the research 

results represent a generalized lesson for the whole domain. 

5.3 Quality assurance  

A reality check was conducted for some of the works in Table ix-1. This consists in the test on a real case-

study of the methods and concepts proposed. This allows for comparison with operating experience of the 

interested systems.  
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Expert judgment to examine the research process behind the study was always conducted for the works in 

Table ix-1. Supervision by the PhD supervisors was constantly sought to assure realistic expectations, 

detailed documentation and significance in the results. 

Independent peer review was received for all the works as they are published in either peer-reviewed 

journals or peer-reviewed conference proceedings. The people conducting the review are recognized as 

experts in the considered domain. The comments from these peer-reviewed process have allowed an 

important improvement in the quality of these works. 
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6 Methods used 

The definition of the research approach laid the foundations for an appropriate selection of methods for the 

study. Methods are here defined as the composition of techniques and/or procedures that are suitable for 

meeting the research objectives in section 4. The choice of methods and techniques takes also into account 

the data sets available for this PhD study. The various articles constituting the study use different research 

methods that are commonly used for risk and reliability analyses. The methods the reason why they were 

selected are presented in the following – further explanation of the methods is provided by articles I-V. 

Article I. Bayesian networks were selected for two main reasons: 1) to make use of recorded failure 

data, and 2) to model escalation scenarios by exploiting the capability of modelling causal 

sequence between nodes and including nodes that can have multiple variable states. 

Article II. A set of fundamental validation methods (Suokas, 1985) were selected as appropriate 

validation for DRA is still an unexplored domain: reality check (comparison with operating 

experience of corresponding installations), benchmark (comparison with a parallel analysis 

of the same installation or activity), and peer review (examination of the output of the risk 

analysis by technical experts). 

Article III. Multi-phase Markov was selected because: 1) testing and maintenance cannot be modeled 

by Markov and 2) to describe impact of maintenance errors. In addition, analytical to 

quantify time-dependent system state probabilities. 

Article IV. The use of Petri Nets was selected over the use of fault trees to explicitly model causal and 

temporal order of set of events in the scenario, for example, to include activities such as 

inspections, remedial action of operators. 

Article V. Petri Nets were selected for reliability assessment to evaluate testing intervals and reach 

redundancy. 
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6.1 Bayesian Networks 

Bayesian networks represent a useful formalism in the risk analysis domain due to their ability to model 

probabilistic data with dependencies between events (Weber et al., 2012). The Bayes theorem has the 

advantage to use new evidence to update probabilities of events, for instance,  deviations from normal 

operations, physical phenomena and, in particular, failure of safety barriers in an accident scenario. Prior 

probability is estimated in several ways, such as statistical analysis of historical data or data collected from 

inspection/condition monitoring, deductive reasoning by means of quantitative risk analysis techniques, or 

expert judgment (Khakzad et al., 2016). On the other hand, relevant information used to update prior 

probabilities become available during operation of the system under consideration , such as deviations from 

design parameters, near misses, or incidents.  

Considering an event θf, a safety barrier failure, the prior probability of the event P(θf)   , can be updated 

considering evidence E by using Bayes theorem, as follows: 

P(θ𝑓|E) =
P(θ𝑓) ∙P(E|θ𝑓)

∑ P(θ𝑓) ∙P(E|θ𝑓)θ𝑓

        (Eq. 1) 

 P(θf|E) is the posterior probability given the evidence E, and the likelihood P(E|θf) (probability distribution 

of evidence given that θf has occurred). An example evidence can be represented by recorded failures, and 

the occurrence of an early warning of the safety barrier failure (Paltrinieri et al., 2014b; Scarponi et al., 

2016). However, an early warning does not provide complete certainty for barrier failure.  

BNs have two types of items to represent the uncertainty of evidence (Fenton et al., 2016):  

- virtual evidence that uses the likelihood ratio to represent the uncertainty of evidence; and 

- soft evidence that uses likelihood ratio as the target posterior distribution.  

However, their distinction is excluded from the scope of this work, which will refer to the more generic 

term of “uncertain evidence”. Evidence imposed on the events of barrier failure θf and success θs  can be 

specified by the weights wf and ws such that: 



 

39 
 

𝑃(θ𝑓|𝐸) = 𝑤𝑓;  𝑃(θ𝑠|𝐸) = 𝑤𝑠;  𝑤𝑓 + 𝑤𝑠 = 1    (Eq. 2) 

Uncertain evidence is implemented in many commercial BN software packages, such as AgenaRisk® 

(Agena Ltd, 2019). Multiple pieces of evidence, causes and effects are correlated within a single potential 

accident scenario. A Bayesian network is a graphical model, which describes the causal relationships 

between a set of variables. The variables are represented as nodes, and the dependence between the two 

corresponding variables is depicted by an arrow between them, denominated edge. A parent node has a 

direct influence on a child node. A root node has no parent nodes (root cause), while a leaf node has no 

child nodes (final accident outcome). Considering n variables θi, such as the sequence of unwanted events 

and failed safety barriers leading from the root cause θ1 to a final accident outcome θn+1, the probability 

distribution of the final outcome P(θn+1) is expressed by the chain rule, as follows: 

𝑃(θ𝑛+1) = ∏ 𝑃(θ𝑖| 𝑃𝑎𝑟𝑒𝑛𝑡𝑠 (θ𝑖)𝑛
𝑖=1 )       (Eq. 3) 

For this reason, the update based on new evidence of any probability distribution P(θi) along the chain leads 

to an updated probability distribution of the final outcome. 

6.2 Validation methods 

6.2.1 Reality check 

Comparison against past accidents and disturbances that occurred in installations similar to the object of 

study may determine the risk analysis capability of identifying hazards and contributors. Past accident 

analysis is an extensively employed tool for preliminary hazard identification in chemical and process 

facilities (CCPS - Center for Chemical Process Safety, 1992). Real incidents and near-miss accidents can 

be used to assess whether a DRA technique has the capability of identifying complete accident scenarios 

(Aven and Krohn, 2014; D, 2009).  
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6.2.2 Benchmark 

A comparison with other recognized risk analysis methods can be employed to test whether the analysed 

method is suitable for a specific application area. The activity of benchmarking primarily refers to the 

comparison of results from the two methods and allows identifying similarities and/or specificities on how 

the input data are processed. Fundamental aspects are the sensitiveness of the methods with respect to input 

changes (reflecting operational variations) and the overall conservativeness of their assessment. 

6.2.3 Peer review 

Rosqvist and Tuominen (Rosqvist and Tuominen, 2004) introduce a specific peer review process for formal 

safety assessment. This addresses the ultimate goal of the peer review of reducing uncertainty, which may 

be related to completeness, coherence, and accuracy. Coherence within risk assessment objectives and 

modelling is important, as they are the foundations of the study. Any incompleteness in the previous steps 

of risk assessment introduces a latent bias in the following steps. Accuracy in the evaluation of prior 

parameters and the risk index is essential to obtaining the correct definitions of safety barriers and their 

effect on risk. Incompleteness in the definition of safety barriers may negatively affect the redundancy of 

safety systems and the total installation safety. 

6.3 Multi-phase Markov model 

A Markov diagram is a state transition diagram that illustrates various system states and possible transitions 

between the states. In a Markov model, the time evolution of a system is assumed to be a stochastic process 

that fulfill the Markov property. Dynamic behavior of system (e.g. repair of a component, sequence- 

dependent failures) can be considered in a Markov model. A Markov analysis can provide range of 

reliability performance measures (e.g. average proportion of time spent in each state, visit frequency to each 

state). A Markov analysis is difficult for a system with a large number of states. The assumption that both 

time to failure and the repair time are exponentially distributed may not be realistic. Classical Markov 

model is not suitable for modeling periodic tests and maintenance. A system may possess the Markov 

property only within a certain time frame but does not fulfill the Markov property at different points in time. 
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For example, the system is subjected to periodic testing and maintenance actions on predefined time points, 

and the state may change after the execution of these actions. Such a process with the deterministic causes 

for state transitions may not have time-homogeneous transition probabilities, and thus cannot be modelled 

by using a standard Markov chain. One reason is that the time period spent for the testing and maintenance 

represents a different condition than normal operation period, such that the process may have different 

transition rates. To take this into account, we may use a multi-phase Markov model where we define a finite 

number of state spaces, so that each state space corresponds to a phased time period (e.g. normal operation 

period, and maintenance phase), and has its own transition rate matrix (Innal et al., 2016).  

6.4 Fault tree analysis 

A fault tree is constructed through a top-down or deductive reasoning about the potential causes of a 

specified hazardous event (i.e. the TOP event) (Rausand, 2011). Logic gates are used to connect the TOP 

event, intermediate casual events, down to primary level causes (i.e. basic events). FTA can be used to 

investigate the reasons for why a specified hazardous event could occur. FTA provides the combination of 

technical and human failures in detail. Relative criticality of the basic events (e.g. failures event) can be 

assessed.  

FTA can handle large size systems. Time-dependent features (e.g. maintenance interventions) is difficult 

to be modelled in FTA. All events in a fault tree have binary states. Multi-states events (e.g. physical states 

of the hazardous substance) may not be handled. FTA is not suitable for explicit modeling of the temporal 

order of failures in an event scenario. 

6.5 Petri Nets 

A Petri Net is bipartite graph where two types of nodes, places (states or conditions) and transitions are 

connected via directed arcs (IEC, 2012; Nivolianitou et al., 2004), which can be used to represent dynamic 

behaviors of a system. A place can contain a number of tokens. A change in the distribution of tokens in a 

Petri Net represent a change in the system state. A Petri Net allows for detailed modelling of dynamic 
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system behaviours. A Petri Net can model both stochastic events and events that occur at a deterministic 

time. Specific conditions for state changes can defined, to model an event scenario in a particular causal or 

temporal order, including the possibility to model cascading failures.   
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7 Main results 

7.1 Contribution to objective 1 

7.1.1 Sub-objective 1.1. Validation of risk estimates obtained during operations 

Dynamic risk analysis (DRA) refers to models and methods that have capability to capture changes in 

technical and operational aspects during the operational phase, and to quantify their effect on risk. DRA is 

expected to solve some of safety challenges by supporting decisions related to risk control, which cannot 

be supported by conventional risk analysis. However, DRA models and methods have not been extensively 

adopted and limited attention is given to establish their validity in practical applications.  

Article II chose a DRA method denominated as Risk Barometer (RB) and a relevant case study. RB is an 

indicator-based method, and the change in risk is derived from measurement of indicators, as illustrated in 

Figure 7-1. Three validation methods are suggested to illustrate how validity can be established for DRA 

methods: i) reality check, ii) benchmark, and iii) peer review. The benefits of the suggested methods are 

the completeness and quality of the evaluation. The effectiveness was demonstrated by a specific validation 

study: the application of RB on a case study on sand erosion integrity in a virtual oil and gas cluster 

including a FPSO unit. The results from a past accident analysis confirmed the criticality of 

erosion/corrosion scenarios, as identified by the RB. Moreover, the dynamic nature of the event, which 

legitimizes the use of dynamic tools such as RB, was highlighted. The benchmark evaluation showed 

excellent conformity within the results from the RB and TEC2O (method for evaluation of technical, 

operational and organizational) factors, which validates the applicability of the RB indicators for the event 

with a loss of containment. A specific procedure for peer review that involves experts from the industrial 

domain confirmed the suitability of the RB in actual field applications.  
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Figure 7-1 Illustration of possible indicator set 

7.1.2 Sub-objective 1.2. Use of Bayesian network for risk estimation update 

Oil&Gas activities in the arctic and subarctic regions are high risk operations, due to the several challenges 

related to the harsh where it is important protect sensitive environment from any adverse impact of 

petroleum activities, and therefore retaining a persistent high focus on the safety and risk management is 

important. For this reason, Bayesian Networks and safety barrier assessment is suggested, to be capable of 

regularly iterating dynamic risk assessment to support risk management of critical systems. The method is 

applied to the potential escalation scenario arising from leaks of different sizes on a Norwegian Oil&Gas 

production platform located in the Barents Sea. Risk data on the Norwegian petroleum activities are used 

as evidence to simulate continuous update of risk assessment throughout the years. The case study showed 

the benefits and limitations of such an approach. Accurate modelling of potential accident scenarios is 
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possible through BNs, but time-consuming. The approach allows for drill-down capabilities, which enhance 

support of operations and definition of risk mitigating measures. However, the data used for dynamic risk 

assessment has a pivotal role, as data quality and quantity may sensibly affect the outcome. Fortunately, 

the Oil&Gas industry is generally committed to improving collection of field data for the assessment of 

safety barrier performance. Finally, it must be mentioned that this approach represents a potential response 

to “pulses of risk”, in which system deviations and resilient reactions are processed by iteration of dynamic 

risk management for an effective strategy controlling risk in critical cases, such as Oil&Gas production in 

the arctic and sub-arctic regions.  

7.2 Contribution to objective 2 

7.2.1 Sub-objective 2.1 Inclusion of the effect of periodic testing and maintenance on dangerous 

failures and faults in safety system functions  

In Article V, two types of periodic testing are modelled in reliability quantification of Blowout Preventer 

(BOP) system. All BOP systems today are operated with Electro-Hydraulic (E/H) controls, and the record 

shows high number of failures and malfunctions involving hydraulic components (e.g. leakages). The 

current BOP systems require two types of regular tests, and Function Test (FT) is required to be carried out 

every 7 days - 21 days. Failures of BOP systems have made significant contributions to non-productive 

time of drilling rigs. This paper introduces a new concept of electro-mechanically operated BOP, which 

seems to be a candidate to improve reliability and availability of the BOP. The main interest of this paper 

is to shed light on the new features of the electrical BOP system versus current art qualitatively. In addition, 

this contribution proposes a quantitative method for obtaining the BOP availability analysis which may be 

used in the decision-making about designing optimal BOP systems. 

In Article III, a model that can include two main types of failures of low-demand safety systems is 

developed. An illustrative case of PSVs that are subjected to periodic maintenance in the offshore plants, 

are used. Periodic testing and maintenance for PSVs are carried out on a regular basis to ensure the desired 

performance of risk reduction during normal operations phases (Okoh et al., 2016). As opposed to this, the 
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errors made during the maintenance phases of PSVs are claimed to be a key causal factor to introduce 

additional risk). The failures that can be caused by the errors in the maintenance interventions (i.e. external 

leakages), are distinguished from the random failures during normal operation (i.e. failure to open on 

demand). The main focus is to describe and quantify the negative effect of maintenance action on the system 

states, based on Multi-Phase Markov model (ISO/TR12489, 2013; Rausand, 2014). The main focuses are 

1) to include failure events and faults of the safety systems induced by maintenance 2) to express the 

probability of maintenance errors in terms of transition probabilities 3) to calculate the time-dependent state 

probabilities of the safety system. The focus of a modeling approach to quantify the influence of periodic 

testing and maintenance onto the system states. 

7.2.2 Sub-objective 2.2 Modelling of time-dependent behaviors of barriers, and use of the model 

to obtain important performance measures   

In Article III, specific analytical formulas are suggested to obtain the frequency of hazardous events (i.e. 

external leakage) which can serve as a performance indicator of major risks. In addition, a commonly used 

reliability measure, the mean PFD of the main safety function is obtained. The major benefit of attaining 

these two performance measures is to enable risk-informed decision-makings regarding 1) the length of 

interval between the two periodic testing and maintenance 2) the improvement in human and organizational 

factors in maintenance activity. Further improvement may be to consider regarding the time delays in 

maintenance interventions, for example, due to delayed repair, by extending the model with additional 

phases. 

7.3 Contribution to objective 3 

7.3.1 Sub-objective 3.1 Modelling of scenario based on the information obtained from past 

accidents investigations and failure data 

Quantifying the probability of hazardous events is an important step to achieve the overall risk estimate, 

and the reasonable value for probability estimate desired. For this reason, Petri Nets are selected to explicitly 
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model causal and temporal sequence as a tool to calculate a hazardous event frequency based on simulation. 

From the fact that we are interested in modeling the accident path that we already know, Petri Nets can be 

more suitable. The model includes two possible initiating events, and important safety barriers including 

operator activities.  

7.3.2 Sub-objective 3.2 Improved approach to model causal or temporal sequence to support 

understanding of selected scenarios 

The analysis focuses on one of the most critical accident scenarios for an offshore platform with limited 

space for escape (Bucelli et al., 2018): the scenario of escalation due to fire in the process area. Bayesian 

networks theory is implemented to calibrate and update the scenario frequency during the years by means 

of the AgenaRisk® software (Agena Ltd, 2019). The escalation initiating event considered within the 

Bayesian network is the hydrocarbon leak. Such event is particularly important for the Goliat platform 

located in the Barents Sea due to the environmental impact it may lead to, even without ignition. Moreover, 

information on hydrocarbon leaks are relatively available on scientific literature, as it is possible to rely on 

a considerable amount of data (Fossan and Opstad, 2016), while escalations are rare events for which 

probabilistic analysis is challenging. For this reason, modelling escalation from leak events may be 

beneficial.  



 

48 
 

8 Discussion and further works 

8.1 Discussion to objective 1 

DRA models tend to focus on specific cases that are usually associated with major hazard scenarios not 

adequately modeled in conventional technical QRAs for the design phase. The reason may be that the 

information related to such scenarios may not be sufficient, or due to the aspects that change with time 

during the operational phase. DRA models and methods arise from the need for providing updates on risk 

level during operations, and therefore use of simplified scenario modelling rather than complex one as 

suggested in the Article I, and Article II seems pragmatic. In this way, more amount of available data and 

information of different type can be utilized for updating. Article I uses observations (e.g. barrier failure 

record, leak event record) to directly update the node probabilities in the constructed Bayesian network. On 

the other hand, Article II uses information related to risk changes, derived from a suggested set of indicators, 

and this implies that the relation between the indicator and barriers may not be direct. For this reason, the 

suggested validation approaches are important, especially for the approaches to be adopted in the practical 

applications. This allows building consensus and trust in DRA techniques, as they represent a concrete 

solution for the implementation of integrated and safety-supported operations across the geographical, 

organizational and disciplinary boundaries of the oil and gas industrial systems.  

8.2 Discussion to objective 2 

Aven (Aven, 2017) affirms that reliability assessments can be viewed as a special type of risk assessment 

where the consequence are linked to technical system failures. Safety and reliability assessments are 

performed to support decisions related to design and operation of safety systems. Testing and maintenance 

in general enhance the reliability of safety functions, such that the probability of accidents can be reduced. 

However, it is also important to lessen the negative impact of maintenance, such as the introduction of 

additional failures and occurrence of accident during maintenance (Aven, 2008). In both Article III and 

Article V, particular focus is given to the effect of periodic testing and maintenance, but with different 
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practical implications. The quantification model in Article V is limited to the effect of two types of testing 

onto a typical safety performance function (PFD) of a safety barrier, while Article III suggests two 

performance measures, in normal operation and maintenance respectively. Article V focuses on the design 

features of safety barrier systems, as a key influence factor of the safety function performance. On the other 

hand, Article III focuses on the maintenance error made by operators, as a main contributor to the adverse 

risk impact.  

8.3 Discussion to objective 3 

Case study in Article IV is performed based on thorough reviews on the literatures related to the Buncefiled 

accident (Buncefield Major Incident Investigation Board and Books, 2008), which resulted from a tank 

overfilling scenario. In other words, we already know the chain of events that we want to model. By using 

Petri Nets, we may support decision making related to such scenario. For example, maintenance resources 

in a site are expected to be limited (e.g. fewer operators) in the next month due to the holiday season. The 

manager decides to extend the inspection interval and wants to understand how this decision influences the 

frequency of hazardous event. This can be simulated by changing input parameter or minor modifications 

in the initial Petri Nets. On the other hand, the BN based model in Article I has different updating regimes 

and is based on observations and knowledge that have gained through operations. This enables iteration 

and continuous updates whenever relevant data is made available, implying that such BN-based method 

may be used to monitor risk trend in a designated period.  
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9 Conclusions 

The models and methods proposed in this work are intended to benefit both industry practitioners and risk 

analysts. Operators (management) of hazardous systems in their facilities at hand may confront with 

difficulties of making safety-related decisions against major accidents hazards. The cost for risk control and 

protective measures can be high, and therefore the control measures should be selected based on plant-

specific operations contexts. This implies that screening of (unwanted) events that are not relevant for the 

safety of the individual plant is very important, and this should be well reflected in long-term risk analyses, 

as well as daily risk registers. In other words, the industries ought to aim for better understanding of risk, 

instead of focusing on compliance to standards and regulations. However, this is challenging, because event 

scenarios involving major hazards are rare. We therefore suggest representative case studies where 

available information and data are prerequisite for both constructing models and running the model for 

obtaining results.  

The overall implications for industry, regarding the methods and models that were developed in the course 

of this PhD study, were that engineers and managers can enhance safety by continuous monitoring of their 

safety performance. This may be based on forward-looking risk indicators as well as retrospective risk 

indicators for Dynamic Risk Analysis. However, more advanced modelling based on Bayesian Networks, 

Multi-Phase Markov process and Petri Nets can be relatively challenging for a company. Moreover, this 

PhD study is not initiated from particular safety issues or a decision context in mind. Especially, as the 

considered models are focused on probabilities and frequencies, without any quantitative analysis on 

consequences. This, thus, does not provide a full risk picture. For this reason, adoption of such models in 

practical application is still in question.  

Thoughtful discussion on uncertainties as well as constructed sensitivity analyses are activities that are still 

required for this research. In comparison to reliability modeling, especially in the field of safety-

instrumented systems, the level of detail is not in high resolution. For instance, different operational modes 

of equipment and safety barriers, component failures, and their degradations are not comprehensively 
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treated. In addition, the interaction between the technical systems and the human operators, and cognitive 

aspects of human operators should also be addressed in a more integrated manner. 

Despite these limitations, the proposed approaches may provide insights on how to select and apply 

prevalent techniques of risk analysis in real industry cases. Furthermore, illustrations of the models and 

approaches in example cases lays the foundations for advances in safety and risk analysis. More importantly, 

this PhD study is expected to encourage continual learning about risk and safety analysis in the relevant 

industry sectors. 
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A B S T R A C T

Oil&Gas activities in the arctic and subarctic regions are characterized by several challenges related to the harsh
but sensitive environment in which they are carried out. The weather may deteriorate facility components at a
higher rate, and delay operations, emergency and evacuation procedures. Moreover, these regions host unique
ecosystems, and their preservation is a worldwide priority. For this reason, a comprehensive and systematic
approach for risk analysis is necessary to prevent major accidents and comply with Arctic pollution control. A
novel approach for dynamic risk assessment and management, based on Bayesian Networks and safety barrier
assessment, is suggested. The method is applied to the Goliat Oil&Gas platform located in the Barents Sea and
risk data on the Norwegian petroleum activities are used as evidence to simulate continuous update of risk
assessment throughout the years. The case study shows the benefits and limitations of such approach. Accurate
modelling of potential accident scenarios is possible through BNs, but time-consuming. The approach allows for
drill-down capabilities, which enhance support of operations and definition of risk mitigating measures.
However, the data used for dynamic risk assessment has a pivotal role, as data quality and quantity sensibly
affect the outcome. Fortunately, the Oil&Gas industry is committed to improving collection of field data for the
assessment of safety barrier performance. This approach represents a strategy to process deviations and resilient
reactions, regularly iterating dynamic risk assessment to support risk management of critical systems, such as the
Oil&Gas production in the arctic and sub-arctic regions.

1. Introduction

Despite the constant growth within the field of renewable energy
(Granata et al., 2016; The solar foundation, 2016), as of today, the
world energy demand is mainly fulfilled by fossil fuels (IEA -
International Energy Agency, 2016). While energy consumption in
western countries is bounded by uncertain economic growth (US
Energy Information Administration, 2018), countries with strong eco-
nomic growth, particularly in Asia, account for more than 60% of the
world total projected increase in energy consumption from 2015
through 2040 (US Energy Information Administration, 2017). In-
creasing Energy demand drives oil & gas (O&G) exploration companies
to search for novel reservoirs within the Arctic and sub-Arctic regions,
along Norwegian, American and Russian continental shelves. However,
this explorations bring also a series of critical challenges to address.

1.1. Oil&Gas production in the arctic and subarctic regions and related risks

The interest of oil and gas (O&G) industry on arctic and subarctic
regions is driven by promising resources (Barabadi et al., 2015; Bercha
et al., 2003; Gao et al., 2010; Musharraf et al., 2013; Song et al., 2016).
The United States Geological Institute estimates 22% of world hydro-
carbon reserves within these areas and approximately 84% of such
sources is expected to be found in offshore areas (Bird et al., 2008;
Bucelli et al., 2018, 2017b). Despite the fact that low oil prices have
recently clouded the overall industry focus on these regions (Gulas
et al., 2017), the slow price resurgence is set to reverse this trend. In
fact, decreasing production of a Nordic country such as Norway has
increased the national attention in Arctic Oil&Gas (Gulas et al., 2017).
In 2016, the platform on Goliat field started production. The field is
located 85 km Northwest of Hammerfest, North of Russia and Norway,
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and is the first oil field to be developed in the Barents Sea (Eni Norge,
2015). The production license is owned by ENI Norge, with 65%, and
by Statoil, with 35%. The Goliat field has two separate main reservoirs,
Kobbe and Realgrunnen, characterized by low pressure. The recover-
able reserves amount to 174 million barrels (28Mm3). The field is ex-
pected to be in production for fifteen years, but field life may be ex-
tended with new discoveries (Eni Norge, 2015).

However, one of the challenges of arctic and subarctic regions is
represented by their climate, characterised by long, usually very cold
winters, and short, cool to mild summers (Bucelli et al., 2017b, 2017a;
Paltrinieri et al., 2017). Snow and ice are often present in many dif-
ferent forms. Such harsh climate is associated with remoteness, long
distances from customer and supplier’s markets. Climate has consider-
able influence on the choice of design, operations, and maintenance
(Barabadi et al., 2015), as operations may be delayed by harsh weather,
and maintenance would have to focus on components that are quickly
deteriorating due to severe conditions (Barabadi et al., 2015; Gao et al.,
2010; Landucci et al., 2017). In particular, special attention is needed
due to the uncertainty on the influence of Arctic low temperature on
offshore platform mechanical properties, which represents a topic for
further investigation (Yan et al., 2016). On the other hand, in case of
loss of integrity and, consequently, oil spill, its spreading and weath-
ering would be substantially reduced in cold and icy conditions
(Nevalainen et al., 2017). As oil decomposes slowly in cold latitudes,
the recovery rate in Arctic regions sensibly decreases (Brandvik et al.,
2006). Harsh weather intensifies the uncertainty on the response to
such major events. As stated by Nevalainen et al. (2017), an oil spill in
these regions is likely to remain in the environment for a relatively long
time, prolonging the related environmental harm (Arctic Council,
2007).

Rich and important ecosystems are located in the Arctic and sub-
Arctic regions (Barabadi et al., 2015; Gao et al., 2010). The Barents Sea,
located off the northern coasts of Norway and Russia, is relatively
shallow and free from ice during the year, due to high salt level and
warm Gulf Stream currents from the Atlantic Ocean. This improves its
biodiversity and supports abundant fish stocks as well as high con-
centration of nesting seabirds and a diverse community of sea mammals
(Larsen et al., 2004). Such characteristics make the Barents Sea (to-
gether with the Kara Sea) one of the World Wildlife Fund (WWF)
marine ecoregions for global conservation (Olson and Dinerstein,
2002), and its coast a high priority area for biodiversity maintenance
(Larsen et al., 2004). These ecosystems consist of relatively short food
webs making trophic interactions comparatively simple (Kaiser et al.,

2011). This implies that population changes in just one key species may
have strong cascading effects in the entire ecosystem (Hop and
Gjøsæter, 2013; Palumbi et al., 2008).

A number of authors discuss risk-based design enhancing safety of
operations in harsh environment (Gao et al., 2010; Paik et al., 2011;
Vinnem, 2014). Other works suggest relatively more advanced ap-
proaches for the assessment of safety barriers within harsh environment
(Bucelli et al., 2018, 2017a; Paltrinieri et al., 2017), where safety
barriers are defines as “technical, operational and organizational ele-
ments intended individually or collectively to reduce the possibility for
a specific error, hazard or accident to occur, or limit its harm/dis-
advantages” (Petroleum Safety Authority, 2013). As reminded by
Bucelli et al. (2017a), releases of flammable hydrocarbons on an Oil&
Gas Arctic platform have the potential to escalate into major events
with serious multiple consequences for operators, environment and
asset. Within this context, a comprehensive and systematic approach for
risk analysis, which can rely on a robust modelling basis, is still missing.
In addition, it should not be forgotten that another purpose of risk
analysis is demonstrating the compliance with Arctic governance and
environmental pollution control, which are rightfully strict and are set
to further strengthen, as invoked by Gulas et al. (2017).

Quantitative Risk Assessment (QRA) is the most common approach
to assess the risk of oil loss of containment. However, criticisms have
directed towards this approach. Creedy (2011) states that the estima-
tion of event frequencies, such as releases, still appears to be largely
based on values from several decades ago, while Apostolakis (2004)
underlines that probabilities of these events cannot be realistically
calculated. Moreover, such uncertainties have little chance of being
overcome as this approach is intrinsically static (Villa et al., 2016a,
2016b). In fact, it precludes possible updates and integrations of the
overall risk figures on a frequent basis. For this reason, in the last years,
several studies have been devoted to the development of novel ap-
proaches for dynamic risk assessment and management (Paltrinieri
et al., 2014b, 2013, 2011, 2010; Paltrinieri and Hokstad, 2015).

Fig. 1 shows the two- and three-dimensional versions of the fra-
mework developed to support dynamic risk management (Dynamic
Risk Management Framework – DRMF) (Grøtan and Paltrinieri, 2016;
Paltrinieri et al., 2019). The two-dimensional version has a character-
istic shape, showing an iterative risk management process that is open
to the outside, opposing self-sustained processes by including external
experience and early warnings through monitoring and review activ-
ities. DRMF suggests communication of this new information, with
possibly the support of experts (communication and consultation), for:

Higher
uncertainty

a) b)

Fig. 1. Dynamic risk management framework: (a) two-dimensional version, and (b) three-dimensional version. Adapted from (Grøtan and Paltrinieri, 2016).
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(i) improved investigation of overall issues (horizon screening), (ii)
delineation of related hazards (identification), (iii) assessment of asso-
ciated risk (assessment) and, (iv) ultimately, support for risk-informed
decision-making and focused safety operation (decision and action).
Such a process would not only continuously improve the current risk
picture, but also limit uncertainties in its management, as represented
by the three-dimensional version of DRMF. A centripetal iteration from
the external phase of monitoring and review (represented in grey in
Fig. 1) to the final phases of assessment and decision (represented in
blue in Fig. 1) implies an additional transition along a third dimension,
which may be identified as the increment of knowledge for risk analysis
(Aven and Krohn, 2014), or, as shown in Fig. 1, the decrease of un-
certainty about potential unwanted scenarios (Grøtan and Paltrinieri,
2016; Paltrinieri et al., 2017).

Technical and operational performance of safety barriers on Oil&
Gas facilities is a critical aspect to continuously monitor and assess, not
only within sensitive areas (Bercha et al., 2003; Gao et al., 2010). The
Norwegian Petroleum Safety Authority (PSA) requires yearly perfor-
mance assessment of safety barriers on all the Norwegian Oil&Gas in-
stallations (PSA, 2018). The present study is aimed at providing a
methodology for dynamic risk assessment based on the variation in
safety barrier performance, which will be dedicated to offshore Oil&Gas
facilities in sensitive areas. Such method is inspired by previous re-
levant studies (Paltrinieri and Khan, 2016), and it integrates the
Bayesian theory for the barrier management and, ultimately, risk as-
sessment. In fact, the use of Bayesian networks for barrier management
is a relatively innovative way to evaluate probabilities of possible
barrier failures. This approach can take advantage of model flexibility
and possibility to update with new available data. It allows updating
barrier probability of failure and, in turn, frequency of outcoming
events, based on incidents and near misses occurred within the system
(Paltrinieri et al., 2014a). This allows investigating how barrier per-
formance influences the overall level of risk during the lifecycle of the
facility, considering the information present in literature and collected
by the national authorities.

2. Safety barriers in offshore Oil&Gas

Sklet (2006) defines a safety barrier as a physical and/or non-phy-
sical means planned to prevent, control or mitigate undesired events or
accidents. It may range from a single technical unit or a single action to
a complex and structured socio-technical system.

Each barrier is characterized by one or more specific functions.
Delvosalle et al. (2006) summarises barrier functions as follows:

• Avoidance. Removing all potential causes of accidents by changing
design.
• Prevention. Reducing probability of a hazardous event or reducing
its consequences.
• Control. Limiting deviations from the normal operation and also
delimiting emergency situations.
• Protection. Protecting assets from consequences of hazardous event.

The barrier function may be considered as the purpose of the safety
barrier. This function is realized by several measures or solutions which
are defined as barrier elements. Every element by itself is not able to
reduce the overall risk, but it performs a specific role within the barrier
system. Barrier elements could be divided in three categories: technical,
operational and organizational. A technical element is an equipment or
a system (sensor, a transmitter or a valve). An operational element is an
action or activity to be carried out by personnel. An organizational
element is a role or functions attributed to personnel (Petroleum Safety
Authority, 2013).

A barrier system is a structured collection of barrier elements de-
signed and implemented to perform one or more barrier functions.
Often “barrier system” and “safety barrier” are two different words for

the same meaning. Barrier systems may be decomposed in elements.
Every element perform a certain sub-function. If a barrier system re-
duces the probability of a hazardous event, it is named frequency-re-
ducing barrier or proactive barrier. If a barrier system reduces the
consequence of a hazardous event, it is named consequence-reducing
barrier or reactive barrier (Sklet, 2006).

Barrier systems can be classified as passive, if they do not require
any solicitation in terms of human activation, information signals or
energy source. Passive barriers must be inspected routinely in order to
monitor their state and their capability to respond to the identified
hazards. On the contrary, they can be defined active, if they need at
least one among human activation, information signals or any energy
source, to perform their protective function. In case of active barriers,
all the necessary signals must be detectable when activation is required.
Active barriers must be fail-safe and tested, by either self-testing or
regular function testing (Sklet, 2006). Human actions is another kind of
barrier. The effectiveness of this barrier relies on the knowledge of the
operator in order to reach the purpose. Human actions include the use
of senses, communication, thinking, physical activities and also rules,
guidelines and emergency plans (Delvosalle et al., 2006).

According to PSA, performance requirements shall be established
for the safety barriers on an Oil&Gas installation (Petroleum Safety
Authority, 2013). According to Sklet (2006) and relevant standards, the
performance of a safety barrier may be defined by three parameters:

• Probability of failure on demand (PFD), for which special reference
is made to IEC 61,508 (International Electrotechnical Commission,
2010) and NOGA 070 (Norwegian Oil Industry Association, 2004),
as the recommended standards for specification, design and opera-
tion of Safety Instrumented System (SIS).
• Functionality/effectiveness, which is the ability to perform a spe-
cified function under given technical, environmental, and opera-
tional conditions. The barrier effectiveness addresses the effect that
the barrier has on the event or accident sequence. The potential
degree of fulfilment may be expressed as the probability of suc-
cessful function execution or the percentage of successful function
execution (Sklet, 2006).
• Time to respond, which is the time from solicitation of the barrier to
the end of the response (Sklet, 2006).

2.1. Safety barriers against escalation

One of the main events triggering escalation is primary fire
(Landucci et al., 2015). For this reason, the study focuses on technical
safety barriers related to fire scenarios.

Barriers used to prevent escalation in process plants can be divided
in active barriers, passive barriers, and human actions (Hourtolou and
Bernuchon, 2004). Active barriers require a sequence of detection, di-
agnosis, decision, and action. The sequence is performed by a detection
system, a logic solver or an electro-mechanical device, and a mechan-
ical or instrumented system – or alternatively a human (Hourtolou and
Bernuchon, 2004).

The main scopes of active fire protection systems are (Landucci
et al., 2015):

• To mitigate fire exposure of target that could be equipment or
structures. It can be done keeping a water film on exposed surfaces
to cool them and absorb radiant heat preventing material loss of
strength.
• To isolate and empty the target vessel, reducing the potential loss
and consequent damages due to release of inventory in undesirable
locations.
• Control of the primary fire and prevention of fire spread in nearby
units.

On the basis of these scopes, active fire protection systems can be
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divided in two categories (Landucci et al., 2015):

1. Systems for the delivery of fire-fighting agents such as water or
foam. They can be fixed, semi-fixed, mobile and portable systems.

2. Emergency Shutdown (ESD) Systems and Blowdown (BD).

The most common way to deliver fire-fighting agents (usually
simply water or water with some additives) is by means of the deluge
system. The effect of this barrier system is multiple. It can reduce
likelihood of escalation by controlling fires dimensions, providing
cooling of equipment near to the fire, and reducing consequences of a
gas explosion if activated before the ignition (van Wingerden, 2000).
The deluge system can be used to cover a whole process area providing
non-specific coverage of pipework and equipment; it can protect a
specified equipment or structural elements providing a dedicated cov-
erage, or it can be used to form a water curtain that can reduce thermal
radiation and control smoke and dangerous gasses dispersion.

The purpose of the ESD system is to prevent escalation of abnormal
conditions into a major hazardous event and to limit the extent and
duration of any such event that may occur. To perform this safety
function, ESD valves shall isolate and sectionalise the installations in a
fast and reliable manner, in order to reduce the total amount of released
hydrocarbons in the event of a leakage (NORSOK, 2008). ESD valves
are actuated valves which are closed when triggered by a signal during
emergency conditions. ESD can also command the execution of other
automatic actions, for instance main power generator shut down and
possible ignition sources isolation (NORSOK, 2008), in order to avoid
more severe consequences.

The BD drains liquid from the vessels by opening a certain number
of blowdown valves (BDVs). Its main purposes are (NORSOK, 2008):

• in the event of fire, to reduce the pressure in process segments, re-
ducing the risk of rupture and escalation;
• to reduce the leak rate and leak duration and thereby ignition
probability;
• in some cases, to avoid leakage at process upsets;
• to route gases from atmospheric vent lines.

The BD is considered the primary means of protection and its in-
tervention time should be reduced as much as possible to limit the need
for passive fire protection.

Natural and mechanical ventilation can also be considered a pre-
venting fire escalation measure (NORSOK, 2008). In fact, it dilutes
flammable gas concentrations and reduces the size of flammable gas
clouds. In case of fire, it dilutes harmful concentration of smoke and
toxic gasses, ensuring acceptable environment for evacuation or inter-
vention. Natural ventilation can be considered a passive protection. On
the contrary, mechanical ventilation is an active measure as it is acti-
vated by engines triggered by fire and gas detection.

In offshore platforms also passive barriers have a key role in pre-
venting escalation due to fire. In particular we can mention passive fire
protection (PFP) system. For instance, the objective of passive fire
protection is to reduce heat transfer to equipment, structures, and en-
closures, while limiting escalation (ISO, 2015). Fire division is used to
avoid that fire and explosion escalade into surrounding areas. Fire di-
visions are made by fire walls and blast walls, ensuring that thermal
effects, propagation of fire and explosion overpressure are prevented.
Critical structures, piping and equipment components shall have ade-
quate fire resistance with regard to load bearing properties, integrity
and insulation properties during a dimensioning fire and contribute in
reducing consequences in general (NORSOK, 2008). Containment ba-
sins can be also considered barrier elements preventing escalation. They
can be located under one or more vessels to contain potential liquid
releases, preventing propagation into other areas. A drainage system is
often connected to basins. Pressure Safety Valves (PSVs) and rupture
disks are considered passive barriers because they open only by the

energy of the fluid to be released. They prevent vessel rupture caused
by overpressure. Another escalation preventing measure is ignition
source control (ISC) that shall minimize the likelihood of ignition of
flammable liquids and gases following a loss of containment.

Human barriers are organizational and operational measures aiming
to prevent escalation. These barriers include specific procedures during
both normal operations and emergency response, and can be divided in
two categories (Hauge et al., 2016):

• Procedures to be activated in order to prevent failure or an un-
wanted event to occur. In this case, the time to perform the proce-
dure is not critical.
• Procedures to be activated after the occurrence of a failure event. In
this case, time is critical for the success of the barrier element.

2.2. Data collection in Oil&Gas

Most of the conventional Health, Safety and Environment (HSE)
management approaches and hazard identification systems in the Oil&
Gas are incapable of agile and automated data integration in decision
making (Tarrahi and Shadravan, 2016). Application of data analytics in
the Oil&Gas industry is in an experimental stage, with much of the early
work focused on data-intensive computing and how Input/Output data
loading can be managed efficiently. The challenging physical environ-
ment in the Arctic and the need to limit the number of personnel in
hazardous and remote locations led to the development of some degree
of automation within the Oil&Gas rigs (Feblowitz, 2012). In this context
sophisticated sensors technologies coupled with powerful data-analy-
tics can be used for early detection of anomalies and malfunctions. In
fact, a possible alternative to curative maintenance can be the pre-
ventive maintenance, consisting in detecting anomalous behaviour and
prevent further consequences. To this end, monitoring equipment is
needed and it is possible using data from sensors. Nevertheless, data
collected are often difficult to exploit in order to generate relevant in-
formation.

Tools for collecting, systematizing and presenting critical informa-
tion on safety barrier performance are operative only on the most ad-
vanced Oil&Gas platforms (Eni Norge, 2018; Paltrinieri et al., 2017).
Several Oil&Gas companies operating on the Norwegian continental
shelf (NCS) have developed such concepts, but only a few have im-
plemented them (Hauge et al., 2016). For instance, the system used on
the Goliat platform measures and monitors over 10 600 technical
components in real time, in order to outline the status of major acci-
dent-critical barriers for use in daily priorities (Eni Norge, 2018). The
barrier panel provides data from the maintenance management system
and control system. The information can be aggregated in several dif-
ferent views, tailored to different user groups. The barrier status panel
contributes to increased risk awareness, both in daily status meetings,
and as decision support during work planning and approval (Eni Norge,
2018; Paltrinieri et al., 2017).

3. Method

Several techniques are available for accident scenario modelling
and safety assessment. For instance, a review of 62 risk analysis
methodologies for industrial plants is provided by Tixier et al. (2002).
As discussed, traditional techniques may not be suitable for dynamic
risk management. They are incapable to manage multi-state variables,
which are often encountered in process system modelling, or do not
take into account the variability of risk level over time. For this reason,
attention has been recently focused on dynamic techniques. As clarified
by Yang et al. (2017), dynamic approaches are addressed by research
on:

1. real-time risk analysis, focusing on real-time input data and high-
frequency update;
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2. dynamic risk analysis, focusing on the methodologies of risk analysis
designed to be dynamic and updatable; and

3. operational risk analysis, focusing on the continuous support to
safety-critical operations provided by risk analysis.

Given that dynamic risk analysis deals with the methodological
perspective of the issue (Paltrinieri and Khan, 2016) regardless of the
specificities of its use, the related literature has been reviewed to
identify a suitable technique for this work. Several approaches aim to
comprehensively describe socio-technical systems. In this regard,
system dynamics was used by Garbolino et al. (2016) for risk assess-
ment of industries dealing with hazardous substances. In addition,
preliminary methodologies are developed in collaboration with in-
dustry, such as the Risk Barometer (Hauge et al., 2015). Other methods
are defined based on the API 581 standard on risk based inspection
(American Petroleum Institute, 2016), such as the Frequency mod-
ification methodology based on Technical Operational and Organiza-
tional factors (TEC2O) (Landucci and Paltrinieri, 2016). The mentioned
approaches are defined as proactive by Scarponi and Paltrinieri (2016)
and include in the analysis early deviations from the optimal condition
also in terms of operational and organizational factors, which have a
lower degree of causality on a potential accident and, thus, a relatively
uncertain connection. On the other hand, reactive approaches, mainly
focusing on technical factors, respond to an event that is directly as-
sociated with the overall risk picture and is presumably closer in time to
a potential accident, if not to an accident itself (Scarponi and
Paltrinieri, 2016). For instance, contributions to dynamic risk analysis
by means of the Monte Carlo method can be found in literature (Noh
et al., 2014). The Petri nets method is also used to improve risk analysis
and capture dynamic sequences (Zhou et al., 2017; Zhou and Reniers,
2017). The application of Bayesian networks (Lee et al., 2017) also falls
in the group of reactive approaches and provides sound statistical
theories to dynamic risk analysis. Moreover, it allows updating the risk
picture of the system by considering information on past events that
indicate failure or success of safety barriers (Scarponi and Paltrinieri,
2016), as the barriers can be modelled by network nodes. For this
reason, the application of Bayesian networks is considered for this
study.

3.1. Bayesian networks

Bayesian networks represent a useful formalism in the risk analysis
domain due to their ability to model probabilistic data with de-
pendencies between events (Weber et al., 2012). The Bayes theorem has
the advantage to use new evidence to update probabilities of events
deviating from normal operations, physical phenomena and, in parti-
cular, failure of safety barriers in an accident scenario. Prior probability
is estimated in several ways, such as statistical analysis of historical
data or data collected from inspection/condition monitoring, deductive
reasoning by means of quantitative risk analysis techniques, or expert
judgment (Khakzad et al., 2016). On the other hand, relevant in-
formation used to update prior probabilities become available during
the plant lifecycle, such as deviations from design parameters, near
misses, or incidents.

For instance, a safety barrier failure θf is updated considering evi-
dence E and the likelihood function L(E|θf) (probability distribution of
evidence given that θf has occurred) as follows:

=P( |E)
P( )L(E| )

P( )L(E| )f
f f

f ff (1)

where the safety barrier failure θf is a discrete random variable, P(θf) is
its probability distribution, and P(θf|E) is the updated (posterior)
probability distribution given the evidence E. An example evidence can
be represented by the occurrence of an early warning of the safety
barrier failure (Paltrinieri et al., 2014a; Scarponi et al., 2016).

However, an early warning does not provide complete certainty for
barrier failure.

BNs have two types of items to represent the uncertainty of evidence
(Fenton et al., 2016):

- virtual evidence that uses the likelihood function to represent the
uncertainty of evidence; and

- soft evidence that uses likelihood ratio as the target posterior dis-
tribution.

This work generally uses virtual evidence. However, considered the
philosophical concern about whether soft evidence has any rational
meaning in the real world (Pearl, 2014) and that the two types of
evidence are often confused with each other (Fenton et al., 2016), their
distinction is excluded from the scope of this work, which will refer to
the more generic term of “uncertain evidence”. Evidence imposed on
the events of barrier failure θf and success θs (but independent from
them) can be specified by the weights wf and ws such that:

= = + =L E w L E w w w( | ) ; ( | ) ; 1f f s s f s (2)

This can be extended to other events θi for i= 1,…,n.
Uncertain evidence is implemented in many commercial BN soft-

ware packages, such as AgenaRisk® (Agena Ltd, 2019). The latter is
used for this study and only requires to set appropriate weights wi to
describe the likelihood function of uncertain evidence.

Multiple pieces of evidence, causes and effects are correlated within
a single potential accident scenario. Bayesian networks can graphically
represent such interactions, as it explicitly describes dependencies be-
tween a set of variables through an acyclic graph. Uncertain variables
(deviating events, physical phenomena, or safety barrier failures) are
represented as nodes, while causation or influential dependence is de-
picted by an arrow between them, denominated edge. A parent node
affects a child node. A root node has no parent nodes (root cause), while
a leaf node has no child nodes (final accident outcome). Considering n
variables θi, such as the sequence of unwanted events and failed safety
barriers leading from the root cause θ1 to a final accident outcome θn+1,
the probability distribution of the final outcome P(θn+1) is expressed by
the chain rule, as follows:

=+
=

P P Parents( ) ( | ( ))n
i

n

i i1
1 (3)

For this reason, the update based on new evidence of any prob-
ability distribution P(θi) along the chain leads to an updated probability
distribution of the final outcome.

4. Case study

The methodology was applied to a real reference case study in the
Goliat oil field (Norway), which represents a relevant example of in-
novative facility operating offshore in the Arctic sensitive region. The
information about this platform is gathered exclusively from public
sources and the results obtained are derived from theoretical simula-
tions.

4.1. Characteristics of the installation

Goliat installation is a circular geostationary Floating Production
Storage and Offloading (FPSO) unit. It is the largest and most complex
of its kind and it was specifically designed to ensure safe and reliable
production in the harsh conditions of the Barents Sea (Eni Norge,
2016). It is possible to identify seven main areas on the FPSO, as de-
picted in Fig. 2. Production is supported by a subsea system of 22 wells:
12 production wells, 7 water injectors and 3 gas injectors.

The extracted crude oil is processed, stabilized, stored and then
directly offloaded from the FPSO to shuttle tankers through the
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offloading station (Bjørnbom, 2011). The offloading system is one of
the safest and most reliable offloading system ever fabricated for off-
shore operations. The distance between the shuttle tanker and the
platform is greater than in similar installations and video cameras and a
light system are in place for frequent status monitoring of the offloading
hose (Eni Norge, 2015).

4.2. Analysis

A specific Bayesian network is created for the case study. Relevant
data from the yearly PSA reports on performance of safety barriers in
the Norwegian Oil&Gas sector (“Trends in risk level in the petroleum
activity” (PSA, 2018)) are used to update prior probabilities. A period
from 2010 to 2016 was considered. The reports use one or more risk
indicators to measure the status of most defined hazard and accident
conditions. This shows how the various contributors to risk are devel-
oping, both collectively and for the individual defined hazard and ac-
cident conditions (PSA, 2018).

The analysis focuses on one of the most critical accident scenarios
for an offshore platform with limited space for escape (Bucelli et al.,
2018): the scenario of escalation due to fire in the process area. Baye-
sian networks theory is implemented to calibrate and update the sce-
nario frequency during the years by means of the AgenaRisk® software
(Agena Ltd, 2019). The escalation initiating event considered within the
Bayesian network is the hydrocarbon leak. Such event is particularly
important for the Goliat platform also due to the environmental impact
it may lead to, even without ignition. Moreover, information on hy-
drocarbon leaks are relatively available on scientific literature, as it is
possible to rely on a considerable amount of data (Fossan and Opstad,
2016), while escalations are rare events for which probabilistic analysis
is challenging. For this reason, modelling escalation from leak events
may be beneficial. Furthermore, an analysis of leaks causes would have

required specific information about the process area of Goliat, which
are not publicly available.

The analysis considers the safety barriers and related barrier ele-
ments depicted in Fig. 3, derived from previous studies of safety bar-
riers on the Goliat platform (Bucelli et al., 2017a; Hansen, 2015). As the
focus is on escalation, the safety barrier on escalation prevention is
broken down into its barrier elements.

The escalation probability due to fire or explosion is estimated
based on the probabilities of failure on demand of the considered safety
barriers. Eq. (3) is used to obtain frequencies of escalation in Goliat.

=f f pesc ie esc (3)

where fesc is the escalation frequency, fie is the frequency of the in-
itiating event, and pesc is the probability of escalation obtained from the
Bayesian network.

The unwanted events and safety barriers considered in the case
study (Fig. 3) are further discussed in the following.

4.2.1. Process leak
PSA records leaks with minimum flow rate of 0.1 kg/s and classifies

them in three categories (Carlsen, 2015):

• Small, from 0.1 to 1 kg/s,
• Medium, from 1 to 10 kg/s, and
• Large, higher than 10 kg/s.
Leak data considered are only from the NCS offshore platforms.

Hydrocarbon leaks may be gas or liquid. Moreover, partial vaporization
may occur during a liquid release. For this reasons, three possible leak
states should be considered: gas, liquid, and two-state. The case of two-
state leak is often complex to analyse from a statistical point of view,
mostly because the gas and liquid fractions are uncertain as they de-
pend on a number of factors typical for each accidental scenario. The
PSA reports (Carlsen, 2015; Tuntland, 2011) classify leaks in two ca-
tegories: Liquid, and Gas/two-state. Also the ARAMIS project main
deliverable (Delvosalle et al., 2004) shows a correspondence between
gas and two-state categories, suggesting the same types of consequences
after their occurrence: toxic cloud, environmental damage, and jet fire.

In case of delayed ignition, an aerosol puff can turn into a gas puff.
As mentioned by the Health and Safety Executive (Health and Safety
Executive, 2014), the airborne liquid particles receive energy from the
external environment to transit from liquid phase to vapour or gas state.
Moreover, the phenomenon of rainout (generation of a pool caused by
condensation of little drops from a two-state cloud) is not considered in
this model. However, further evaluation is needed to understand
whether the release conditions in subarctic climate would anyway fa-
vour significant airborne dispersion over rainout.

4.2.2. Leak detection
Leak detection is necessary to mitigate leak potential consequences.

The probability of failure on demand of appropriate detectors is cal-
culated based on the relevant Norwegian standard (Norwegian Oil
Industry Association, 2004) and appropriate assumptions on the leak
size in accordance with PSA leak categories.
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Fig. 2. Main areas on Goliat FPSO (adapted from Rekdal and Hansen, 2015).
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4.2.3. Ignition prevention
The most common ignition sources in Offshore Oil&Gas platforms

are (Eckhoff and Thomassen, 1994): open flames, hot surfaces, metal
particle sparks from impact or manual works, electric sparks and arcs,
electrostatic discharges, and jet of hot gases.

Different preventing measures can be adopted to contrast such ig-
nition sources, such as connection to the grounding system, isolation,
and shields. However, for the sake of simplicity, specific correlations
between leak rate and probability of ignition (Lund et al., 2007) were
used for this barrier.

4.2.4. Fire/explosion
The unwanted fire and explosion events considered are: jet fire,

flash fire, pool fire, and vapour cloud explosion (VCE). Jet fire is a
flammable gas leak from pressurized equipment or pipeline that is ig-
nited immediately after the release starts. If the ignition is not im-
mediate, a flammable cloud is generated, leading to flash fire or VCE in
case of delayed ignition. Flash fire occurs when the flammable cloud
burns in an open space, generating only a radiating and convective heat
flux. Due to its short duration, no damages to structures and equipment
are assumed to occur. On the contrary, VCE may occur in case of
confinement of the burning flammable cloud, and this may affect
structures and equipment by means of the overpressure it generates.

The occurrence of these fire and explosion events depends on sev-
eral conditions specific of a certain accident mechanism and event (Uijt
de Haag and Ale, 1999). The occurrence probabilities used for this
event refer to the Guidelines for quantitative risk assessment (Purple Book)
(Uijt de Haag and Ale, 1999).

4.2.5. Passive fire protection
It is one of the barrier elements of escalation prevention. It shall

ensure that relevant structures, piping and equipment components have
adequate fire resistance with regard to load bearing properties, in-
tegrity and insulation properties, and contribute in reducing the con-
sequences in general (NORSOK, 2008). Cott (1994) reports an in-
ventory of PFD values for these barriers.

4.2.6. Blowdown
Blowdown is the main measure to avoid an equipment catastrophic

collapse due to a process fire scenario. It allows pressure relief avoiding
exceeding maximum design load of the equipment and reduces in-
ventory inside the vessel or equipment involved in a certain fire sce-
nario. Reduction of hydrocarbon inventory prevents severe con-
sequences in case of rupture of equipment lapped by flames or stroke by
a burst overpressure avoiding ignition of further flammable substances.
Blowdown is considered to be the primary means of protection.
Blowdown time should be reduced as much as possible to limit the need
for passive fire protection, which are only to be considered as a sup-
plement to blowdown (NORSOK, 2008). According to the IEC 61508
Standard (International Electrotechnical Commission, 2010), the max-
imum PFD for a blowdown valve is 0.01. To correctly perform the
blowdown function, we need a series of n valves and a logic unit to
succeed. The number of valves n depends on the extent of fire or ex-
plosion event, which is in turn affected by the leak dimension. An up-
dated value for the blowdown valve PFD is reported every year in the
PSA reports (PSA, 2018). Probability of failure of the logic unit can be
found in NOGA 070 (Norwegian Oil Industry Association, 2004) and it
is equal to 0.0044.

4.2.7. Deluge system
The deluge system is an active protection measure that has the task

to reduce fire heat loads on equipment and structures. In this way, it
can reduce probability of escalation and can be considered a barrier
element of escalation prevention. Its failure modes can be failure in the
pump activation, failure to open deluge valves and clogged deluge
system, due to, for example, ice. According to the IEC 61508 Standard

(International Electrotechnical Commission, 2010), the maximum de-
luge system PFD should be equal to 0.1. The system includes logic unit,
fire water pump, fire water diesel engine, electric generator, electric
motor, and deluge valve (Norwegian Oil Industry Association, 2004).
NOGA 070 (Norwegian Oil Industry Association, 2004) estimates the
PFD for a single deluge valve equal to 0.01. PSA also provides a yearly
updated PFD values for the deluge valve (PSA, 2018).

4.2.8. Depressurization
This barrier element of escalation prevention is intended to be

performed by PSVs. When, for any reason, vessel pressure increases
without control, the first depressurization safety function is performed
by one or more PSVs. According to ISO 4126 (ISO, 2013) a safety valve
is a valve which automatically discharges a quantity of the fluid in case
of overpressure. After restoring normal pressure conditions, the PSV
shall close automatically. In this model, only fire scenarios are con-
sidered and the cause of overpressure is due to the increasing internal
temperature of the vessel affected by a fire. A PSV can fail for different
reasons, such as clogging. We can consider that a single PSV is installed
for each piece of equipment. This hypothesis is conservative as it does
not take into account the possibility of redundancy. Also in this case,
the number of PSVs and the overall depressurization PFD depend on the
extent of fire or explosion event, which is in turn affected by the leak
dimension. The PFD of a PSV can be found in PSA reports (PSA, 2018).

4.2.9. Hydrocarbon inflow shut-off
The purpose of the ESD system is to prevent escalation of abnormal

conditions into a major hazardous event and limit its extent and
duration (NORSOK, 2008). The escalation prevention barrier element is
performed by ESD valves that isolate the affected equipment. The
system is activated by the detection of hydrocarbon leak on installation
(Norwegian Oil Industry Association, 2004). In FPSO units, such as
Goliat, riser emergency shutdown valves (RESDV) are an essential risk
reduction measure. They isolate the topside from well and subsea pi-
peline, reducing the potential for loss of containment. The main failure
mode is related to imperfect closure of the valve. PSA reports (PSA,
2018) provide the yearly probability to fail the closure test.

4.2.10. Escalation
This event represents the scope of the analysis performed through

the Bayesian network. In this case, we consider part of escalation every
damage to equipment, physical passive barriers, firewalls and struc-
tures caused by fire and explosion events. This may lead to propagation
of fire and explosions and further catastrophic events, such as Boiling
Liquid Expanding Vapour Explosions (BLEVEs) and fireballs. The main
mechanisms causing escalation to other areas are (Vinnem, 2014):

• Heat impact from external flames;
• flames passing through penetrations and openings in the floor, walls
or roof; and
• failure of segregating walls.
In the analysis of this case study, the escalation event is considered

to happen if a relevant fire or explosion event occurs and the escalation
prevention function fails, i.e. none of the escalation prevention barrier
elements succeeds.

4.3. Evidence

Specific data for the Goliat platform are not available due to a
twofold reason: it recently started its production (March 2016) and
specific data on its safety barriers are not public. For this reason, pro-
duction start for Goliat is assumed in 2010. This allowed using the PSA
reports on trends in risk level from 2010 to 2016 (PSA, 2018), reporting
relevant evidence for the BN nodes. However, such evidence is un-
certain as it is referred to the whole petroleum activity in Norway.
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Tables 1 and 2 report the uncertain evidence weights used to yearly
update the respective BN nodes.

5. Results

Fig. 4 depicts the Bayesian network defined for the case study, re-
presenting the relationships among the scenario events and safety
barriers discussed in Section 4.2. Fig. 5 shows the calculated escalation

frequencies and probabilities for the period 2010–2016. Frequencies
are obtained from equation 3, using the event probabilities from the
Bayesian network and the related yearly leak frequencies from (PSA,
2018) averaged by the number of production units surveyed every year.
2011 shows the highest frequency of escalation, which is demonstrated
by the associated probability net of the yearly leak frequency values.
Fig. 6 allows understanding that Escalation Prevention is the safety
barrier that affects the most the final event of escalation, as it generally

Table 1
Evidence weights for the considered hydrocarbon leak sizes, based on (PSA, 2018).

Leak size (kg/s) Leak size probability

2010 2011 2012 2013 2014 2015 2016

0.1–1 7.20E-01 7.21E-01 7.17E-01 7.22E-01 7.22E-01 7.18E-01 7.08E-01
1.0–10 2.46E-01 2.47E-01 2.44E-01 2.40E-01 2.37E-01 2.43E-01 2.54E-01
> 10 3.39E-02 3.24E-02 3.94E-02 3.80E-02 4.07E-02 3.93E-02 3.78E-02

Table 2
Evidence weights for the considered safety barrier PFDs (success= 1−PFD), based on (PSA, 2018). HC stands for hydrocarbon.

Safety Barrier Leak size (kg/s) PFD

2010 2011 2012 2013 2014 2015 2016

Leak detection 0.1–1 1.44E-02 1.44E-02 1.44E-02 1.64E-02 1.64E-02 1.64E-02 1.84E-02
1.0–10 4.48E-03 4.48E-03 4.48E-03 4.51E-03 4.51E-03 4.51E-03 4.55E-03
>10 4.40E-03 4.40E-03 4.40E-03 4.40E-03 4.40E-03 4.40E-03 4.40E-03

Blowdown 0.1–1 2.34E-02 4.84E-02 3.34E-02 2.14E-02 2.54E-02 1.94E-02 2.24E-02
1.0–10 9.59E-02 2.06E-01 1.41E-01 8.66E-02 1.05E-01 7.72E-02 9.12E-02
>10 1.79E-01 3.67E-01 2.59E-01 1.62E-01 1.96E-01 1.45E-01 1.71E-01

Deluge system / 7.69E-03 1.87E-01 6.69E-03 3.22E-02 1.57E-02 1.37E-02 8.19E-03

Depressurization 0.1–1 1.50E-02 1.40E-02 1.50E-02 2.00E-02 1.70E-02 2.30E-02 1.80E-02
1.0–10 7.28E-02 6.81E-02 7.28E-02 9.61E-02 8.22E-02 1.10E-01 8.68E-02
>10 1.40E-01 1.32E-01 1.40E-01 1.83E-01 1.58E-01 2.08E-01 1.66E-01

HC inflow shut-off / 2.25E-02 3.25E-02 2.10E-02 1.70E-02 1.25E-02 1.30E-02 2.00E-02

Leak Size
- Small
- Medium
- Large

Leak state
- Gas / 2 states
- Liquid

Leak Detection
- Success
- Failure

Blowdown
- Success
- Failure

Escalation 
Prevention
- Success
- Failure

Fire / Explosion
- Jet fire
- Pool fire
- VCE
- Flashfire
- None

Escalation
- Yes
- No

Depress. (PSV)
- Success
- Failure

Passive Fire 
Protection
- Success
- Failure

Deluge System
- Success
- Failure

HC Inflow Shut-off
- Success
- Failure

Ignition Prevention
- Success
- Failure

Obs.

Obs.

Obs. Obs. Obs.Obs.

Fig. 4. Bayesian network for the case study. Unwanted events in orange and safety barrier elements in green. PSV and HC stand for, respectively, Pressure Safety
Valve and hydrocarbon. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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presents the highest PFD. In particular, Escalation Prevention has re-
cord high in 2011. For this reason, Fig. 7 reports the PFD values of the
Escalation Prevention barrier elements in 2011, from which we can
evince that the Blowdown barrier element has the highest weight and
its performance may relatively affect the overall escalation frequency.

6. Discussion

One of the first important results obtained from the study is re-
presented by the BN itself. In fact, the network depicted in Fig. 4 is
developed from the linear and simplified sequence of events and bar-
riers in Fig. 3. BN unwanted events are described with an increased
level of detail, which allows for more reliable modelling, but also for
time-consuming analyses. “Process leak” is split in two BN nodes de-
scribing its size and physical state, while specific states are defined for
“Fire/Explosion” to address the different physical phenomena that may
occur in case of ignition. Interconnectivity among the BN nodes allows
considering an increased number of dependencies. For instance, the
“leak detection” barrier depends on “process leak” and affects “ignition
prevention” in a linear scenario sequence, while a BN considers it as a
child of “leak size” and “leak state” and parent of the “escalation pre-
vention” barrier elements except “depressurization”. Such structure
allows for definition of complex interdependencies existing in a real
accident scenario (Weber et al., 2012).

As mentioned by Edwin et al. (Edwin et al., 2016), drill-down
capability is an important feature for dynamic risk analysis tools. The
overall risk is a function of the status and condition of the different
safety barriers and associated barrier elements. Drill-down capability
enables moving through the hierarchy of the model and its different
barrier elements. If the risk underlying causes are traced, we can pro-
vide intuitive understanding of variation causes and support definition
of priorities related to risk mitigation and control.

Fig. 5 shows the final result of escalation frequency for the Goliat
platform throughout the years considered. Despite the fact that this
overall value remains within the same order of magnitude, some fluc-
tuations can be identified. In particular, the escalation frequency is at
its highest point in 2011, while the lowest frequency value is experi-
enced the year after (2012). It is worth reminding that the data used for
the analysis are real data from the Norwegian Oil&Gas petroleum ac-
tivities and such a value change may reflect an actual reaction from
critical conditions imposed by PSA. Such effective improvement is
possible only if the weak links are identified.

As the escalation frequency is calculated through equation 3, a
potential user of a dynamic risk assessment tool would be interested in
understanding whether it is the frequency of the initiating event (i.e.
the leak frequency) or the escalation probability affecting 2011 overall
result. For this reason, Fig. 5 shows also the escalation probability,
which is at its maximum as well. This indicates relatively poor per-
formance of the safety barriers mitigating hydrocarbon leak. Fig. 6
shows relatively stable values of PFD for the safety barriers throughout
the years, except for the escalation prevention, which reports the
maximum PFD in 2011. This highlights the influence of this barrier
performance on the overall frequency of escalation. Finally, if the single

Fig. 5. Calculated escalation frequencies and probabilities within the period
2010–2016.
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Fig. 6. Calculated safety barrier PFD values within the period 2010–2016.
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barrier elements are also studied, specific criticalities can be identified.
For instance, Fig. 7 reports poor performance for the blowdown barrier
element during 2011, and, consequently, indicates need for improve-
ment.

Another aspect to consider is the quantity and quality of data used
as input to dynamic risk assessment methods. In this case, the quality of
data is (supposedly) high as the source is PSA, but they represent evi-
dence that may sensibly affect the final analysis outcome. Moreover, it
should be reminded that these statistics refer to a period preceding the
start of Goliat productions and were used for the sake of demonstrating
the effectiveness of such approach. Dynamic risk assessment would be
hard to justify if little or no data are available, but this industry trend is
in favour of data collection, as demonstrated by the ENI barrier panel
project.

This study shows how dynamic risk assessment allows assessing risk
variation also due to observed presence of resilience. Resilience is about
dealing with the unexpected and the unprecedented and dynamism is
the intrinsic premises for it (Grøtan and Paltrinieri, 2016). As discussed
in Section 1, Oil&Gas production in arctic and sub-arctic regions may be
characterized by the emergence of unexpected events, whose control
assumes increasingly critical connotations due to the sensitive en-
vironment in which they occur. Continual performance variability due
to intrinsic adaptations may be the norm rather than the exception.
However, evidence on resilient episodes may be represented by barrier
successes and may have various implications (Paltrinieri et al., 2017),
such as positive effects in terms of evidence of enhanced processes of
preclusion, mitigation or recovery. Even the opposite (series of failures)
may signify a turning point due to accumulated learning.

Resilient episodes are better assessed within their context (Grøtan
and Paltrinieri, 2016). For instance, the evidence collected for a single
BN node eventually affects a larger portion of the network. A model
such as BN is needed for the safety management process to identify and
grasp such occasions. A “drift into failure” (Snook, 2002) might as well
be a “drift into success” and a manifestation of resilience as a positive
outcome of complex system properties. The drift metaphor is recurrent
and recursive in the sense that technical revisions and redesigns, fail-
ures, incidents, accidents and recoveries may represent such occasions.
BN analysis is used in this study to derive risk-related knowledge from
resilient functioning.

Fig. 8 depicts how dynamic risk management (Fig. 1) may be per-
formed as a response to a “pulse of risk” (Grøtan and Paltrinieri, 2016),
i.e.:

- an expansion phase indicating a deviation from optimal system
conditions, followed by

- a contraction representing the resilient reaction.

Examples of such pulses are provided by the near misses from the
yearly PSA reports, such as leaks (expansion) that were successfully
controlled (contraction). Collected evidence would trigger iteration of
dynamic risk management. Newly assessed risk levels would call for
overall re-organization and general improvement, as suggested for the
blowdown barrier element after the analysis of its 2011 performance.
This “Pulse of Risk” approach concurs into the shift of the DRMF

perspective: from a two-dimension process designed to continuously
integrate exogenous information, to a three-dimension process iterated
to re-orient the overall risk management, for a flexible but compre-
hensive response to the challenges imposed by Oil&Gas production in
arctic and subarctic regions.

7. Conclusions

A novel approach for dynamic risk assessment and management is
suggested by this work. A method based on BNs and safety barrier as-
sessment is used to carry out the approach indicated by DRMF (Grøtan
and Paltrinieri, 2016). The method is applied to the Goliat Oil&Gas
platform located in the Barents Sea and risk data on the Norwegian
petroleum activities are used as evidence to simulate continuous update
of risk assessment throughout the years. The case study showed the
benefits and limitations of such an approach. Accurate modelling of
potential accident scenarios is possible through BNs, but time-con-
suming. The approach allows for drill-down capabilities, which en-
hance support of operations and definition of risk mitigating measures.
However, the data used for dynamic risk assessment has a pivotal role,
as data quality and quantity may sensibly affect the outcome. For-
tunately, the Oil&Gas industry is generally committed to improving
collection of field data for the assessment of safety barrier performance.
Finally, it must be mentioned that this approach represents a potential
response to “pulses of risk”, in which system deviations and resilient
reactions are processed by iteration of dynamic risk management for an
effective strategy controlling risk in critical cases, such as Oil&Gas
production in the arctic and sub-arctic regions.
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Abstract: Dynamic risk analysis (DRA) is a novel industrial approach that aims to capture changes in
operational conditions over time and quantify their effect on risk. This aspect may be advantageous
for providing insight into the causal factors that have substantial risk contributions and supporting
decisions related to risk control. Some DRA methods were developed by the oil and gas industry to
support the integration of work processes and the cooperation across virtual clusters, e.g., between
offshore and onshore systems and/or oil company and supplier. However, DRA has not been
extensively adopted and limited attention is given to its validity in practical applications. The
objective of this article is to illustrate how this validity can be established based on common validation
approaches for risk analysis. The case study focuses on a DRA method named risk barometer that was
developed to support integrated operations across the oil and gas industrial systems. The outcome of
this study may serve as a basis for the validation of other DRA methods, the use of DRA in practical
cases, and ultimately the achievement of integrated operations (IO) capabilities.

Keywords: Validation; dynamic risk analysis; oil and gas; integrated operations; risk barometer;
TEC2O; reality check; benchmark; peer review.

1. Introduction

Quantitative risk assessment (QRA) has been extensively employed in the design phase of
hazardous process facilities to ensure compliance with safety requirements. These requirements may
be defined as acceptance criteria that express a tolerable risk level. Conventional QRA studies provide
risk estimates and support decisions that are related to the design of an industrial installation [1–3].
The risk models applied to the design phase QRAs are suitable for reflecting the technical design
of an installation. These models, however, have a limited focus on changes in the operating and
environmental conditions and their potential impact on risk. As a result, new methods and models
have been developed for the quantitative analysis of changes in risk levels, which is referred to as
dynamic risk analysis (DRA) in the process industry. DRAs are performed in the operational phase
to update the risk level over a certain interval based on operational experiences and field data or
predict the risk level for the upcoming period based on precursor data [4]. However, appropriate
validation for DRA is still an unexplored domain. For this reason, this study aims to suggest a set of
relevant approaches.
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Numerous representative DRA methods have been developed for safety-critical sectors, such
as the oil and gas (O&G) sector: The organizational risk influence model (ORIM) [5], the barrier
and operational risk analysis of hydrocarbon releases (BORA-release) [6,7], and the risk modeling
through integration of organizational, human and technical factors (risk-OMT) [8]. These methods
extend the existing QRA models by explicitly incorporating organizational and operational factors.
They have proved useful in periodic updates of QRA results by reflecting changes in the parameters
and assumptions of QRAs. Further developments of these methods employ machine learning
techniques [9]. However, a specific challenge when using these methods is the ability to provide
relevant input data [10,11], and therefore, the use of these models is difficult in practical cases. For this
reason, a new DRA method named risk barometer (RB) was developed in the context of integrated
operation (IO) concepts, also known by O&G companies as Field of the Future (BP), Smart Fields
(Shell), eOperations and eField [12]. These concepts refer to the integration of people, work processes
and information technology to make smarter decisions and achieve extended operational lifetime,
reduced costs, and improved safety, production and recovery rates. It is enabled by global access to
real-time information, collaborative technology, and integration of multiple expertise across disciplines,
organizations, and geographical locations [12,13] representing virtual industrial clusters. IO concepts
enable access to an increasing amount of real-time data related to safety barrier performance and
operational conditions [14], which underlie the Risk Barometer (RB) method [15]. The RB method is
mainly applied to O&G, but DRA is not limited to this domain [16]. Analogously, safety barriers are not
only widespread within O&G, but they are also becoming a pivotal concept for other industries [17],
as they are generically defined as physical or non-physical means that are planned to prevent, control,
or mitigate undesired events or accidents [18].

The primary aim of the RB method is to use this dataset as a basis for continuously capturing
the changes in operational conditions and dynamic aspects of risk in an improved way. In many
cases, a lack of detailed knowledge about the relation between the actual risk level and the associated
causal factors may exist. For this reason, the risk level is calculated by considering the contributions
from the involved safety barriers. In this way, time for processing information and calculating the
risk can be reduced, which may enable a more frequent update of the risk [15]. Note that the RB
method emphasizes visualizing the results. Thus, the results are understood by the operational
personnel [15]. Despite these practical benefits, the RB method may disregard certain contributors to
risk or be based on unrealistic assumptions [19]. Therefore, investigating whether the RB method is
suitable for quantitative analysis of risk in the relevant operational and decision context is essential.

This standpoint is particularly pertinent to the validity concept for risk analysis, which can be
established based on an argument. It is referred to as cost-effective usefulness: Quantification of risk
provides safety benefits compared with other methods that are based on qualitative approaches [20].
For example, the existing QRAs used in design can provide quantitative risk measures, which are used
to prove compliance to regulations that concern the safe design in the long term [20–22]. New DRA
methods, such as the RB method, can quantify the changes in the total risk level in a shorter time,
which may not be obtained by traditional QRA. This finding provides decision support regarding
barrier performances and safe operations [15,21]. If we consider also the IO context in which the RB
has been developed, the main issues concerning its validity are detailed as follows:

- Is the method capable of identifying major accident scenarios and the critical safety barrier?
- Is the modeling approach suitable for capturing the changes in the operations and updating the

risk level over time based on the collected data?
- Are the results similar compared with other recognized DRA methods?
- Are the outcomes sufficiently realistic to be applicable for industrial cases?
- Is the method functional to the achievement of sustainable integrated operations across systems?
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As Cumming [23] states, the validation procedures for risk analysis techniques are limited. For this
reason, a set of fundamental validation approaches were selected from Suokas’ work [24] to address
DRA issues: (i) Reality check (comparison with operating experience of corresponding installations),
(ii) benchmark (comparison with a parallel analysis of the same installation or activity), and (iii) peer
review (examination of the output of the risk analysis by technical experts).

Goerlandt et al. [21] present these approaches for establishing the pragmatic validity of risk
analysis. The authors state that the first approach concerns the validity of a generic analysis method
and can be applied to validate the results of a specific risk assessment. The second approach is primarily
intended for evaluating the coverage of an analysis method and the reliability of the results in terms
of analysis content and outcome [25]. The third approach can be applied to specific risk analysis
and builds on the personal experience of individuals having technical expertise on the considered
phenomena, practitioners, or risk analysis experts [21].

We illustrate how these approaches may be used to establish the validity of a DRA method
when applied to a specific accident scenario. The RB method is considered for this purpose, but the
approaches can be applied to any DRA technique.

After this introductive section, Section 2 describes the dynamic risk analysis method and the
validation approaches. Section 3 illustrates the case-study used in this work. In Section 4, we report
the results from the validation process of the considered dynamic risk analysis method. Sections 5
and 6 present the discussion and concluding remarks.

2. Methods

Validity for risk analysis can have several meanings that are debatable. Therefore, a focus on
certain aspects of validity, considering the objectives, expected results, and limitations of risk analysis
methods, may be necessary [24]. As a result, familiarization with the dynamic risk analysis method
is essential to select adequate approaches for validation, which can be considered a primary step in
the process (Figure 1). Subsequently, one validation approach should be adopted. Further iterations
to analyze the DRA method validity through parallel approaches are possible and suggested for
comprehensive results (Figure 1).
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2.1. Familiarization with the Risk Barometer Dynamic Risk Analysis Method

As previously mentioned, RB is a DRA method defined to enable IO concepts for risk assessment.
Despite its practical benefits, the RB method may rely on incorrect assumptions and/or present
limitations on the definition of contributors to risk. For these reasons, the validation of this method is
investigated. This section introduces the main characteristics of the risk barometer method. The RB
method is suitable for frequent updates of the risk level and involving practitioners in the risk model
development. The risk model used in the RB takes into account the status of most critical barriers,
whose performance has a significant impact on risk. The information related to the status of these
barriers is collected by a set of indicators [26]. The RB method consists of seven main steps [15]:

Step 1: Select scenarios. This step aims to select hazardous events and accident scenarios that
match installation-specific interests. In some cases, relevant guidelines and standards may be applied
for this step. For instance, the methodology for identification of major accident hazards (MIMAH) [27]
can be implemented to identify hazards and represent the associated accident paths in a Bowtie
diagram. A Bowtie diagram analysis is easily comprehended by practitioners and can be conducted in
cooperation with installation personnel [28].

Step 2: Review relevant data sources. To identify barriers and indicators that are relevant to
the scenario defined in step 1, available data sources, including generic industry data, plant-specific
data, and interviews with personnel and judgments, should be reviewed. No single source can
provide sufficient information to perform a risk analysis [15], and therefore, combining both qualitative
information and quantitative information from various references is essential.

Step 3: Identify safety barriers and associated installations. Safety barriers and the associated
installations that are linked to the scenario in step 1 are identified. Ensuring that critical safety barriers
are taken into account, which should be supported by the information obtained in Step 2, is important.
The result of step 3 can be presented by adopting the form of objective trees, which is extensively
employed in nuclear facilities [14,29,30]. The top level of an objective tree is a specific safety objective,
which can be achieved by the safety functions listed on the lower level. The challenges related to
achieving each safety function and the mechanism that causes these challenges are listed. On the
lowest level of the tree, a provision that denotes a set of barriers to prevent/mitigate the mechanism is
listed [31].

Step 4: Evaluate the importance of barrier installations. In the RB method, critical safety barriers
are defined as barriers whose performance has a relatively high impact on the risk level. To evaluate
the criticality of barriers, risk contributions from performance variations of barriers are assessed.

Step 5: Select indicators to assess barrier status. In step 5, a set of key performance indicators is
developed to measure the performance of the associated barriers. Step 2 can be iterated for indicator
selection as discussions and reviews with operational personnel may confirm which indicator is
available and can be collected during operations.

Step 6: Establish a risk model based on the aggregation of scaled indicators. As shown by
Table 1, each indicator is translated into a mutually comparable score value that is defined on
a standardized scale (e.g., 1 to 6). This translation can be obtained by an interpolation function
(e.g., linear, geometric, or logarithmic). Weighted summations of these scores quantify the barrier
performance. The safety barrier performance expressed on this scale is translated into the barrier
failure probability. The iteration of the bow-tie analysis with new failure probability values enables the
risk measure to be updated.

Step 7: Visualization. The results from the RB method need to be presented to the decision-makers
and operational personnel, so that information about risks is used to support decisions. Adequate
presentation formats can facilitate the communication of risk information. Typical formats include
time-series trends, radar charts, tabular formats, and criticality plots. The RB method can provide
a graphical representation of its underlying risk model using the mentioned formats and detailed
information about risk contribution from model elements [32].
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Table 1. Aggregation of scaled indicators.

Model Level Aggregation Rule

Indicator

Indicator measure x translated into indicator score s (both for
barrier i) via interpolation function S.

si = S(xi) (1)

Barrier performance
Barrier performance (Bi) of barrier i obtained by the weighted

sum of the indicator scores.

Bi =
∑

wi, j·si, j (2)

Failure Probability
Barrier performance Bi translated into failure probability FPi

via direct proportionality P.

FPi = P(Bi) (3)

2.2. Validation Approaches

This section presents three validation approaches for risk analysis [24] that are considered for
validation of a DRA method, such as the RB.

2.2.1. Reality Check

Comparison against past accidents and disturbances that occurred in installations similar to the
object of study may determine the risk analysis capability of identifying hazards and contributors. Past
accident analysis is an extensively employed tool for preliminary hazard identification in chemical
and process facilities [33]. This study was inspired by this tool to provide insights that validate the
results from a DRA and eventually identify issues beyond the scope of this study, which should
have been addressed but have remained unidentified and unassessed. Real incidents and near-miss
accidents can be used to assess whether an RB has the capability of identifying complete accident
scenarios [34,35]. In addition, we may gain insight into the extent to which the RB method can identify
causal factors. For example, a comparison may reveal that the method performs well in identifying
technical component failures rather than human errors in different operational situations [24]. Based
on what was suggested by Paltrinieri et al. [36], the past accident data analysis applied in this work
adopts the following databases:

• Online Major Accident Reporting System (eMARS) by the Major Accident Hazards Bureau
(MAHB) of the European Commission’s Joint Research Centre (JRC) [37];

• Analysis Research and Information on Accidents (ARIA) by the French Ministry of Environment [38].
• Major Hazard Incident Data Service by Health and Safety Executive (MHIDAS) [39]

Google Scholar, web search engine of scholarly literature by Google [40].

2.2.2. Benchmark

A comparison with other recognized DRA methods can be employed to test whether the analyzed
method is suitable for a specific application area. The activity of benchmarking primarily refers to the
comparison of results from the two methods and allows identifying similarities and/or specificities
on how the input data are processed. Fundamental aspects are the sensitiveness of the methods
with respect to input changes (reflecting operational variations) and the overall conservativeness of
their assessment.

Statistic metrics are to be used for comparison of results. The kurtosis and skewness metrics are
important descriptors of a data distribution shape. Kurtosis shows whether the distribution is peaked
or heavy-tailed relatively to a normal distribution [41]. This suggests whether the technique has a
rather constant evaluation of risk during the period considered (peaked distribution) or it is subject to
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large variations (heavy-tailed distribution). For this reason, kurtosis comparison is an indication of the
relative sensitiveness. Skewness measures the degree of asymmetry of the distribution. The skewness
for a normal distribution is zero, while positive skewness values indicate data that are skewed right
(the right tail is long relative to the left tail), and vice versa [41]. This provides an overall picture of
how the technique has evaluated risk during the period considered. This metric comparison describes
relative conservativeness.

Reference method for comparison. A recognized DRA method that has specific similarities to
the analyzed method should be considered. This study uses the frequency modification methodology
based on technical, operational, and organizational factors (TEC2O) [42] as it is based on the collection
and evaluation of key performance indicators and was developed for the O&G domain. TEC2O is a
consolidated method while RB is a method that has mainly been defined and used for specific industrial
applications [15]. For this reason, validation by TEC2O was deemed to be not only appropriate but also
functional to strengthening the RB methodology. In this work, this method is exclusively functional to
the benchmark approach and, for this reason, is introduced in this section.

TEC2O focuses on updating the likelihood of hydrocarbon release from the equipment on O&G
installations, which is a common application area of the two methods. Both methods use a set of
indicators that are related to operational and technical causal factors. Indicator measurements are
quantified on a standardized discrete scale and are important input parameters for both methods.
The impact of indicators on the risk is calculated based on a weighted sum of the indicator values in
both methods. However, the differences between RB and TEC2O should be noted. The RB identifies
accident scenarios and the associated safety barriers, whereas TEC2O focuses on single equipment
items included in the current QRA. The RB emphasizes on capturing the changes in the risk level,
such that most indicators in the RB are related to the performance of safety barriers based on field
data. Indicators of TEC2O are selected from a set of generic indicators that are related to the specific
equipment characteristics. An extensive description of the method is reported elsewhere [4,42–44].
The key elements are summarized in the following section.

The fundamental relationship in the TEC2O method enables us to update the leak frequency
as follows:

F(t) = F0 × TMF×MMF (4)

where F(t) is the timely updated accident frequency, t is the time, F0 is the baseline frequency value,
TMF is the technical modification factor and MMF is the management modification factor. TMF and
MMF are obtained by combining different scores, which are produced by monitoring the quantitative
indicators. The TEC2O procedure is depicted in Figure 2.

TMF aims to synthetically account for the lifecycle of equipment to penalize “old” units, which
may be more prone to leaks and failure due to aging, erosion and/or corrosion phenomena. Moreover,
external factors (environmental issues, seismic zone, and harsh weather areas) are considered. TMF
only contributes as a worsening element since the failure likelihood of typical mechanical and electrical
components or systems increases with time, with an increasing rate that approaches (or in some
cases extends) the end of the design life. TMF is based on four subfactors, as indicated in Figure 2a.
Periodical monitoring of related indicators statuses enables an average score to be assigned to each of
the four subfactors. The weighted combination of the scores enables the total technical score (ε) to be
determined and converted to the TMF.

The evaluation of the MMF is based on the concept of resilience and follows the resilience-based
early warning indicators (REWI) methodology [45]. Managerial aspects are related to the definition
of the safety procedures, training, and competencies of the operators, safety culture, frequency of
maintenance operations and communication at different levels of the organization. To introduce
a quantitative evaluation of these factors, the REWI method proposes the use of indicators, which
are quantitative parameters, so they can be monitored, modified and updated in time. According
to [45], the MMF is divided into two main subfactors (Figure 2b): An operational subfactor and an
organizational subfactor. Periodical monitoring of related indicators statuses enables an average score
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to be assigned to each subfactor. The weighted combination of the scores enables the total technical
score (µ), which is converted to the MMF.Sustainability 2019, 11, x FOR PEER REVIEW 7 of 25 
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2.2.3. Peer Review

Rosqvist and Tuominen [46] introduce a specific peer review process for formal safety assessment.
In this work, an adapted version of this process is implemented for validation of the DRA method. The
results of this process should be reviewed by experts and operational personnel inasmuch as information
from any QRA model should be peer-reviewed before accepted to be used for decision-making. A set
of pivotal items are suggested in Table 2 to lay the foundations of the peer-review process. These
items address the ultimate goal of the peer review of reducing uncertainty, which may be related to
completeness, coherence, and accuracy. Coherence within risk assessment objectives and modeling
is important, as they are the foundations of the study. Any incompleteness in the previous steps of
risk assessment introduces a latent bias in the following steps. Accuracy in the evaluation of prior
parameters and the risk index is essential to obtaining the correct definitions of safety barriers and their
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effect on risk. Incompleteness in the definition of safety barriers may negatively affect the redundancy
of safety systems and the total installation safety.

Table 2. Pivotal elements for peer review.

Item Object of Review Comment

Objectives Risk acceptance criteria
(e.g., ALARP).

Acceptance criteria should match the external
requirements (i.e., regulations and standards).

Hazards/scenarios Set of unwanted events. A relative lack of process experience may negatively
affect this item [47].

Safety barriers Safety barriers defined for
the set of unwanted events.

Whether the barrier systems included in the analysis can
realize the desired risk reduction should be validated.

Model Barrier modeling, including
risk indicators.

Whether the safety barriers are well interpreted by the
barrier system, subsystems, and related models

should be assessed.

Prior parameter
values

Prior parameter values that
are considered in
barrier modeling

Step formed in a formulated procedure, typically including
[48] (1) preparation, (2) elicitation, and (3) calibration.

Risk index Results
Whether the presentation of the risk level is appropriate for
the purpose and provides concrete support to operations

that directly control the process should be assessed.

3. Case Study

The O&G industry is gradually implementing IO strategies to support work processes [12,13,49–53].
This implies important changes compared to traditional operations where O&G production was almost
totally managed by the platforms with little or no interaction with external parties. Now the boundaries
of the system are reshaped by using available digital infrastructures and real-time data to monitor
operations and control processes remotely. The exchange of information over large distances without
significant delay and the use of high-quality collaboration technology connects different actors and
increases access to expert knowledge.

This is particularly important in complex installations characterized by numerous wells connected
through flowlines to a floating production storage and offloading (FPSO) unit. The FPSO exports
to trading tankers and collaborates with nearby drilling platforms, onshore facilities to process and
distribute the product, and a number of contractors collaborating and depending on each other within
the operations (Figure 3). Such installations may represent a virtual cluster of organizations with
multiple expertise across disciplines, organizations, and locations [12,13].
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Figure 3. Representation of the installation considered for the case study and identification of the
reference equipment for the analysis (riser).

Although the geographical location has progressively become secondary for the abovementioned
aspects, it is still critical for what concerns production. For instance, installations producing from oil
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wells in soft formations commonly require appropriate precautions, such as control of sand or fines with
fluids [54]. Sand does not have economic value and can plug wells, erode and corrode equipment, and
reduce well productivity. In certain producing regions, sand control completions generate considerable
operational expenses. Paltrinieri et al. [14,44] have previously suggested DRA strategies to effectively
control the potential loss of containment due to oil sands. Continuous monitoring is essential for
providing effective management of the safety barriers in place, regardless of the managers’ physical
location. Due to these specific criticalities, this case is considered for the validation of the RB. The case is
based on the results from a project with a major oil company within the overall framework of the Center
for Integrated Operations in the Petroleum Industries [55]. Details are provided elsewhere [14,15,29,49].

3.1. Description of the Installation

The case study is based on a sand erosion issue in a real offshore oil production installation with
multiple topside modules. A multi-jointing yard and marine supply base support the FPSO operations
from onshore. The production installation is located subsea and connected with a spread-moored
FPSO, which is used as a hub to process and store the fluids produced from the subsea wells. Figure 3
shows a representation of the facility that is considered for the case study. The analysis focuses on the
riser of the FPSO (highlighted in red in Figure 3) and its material degradation due to the processes of
erosion/corrosion. The riser is a piping system in which a multiphase stream (e.g., containing oil, gas,
and water) is sent from the wells to the preliminary treatment on the on-board process facility.

An excessive sand production rate, i.e., an increase in both sand production and flow velocity
that exceeds a critical threshold, causes pipeline material degradation. Sensors to detect oil sand are
usually employed [14,44]:

• An acoustic sand detector (ASD) performs online monitoring and provides immediate information.
The ASD records the noise produced by sand carried in the process flow. The detectors are placed
subsea on the outside of the flow line bends and detect the noise made when sand collides with
the pipeline wall.

• An erosion probe, i.e., a metallic surface inserted in the well stream is physically eroded by passing
sand particles. This detector is placed topside and only reports accumulated effects over a longer
time period.

One of the main safety measures that are used to prevent sand erosion at the root of the problem
is the gravel pack. A gravel pack is a downhole filter that is held in place with a properly sized screen.
In case the gravel pack is not sufficient and excessive sand production is detected, a specific sand
response procedure should be performed.

A sand response procedure that is based on sensor-based monitoring [14,44] is also employed as
a prevention measure. This procedure implies that if sand is detected and its rate exceeds a specific
threshold, the flow line should be choked back until the sand production rate is acceptable. Generally,
the acoustic sand detector is used for dynamic monitoring, and the erosion probe represents subsequent
confirmation of the results.

A corrosive environment and sand deposit may also cause pipeline material degradation due
to corrosion. The gravel pack is a safety measure for this scenario, as it can prevent sand production
and sand deposit where the flow is slowed by line bends. Injection of appropriate chemicals into the
fluids to inhibit corrosion (chemical treatment) is another safety measure that is defined to prevent
a corrosive environment, which may be based on sensor detection of oil corrosiveness. Moreover,
cleaning pigs to run within the riser can be employed if a sand deposit is expected from the results of
the sand detectors.

3.2. FPSO Lifecycle

The study focuses on the operations during the FPSO lifecycle, which is assumed to be 25 years.
For this reason, the evolution of 87 items that describe the installation’s technical, operational
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and organizational factors was simulated within this period. To avoid specific organizational
and maintenance management implications, the following main assumptions are considered in
the application:

• no personnel change, and
• no equipment replacement throughout the entire time period.

Table 3 illustrates a selection of the simulated items, which are not indicators but details that
describe the evolution of the technical, operational and organizational factors that represent the FPSO
lifecycle for a period of 25 years (for this reason, no measuring time is reported). The definition of these
items was inspired by the aspects considered by the REWI method [56]. The DRA techniques that
were considered in this study (RB and TEC2O) are based on indicators that are similar but not identical
(e.g., they may be based on a different measuring time, the indicators are reported in Tables S1 and S2
in the Supplementary Materials) and the items in Table 3 are the basis for their definitions. While most
of the technical items are simulated based on literature and statistical sources [57,58], the operational
and organizational items are simulated using sinusoidal trends with a randomly changing mean value
to reproduce the relative unpredictability. Time evolution is described using a hyperbola function and
initial indicators values are set equal to the values reported by Øien and Sklet [59].

Table 3. Selection of representative items describing the installation technical, operational, and
organizational factors.

Technical, Operational and Organizational Items

• Age of the technical barrier system
• Amount of overtime worked
• Average availability of critical safety systems
• Average no. of exercises completed by operating personnel
• Average no. of hours of training
• Average no. of risk issues/cases discussed during weekly management meetings
• Average no. of safety job analyses performed by operating personnel
• Fraction of operating procedures that are risk assessed
• Fraction of serious loss of barriers that are adequately treated
• Fraction of work processes/procedures verified/tested in simulators
• Inspection results
• Loss of technical barrier signal
• Maximum no. of control and safety functions in bypass
• No. of alarms that are not acknowledged within 1 min or disabled (without acknowledgment)
• No. of cases in which a decision to respond is delayed or experts are not alerted
• No. of cases in which communication among actors is inadequate
• No. of different persons who facilitate/lead safety job analyses
• No. of emergency preparedness exercises
• No. of feedbacks on procedures (tracked in the management system)
• No. of hours of simulator training for operating personnel
• No. of internal audits/inspections that address technical safety
• No. of overrides of safety systems
• No. of overrides of safety systems extended to next shift
• No. of outdated procedures
• No. of red traffic signals in the system for barrier control
• No. of risk issues communicated to the entire organization
• No. of times that critical ICT systems fail or are inoperable
• No. of toolbox meetings
• No. of violations for authorized entrance of systems
• No. of visual inspections of real or simulated suspended bypasses
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Table 3. Cont.

Technical, Operational and Organizational Items

• No. of years of personnel experience with this system
• Number of unscheduled maintenance operations on safety systems (including possible maintenance

call-backs)
• Overdue inspections
• Portion of a company that actively uses the risk register
• Portion of operating personnel who are informed about risk analyses
• Portion of operating personnel who receive training
• Portion of operating personnel who take risk courses
• Temporary repairs that become permanent and neglected routine
• Unexpected shutdowns
• . . .

4. Results

4.1. RB Application

Step 1: Scenario definition. A hazardous event was defined as material degradation of the
riser wall. The hazard is the presence of sand particles in the hydrocarbon flow from the well. The
two identified events that cause degradation are (i) erosion due to excessive sand production with
exceeding velocity, and (ii) corrosion due to sand under-deposit combined with corrosive environment.

After the identification of possible event sequences, barriers are considered. The existing proactive
barriers include the gravel pack, the sand response procedure, pigging, and chemical treatment.
Reactive barriers to degradation caused by erosion and corrosion are operational strategies and
erosion/corrosion allowance. The final outcomes are listed as follows: (1) Loss of containment, (2) loss
of production, and (3) unscheduled repair. The total result of Step 1 is presented in the bowtie diagram
depicted in Figure 4.
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Figure 4. Bowtie diagram for a case of sand erosion and corrosion in offshore oil production.
NSC = necessary and sufficient condition, B = barrier, CE = critical event, and ME = major event [27,60].

Step 2: Review of relevant information sources. Specific information about the case was obtained
from three workshops with the major oil company (participants listed in Table 4), which enabled a set
of indicators to be identified based on the barrier systems and their relative importance.
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Table 4. Workshop participants from the major oil company.

Participants Main Responsibilities

Regional risk coordinator

Business owner for the risk management tool, including managing users,
training, data and the developers. Working on risk team to review
regional risks with the line and feed them up through the company

annually for chief operating officers to review.

Threats Advisor Manager Management of the advisor system.

Threats Advisor System Project
Management Office Lead

Ensuring compliance with intellectual property and legal including
technology project processes, branding, and marketing.

Subsea Integrity Engineer Improving the integrity management system for subsea operations team.

Material Engineer Integrity management system for subsea operations team.

Furthermore, the generic information employed for this step includes studies of sand production
during extrusion of hydrocarbon [54], risk indicators [4,26,42,61–63], and expression of barrier
criticality [19,29,49,64–68].

Step 3: Establishment of barrier functions and systems. The first degradation event sequence
refers to erosion caused by an excessive amount of sand in which the critical threshold velocity of the
oil flow is exceeded (NSC1). The involved safety function is “prevent erosion”, which is achieved by
two safety barriers: B1 filtering sand particles with a gravel pack, and B2 sand response procedure
after the detection of excessive sand. Two barrier elements are used for sand detection, i.e., ASD
and erosion probe. The second degradation event sequence refers to corrosion, which may occur
with sand under deposit (NSC2) in a corrosive environment (NSC3). The safety function, in this case,
is “prevent corrosion”, which is achieved by three safety barriers: B1 gravel pack, B3 cleaning pigs, and
B4 corrosion inhibitor. The major event of loss of containment is prevented by B5 (erosion/corrosion
allowance) and B6 (operational strategy). The results of this step are represented by the objective tree
depicted in Figure 5.

Step 4: Evaluation of relative importance of safety barriers. As the QRA is not available, the
results from Steps 1–3 are used to perform a qualitative evaluation of the safety barriers and define
their relative importance. A qualitative evaluation of the safety barriers is presented as follows:

B1. The gravel pack (i.e., physically installed to prevent sand in the well fluid to flow to the production
unit) is a passive barrier system. This system applies to the excessive sand production rate (NSC1)
and sand deposit (NSC2).

B2. The sand response procedure (i.e., operator intervention as a response to excessive sand production
rate detected by ASD and erosion probe) consists of technical and operational barrier systems
that apply to the sand production rate (NSC1) and can prevent sand erosion.

B3. Pigging activity (i.e., the pigging equipment removes sand deposits in the riser) is a technical
barrier that applies to the sand deposit (NSC3). However, it cannot prevent corrosion.

B4. Inhibition (i.e., injection of corrosion inhibitors) is an operational barrier that applies to a corrosive
environment (NSC2) but cannot prevent the corrosion phenomenon.

B5. Pipe wall allowance (i.e., increased design thickness of the riser wall) is a passive technical barrier
that can mitigate material degradation (CE).

B6. Operational strategy (i.e., modification of production strategy) is an operational barrier that
mitigates degradation (CE) and is the last barrier for preventing the final major events of release
(ME1), loss of production (ME2), and unscheduled maintenance (ME3).

The following criteria are also considered for the definition of the barrier relative importance.

1. A safety barrier should be active (controllable) to be considered in the RB model. For simplicity,
passive barriers are considered a constant factor as their degradation is not within the primary
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scope of the RB application. The RB primary scope is to provide operational support for actions
that can directly control the process.

2. The relative importance of a safety barrier within the RB model increases with its proximity to
the final major event. This importance is demonstrated by the sensitivity analysis performed on
barrier i by assessing its Birnbaum-like measure IB(i) = ∂R

∂FPi
(Figure 6), where R is the total risk

and FP is the barrier failure probability [15,69]. The failure of a safety barrier at the beginning of
a sequence of barriers can be considered relatively less critical than the failure of the last safety
barrier that separates the target from a major accident.

3. The relative importance of a safety barrier within the RB model also increases with the number of
unwanted events that it can address. This importance is demonstrated by the sensitivity analysis
of barrier i that was performed by assessing the Birnbaum-like measure [15,69] (Figure 6).
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Figure 5. Objective tree for a case of sand erosion and corrosion in offshore oil production. BF = barrier
function, NSC = necessary and sufficient condition, B = barrier.
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Figure 6. Birnbaum-like measures for the barriers B2 (sand response procedure), B3 (pigging), B4
(inhibitor), and B6 (operational strategy), considering generic FPs from the ARAMIS guidelines
(Accidental Risk Assessment Methodology for Industries in the context of the Seveso II directive) [70].

Based on the qualitative evaluation and the mentioned criteria, the relative importance of the
barriers is defined and expressed by the ranking in Table 5.
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Table 5. Ranking of safety barriers, which expresses their relative importance within the Risk Barometer
(RB) (B3 and B4 are equally ranked third).

Ranking Barrier

1 B6. Operational strategy

2 B2. Sand response procedure

3 B3. Pigging B4. Inhibitor

Step 5: Establishment of barrier performance indicators. Sets of barrier performance indicators
are defined based on the information collected during the workshops with the major oil company
involved in the case study (Table S1). For instance, the indicators defined for the barrier “sand response
procedure” are shown in Table 6. Due to the lack of frequency values for the NSCs, a constant status is
assumed to focus on barrier performance variations.

Table 6. Example of the indicator set for the “sand response procedure” barrier.

Barrier Element Indicator Comment

ASD
• Age of the technical barrier system.
• Loss of technical barrier signal in the last

three months

ASD is mounted in inhospitable
conditions that impede
maintenance activities.

Erosion Probes
• Loss of technical barrier signal in the last

three months
• Overdue inspections

Overdue inspections indicate odd
functioning, while signal loss

reduces the probe performance.

Manual well-flow
sampling

• No. of feedback on procedures (tracked in
the management system)

• Fraction of operational procedures that
have been risk-assessed

• Average no. of hours of training in the last
three months

This barrier requires laboratory
equipment and adequate
procedures by personnel.

Response to sand
detection

• No. of feedbacks on procedures (tracked
in the management system)

• Fraction of operational procedures that
have been risk-assessed

• Fraction of work processes/procedures
verified/tested in simulators

• Average no. of hours of training in the last
three months

• Portion of operating personnel who receive
training in the last three months

• No. of hours of simulator training for
operating personnel each month

This barrier requires compliance to
adequate procedure by personnel.

Step 6: Establishment of a risk model. The established risk model is based on the bowtie
diagram in Figure 4. For simplicity, indicator weights were considered uniform, but assessment
using the analytical hierarchy process (AHP) based on personnel’s feedback is necessary for further
refinement [71]. Linear interpolation was used to obtain the indicator measure as the items mentioned
in Section 3.2 were expressively simulated to facilitate the definition of indicators. However, other
simulation functions may be used in case of sparse data. The gravel pack (B1) and erosion/corrosion
allowance (B5) are passive barriers. For this reason, they were omitted (Step 4), as shown by Figure 7.
Moreover, the model focuses on the worst-case consequence: Loss of containment (ME1). Risk is
defined as the risk of loss of containment.
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Figure 7. Graphical representation of the risk model for the RB. NSC = necessary and sufficient
condition, B = barrier, CE = critical event, and ME = major event.

Step 7: Visualization. The total result of the RB application is the trend of the loss of containment
risk for 25 years (300 months), as shown in Figure 8, considering the FPSO lifecycle simulation
(Section 3.2).
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4.2. Reality Check

Several queries were performed in the search and considered different combinations of the
following keywords: “Corrosion”, “erosion”, “sand oil”, “hydrocarbon leak”, “hydrocarbon release”,
“oil leak”, “oil leakage”, “offshore pipeline”, “oil pipeline”, and “pipeline”. In addition, the results
were manually filtered based on their relevance to the case.

While the eMARS database [37] did not provide relevant information, one relevant event was
identified from a search on ARIA [38]. The search on MHIDAS [39] generated two relevant reports on
corrosion events and two reports on offshore oil releases. However, the results from these databases
provided only limited information about the purpose of this work.

The search on Google Scholar [40] revealed further sources of information, such as the following
reports on accidents in the petroleum offshore industry:

Doc. 1. “Riser and pipeline release frequencies” by the International Association of Oil and Gas
Producers [72];

Doc. 2. “Offshore hydrocarbon releases statistics and analysis” by Health and safety Executive [73];
Doc. 3. “Hydrocarbon leak on Oseberg A on 17 June 2013” by the Norwegian Petroleum Safety

Authority [74].

Document 1 reports failure mechanisms and relative occurrence percentages for offshore pipelines.
In 36% of the cases analyzed by the document, corrosion is the main failure mechanism. Document 2
does not specifically focus on one type of equipment, such as pipelines. However, the document reports
a record of approximately 1600 equipment faults that occurred between 1 October 1992 and 31 March
2002. Almost 20% of the faults were caused by corrosion/erosion. Document 3 by Oseberg A focuses
on a gas hydrocarbon leak that occurred on an offshore facility on 17 June 2013. This report indicates
that sand production was the direct cause of the accident: “The main reason that the test manifold
blown line was able to develop over time and eventually cause a gas leak was that an adequate review
of the plant had not been conducted to verify that it could handle sand production”.

This past accident data analysis provides an overview of the sand production issues within the O&G
sector. The collected data indicate the criticality of the causes and consequences of erosion/corrosion.
These data match the scenario events identified by the RB, which confirm its ability to address major
accident hazards. In particular, document 3 highlights the dynamic aspects of the hazardous event and
implies that continuous monitoring of risk associated with erosion/corrosion risks is necessary.

4.3. Benchmark

Despite similar inputs for RB and the parallel method TEC2O, a comparison of their results
may not be straightforward. The RB method provides an adimensional value of risk level, while the
TEC2O final result is an updated leakage frequency associated with the FPSO riser. For this reason, the
adimensional TEC2O frequency modification factor (FMF) was used to represent the method results:

FMF = TMF×MMF (5)

Figure 8 shows the RB risk and TEC2O FMF for a period of 25 years. The results from both
methods follow a total common trend, as most of the peaks match. Moreover, both curves have
sinusoidal behavior, which is accentuated in TEC2O FMF. This finding reflects the contribution of
operational and organizational indicators, which were simulated by sinusoidal curves. The percentage
variations in the RB risk and TEC2O FMF confirm the trend conformity. Note that the RB expresses
the risk level on a scale from 1 to 6, while TEC2O FMF can range from 10−1 to 104. Considering these
ranges, the RB results indicate a more conservative method, as TEC2O FMF eventually produces a
negligible variation of the leakage frequency for the FPSO riser.

Considering that the two techniques have processed similar sets of input data, a kurtosis
comparison shows how the techniques evaluate changes in controlling loss of containment. A pointed
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distribution suggests that the control of the loss of containment has a constant performance, as its risk
or FMF are not subject to large variations. In this case, the RB kurtosis shows a situation that is less
stable than that of TEC2O (Figure 9 and Table 7).Sustainability 2019, 11, x FOR PEER REVIEW 17 of 25 
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Table 7. Kurtosis and skewness of RB loss of containment risk and TEC2O frequency modification
factor distributions.

Method Kurtosis Skewness

Risk Barometer 1.433 1.235

TEC2O 2.383 1.298

The skewness comparison (Figure 9 and Table 7) shows how the techniques evaluate the
performance in the loss of containment control based on similar sets of input data. Positive skewness
indicates a positive performance of loss of containment control, as the associated risk or FMF have
relatively low values. In this case, the skewness values of both techniques are positive and similar,
TEC2O is slightly higher.

Considering that TEC2O presents higher values of both kurtosis and skewness, we can affirm that
the technique generally reports a more positive and stable evaluation for the case (despite a few higher
peaks in its derivative, Figure 8), which confirms that RB is a more conservative technique that flags
higher levels of risk.

For both methods, the selected set of indicators (i.e., main model inputs) will affect the selection
of data to collect during the operation on a daily basis. Despite the careful selection of the matching
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indicators for the RB and TEC2O, the methods have different approaches to the translation of physical
parameters (e.g., pipeline thickness and age) and qualitative information (e.g., inspection effectiveness)
to the standardized range (1–6). The RB presents the relative changes in the risk level, while TEC2O
has greater relevance to the existing QRA results (i.e., last updated leak frequency) as a basis.

4.4. Peer Review

The pivotal elements in Table 2 are considered and critically discussed, assuming the perspective
of peer reviewers.

Objectives. Risk acceptance criteria for this case were initially established by the major oil
company. However, an external requirement may be compliance with a decreasing trend in historical
leak frequency with time for installations on the Norwegian continental shelf after year 2000 [75].
Moreover, changes in practices, procedures, regulations, or emerging risks associated with design
modifications (e.g., new technology) may produce alternative criteria. For this reason, assessment of
the validity of the acceptance criteria needs to be iterated with a focus on the coherence between the
objectives and the application of the RB in practical cases.

Hazards/set of events. Identification of hazards and unwanted events included in the case study
was also facilitated and subsequently validated by the company experts. However, changes to the
equipment and plant during operations, such as the introduction of new technologies or the collection
of previously disregarded risk notions, may require a review for completeness of hazard identification.
Techniques such as the methodology for the identification of major accident hazards (MIMAH) [27] may
provide generic accident scenarios and establish a basis for peer review. In addition, dynamic procedure
of atypical scenarios identification (DyPASI) [28] can be adopted to consider atypical unwanted events.

Safety barriers. The RB model is related to the bowtie diagram defined by the hazard identification
phase. This structure is also the result of workshops and follow-up communications with the involved
oil company. Further validation may be sought by the Norwegian Petroleum Safety Authority
principles for barrier management in the petroleum industry [68].

Model. The accident investigation report of the Macondo blowout accident [76] showed that
some barriers had limited ability in performing the desired functions before the catastrophic event.
The barrier structure should reflect the relationship between function and systems, which highlights
its capabilities and limitations. The model is intentionally revisable to favor expert judgment input,
but total coherence is needed. Sets of predefined indicators, such as the REWIs, may be used by
peer reviewers for comparative assessment [62]. The weights assigned to the indicators have been
considered uniform in this work due to limited feedback from the company, and accurate weighing
enables further model refinement. This weighing is possible via AHP, which is valid only if the weight
judgment is coherent [71].

Parameter values. Partial sets of risk indicators (input) can negatively affect the model and
assessed risk. This work considers only a representative set of indicators and related values. A detailed
integration is necessary for industrial applications. For instance, accurate human reliability indicators
may be integrated by the SPAR-H (standardized plant analysis risk-human reliability analysis) method
to estimate human error probabilities in the petroleum industry [77–79].

Risk index. RB enables drill-down capabilities, which indicates that the user can understand
the cause of risk changes, which may reside in anomalous barrier performance. RB ensures that
guidance given to operational staff and experts across systems pertains to parameters that can be
directly controlled. The risk level is expressed by a barometer-type visualization and a trend over time.
Results that accurately and proactively reflect critical conditions should not only be indicated by these
risk indexes but also support user decision-making. The RB is explicitly designed to easily adapt to the
user’s needs [32,80] based on the feedback collected within the involved company.
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5. Discussion

5.1. Lessons Learned

This validation study for the RB method has addressed both the challenges that may be encountered
in the validation of novel techniques and the issues associated with dynamic risk analysis. The research
questions defined in Section 1 were addressed as follows:

Capability of identifying major accident scenarios and safety barriers. This issue highlights
the correct identification of the accident scenarios that are subsequently modeled by the method. The
reality check performed in this study provides an initial confirmation of the criticality of the scenarios
considered by RB due to the similarities with past accidents [38,39]. The failure mechanisms of erosion
and corrosion and the sand erosion causality are confirmed by a non-negligible number of minor
events [72] with a well-reported accident in 2013 [73]. Moreover, the dynamic aspects of the accident
scenarios are highlighted by an accident report, which suggests continuous risk monitoring [74]. The
actual peer review for the RB application was performed in collaboration with the major oil company
involved in the case study [15]. Company experts provided their feedback in an iterative process to
confirm or suggest improvements in the description of the potential accident scenarios and the involved
safety barriers. This application is ideal and enables continuous and effective validation. Further
validation may be sought in other studies [27] or authority documents [68]. In addition, the method
for dynamic hazard identification (DyPASI) [17,28] is a tool to iteratively improve the identification of
accident scenarios and related safety barriers to satisfying the peer review requirements.

Suitability for capturing changes in the operations and updating risk. The validation by
benchmarks highlighted this aspect of the RB, which is essential for DRA. Both TEC2O and RB aim
to provide a dynamic estimation of the likelihood of hazardous materials release (namely, the leak
frequency in TEC2O and the loss of containment in RB). However, the differences between TEC2O
and RB should be noted. TEC2O focuses on single equipment items, while RB includes important
safety barriers in a determined hazardous scenario. TEC2O selects risk indicators, which are gathered
from a provisional generic set that is based on specific equipment characteristics. RB focuses on risk
indicators that are specific to barriers and aims to provide the risk level variation. For both methods,
the selected set of indicators (i.e., main model inputs) affect the selection of data to collect daily during
operations. However, the methods have different approaches in the translation of physical parameters
(e.g., pipeline thickness and age) and qualitative information (e.g., inspection effectiveness) to a value
within the standardized range (1–6). TEC2O has systematic procedures for processing sub factors based
on collected data [42], while the RB is based on interpolation functions. Both methods use a weighted
sum approach to aggregate information. TEC2O has more relevance to the existing QRA results
(i.e., the last updated leak frequency) and pursues a periodic update of the frequency based on both
quantitative data and qualitative data collected during the operation or in the design/manufacturing
features. However, RB can provide a visualized presentation of the barrier status and risk level, as it is
based on a hierarchical structure of safety barriers inspired by the objective tree and bowtie diagram.
Concerning the peer review, the collection of actual feedback on the RB model for updating risk was
not possible but its design is intentionally revisable to promote and consider expert judgment. A peer
review was performed for RB risk visualization, which was iteratively developed based on the needs
of the involved major oil company.

Comparison of results with another DRA method. The benchmark showed that the RB results
follow a trend that is comparable with the TEC2O FMF, as the peaks match the curves that have a
sinusoidal behavior. The measures of kurtosis and skewness from statistics are also applied in the
benchmark validation. The RB has a relatively unstable performance if compared with TEC2O, while
the skewness values of both techniques are positive and similar. In general, conformity between the
results from the RB and TEC2O is observed. However, it has to be noted that RB is considerably
more conservative than TEC2O. A conservative approach may be preferable as it enhances prevention.
If needed, appropriate weight calibration may attenuate this feature and prevent unnecessary warnings.
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Realistic outcomes for industrial application. The RB peer review process for the case study
has helped and demonstrated the usefulness of the industrial application as the development of a
technique in collaboration with a company enables a continuous review to satisfy the company’s needs.
However, the peer review for this application was not complete as it primarily addressed the aspects
of hazard identification, safety barrier definition, and the use of risk indexes. In general, discussing
this issue addresses the accuracy and cost-usefulness claims expressed by Rae et al. [20]:

- Are the numbers sufficiently accurate to support decision-making? The benchmark results for this
study show that RB has the potential to support and even improve decision-making compared
with the TEC2O factors. As mentioned by Weinberg [81], “one of the most powerful methods
of science (experimental observations) is inapplicable to the estimation of overall risk.” The
reverse is also not true, as perfectly reliable measurement may be invalid if the wrong results are
consistently obtained. Thus, a benchmark can rebut but not confirm the accuracy claim. Although
the resulting numbers are comparable, they are more accurate in principle despite the application
of a reality check, as uncertainty about the produced numbers, dominant scenarios, and relative
importance of contributing factors remain [21].

- Is the safety benefit from the DRA technique measurably better than a traditional QRA? In this
case, usefulness is required for tracking the changes in risk over time [20], which is demonstrated
by the results. These results confirm the requirements highlighted by Goerlandt et al. [21], which
demonstrate how the RB (i) summarizes evidence from different sources via an extensive set of
indicators, (ii) aims to facilitate communication among stakeholders with its risk visualization
solutions and provide a platform for reflection and discussion, (iii) highlights areas of uncertainty
by its drill-down capabilities, where additional information or research is necessary, and (iv)
complements operational experience as demonstrated by the quality control of this study.

Sustainable operations across systems. Andersen and Mostue [12] review a series of risk analysis
and risk management approaches for the petroleum industry from the perspective of applicability to
IO concepts. On a generic level, they confirm that risk analysis methods are mostly used in design and
modification projects and not during daily operation. Concerning IO, they show that they are mainly
perceived as challenges by the operators. IO are considered to give good opportunities in the follow
up of major accident risk for daily operations. However, a specific focus on human and organizational
factors is required for a complete risk assessment within the IO framework.

The systematic validation approach in this contribution may have the benefit to build consensus in
DRA and lead to confident sharing of evaluated risk levels across O&G virtual clusters. The tool has the
potential to facilitate risk-informed collaboration between reservoir management, drilling, production
optimization, operation and maintenance, logistics and HSE (health, safety, and environment). This
represents a cornerstone to build effective communication practices and collaborative work processes
between offshore and onshore organizations. The suggested validation approach explicitly addresses
the method capabilities to monitor operations, which indirectly points to the need for monitoring
human and organizational factors mentioned.

Overall, DRA validation within the IO framework entails the opportunities of improving DRA
techniques and their consultation for daily activities from the perspective of the utilization of
cross-system collaboration platforms.

5.2. Future Developments

In the RB, the emphasis is placed on defining and quantifying risk indicators related to the causes
of a hazardous event. The set of indicators is linked to operational decisions that are associated
with maintenance planning based on both conditions of the components and the deviations made by
operators and management. A set of indicators is desired to be valid, or the indicator must measure
the most important aspects of the associated barrier systems or performance-influencing factors [15].
In the case of human and organizational factors, the validation can be improved by using real-case data



Sustainability 2019, 11, 6745 21 of 25

and comparing the outcomes of the method with the results from the human reliability analysis (HRA).
This comparison may require a redefinition of the risk indicators set compared with the performance
shaping factors (PSF) or adjustment of specific indicators values based on a task analysis for validation.
Novel information systems may enable improvement in the reporting of planners, operators, and
management, which can facilitate defining case-specific indicators [82] and relating the indicators to
a generic HRA human error event for validation. For technical indicators, both the RB and TEC2O
factors have the potential for improvement by taking into account the behaviors of the process systems
influenced by dynamic operational and environmental conditions. Machine learning [9,69,83] can be
qualitatively structured to provide reasoning between risk indicators (e.g., casual factors, incidences,
testing result) and the safety barrier performance, and sensitivity analysis can be applied to rank the
importance of the indicators.

6. Conclusions

In this work, an advanced approach to support the validation of DRA techniques dedicated to the
process industry was illustrated. The validation approach relies on three parallel strategies: (i) Reality
check, (ii) benchmark, and (iii) peer review.

The benefits of the suggested approach are the completeness and quality of the evaluation. These
benefits are ensured by the application of different kinds of methods, which were previously proposed
only for standard risk analysis. The effectiveness was demonstrated by a specific validation study. The
RB, which is a novel method developed for DRA in the framework of O&G installations, was analyzed
by the application of a case study to address sand erosion integrity in virtual O&G cluster, including
an FPSO unit. The results from a past accident analysis confirmed the criticality of erosion/corrosion
scenarios, as identified by the RB. Moreover, the dynamic nature of the event, which legitimizes the use
of dynamic tools such as RB, was highlighted. The benchmark evaluation showed excellent conformity
within the results from the RB and TEC2O factors, which validates the applicability of the RB indicators
for the event with a loss of containment. A specific procedure for peer review that involves experts
from the industrial domain confirmed the suitability of the RB in actual field applications.

This allows building consensus and trust in DRA techniques, as they represent a concrete
solution for the implementation of integrated and safety-supported operations across the geographical,
organizational, and disciplinary boundaries of the O&G industrial systems.
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Abstract
Safety functions are implemented in process plants to reduce the risk of major accidents that can arise from 
process demands. When the demands for a safety function occur infrequently, the function is operated in low-
demand mode. An important reliability measure for a low-demand safety function is the average probability of 
dangerous failure on demand, which can indicate the inability of the safety system to achieve the required risk 
reduction. The dangerous failures that can impede a safety system from functioning on demand may occur as 
random events during normal operations and remain unknown. For this reason, periodic function testing and 
maintenance are an important means to reveal and correct dangerous undetected failures, for attaining the desired 
availability of the low-demand safety functions. However, human errors made during maintenance may induce 
new types of faults that have a potential to cause accidents, introducing additional risk. In addition, ineffective 
testing and maintenance action may not restore the safety functions to a desired level. To account for the risk 
contributions from such adverse effects of maintenance, the present study suggests an approach to quantify the 
negative impact of scheduled maintenance. Multi-phase Markov approach is utilized for modeling the states of a 
safety system with respect to the two main types of dangerous failures during operations and maintenance. The 
application of suggested model is demonstrated by a case study of pressure relief valves in offshore platforms 
that are subjected to testing and maintenance at regular intervals. The proposed model may provide an input to 
decision-making regarding the periodic testing and maintenance intervals, taking into account the desired 
reliability performance of safety functions, while keeping a persistent focus on safety and risk.   

Keyword
Multi-phase Markov approach, Periodic testing and maintenance, performance measures, Maintenance errors, 
Major hazard risks. 
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1 Introduction
Major hazards accidents can arise from dangerous deviations and hazardous events that may occur during 
process plant operations. To reduce major accident risks, the effects of these undesired events may be mitigated 
by using engineered safety systems which can be added to the process equipment. These safety systems are 
designed to activate the intended safety functions in response to a specified demand. Such a reactive safety 
function are said to be operated in demanded mode, and if the demand rate is less than once per year, the 
function is operated on low-demand mode (CCPS, 2015; IEC 61511, 2016). To quantify the reliability of a low-
demand safety function and its risk reduction performance, probability of failure on demand (PFD) is calculated. 
The impediments to a safety function may occur at a random time, which causes the equipment to be unprotected 
against possible demands. Periodic testing and maintenance are an important means to detect and correct hidden 
failures for attaining the desired performance of low-demand safety functions (Jin and Rausand, 2014; Rausand 
and Høyland, 2004). The effectiveness of testing and maintenance strategies can be considered in calculation of 
PFD, by using parameters that express the effectiveness of testing and maintenance, for instance, test coverage 
(Lundteigen and Rausand, 2008), degradation by testing (Wu et al., 2018), and the impact of different repair 
policies (Srivastav et al., 2020).

Testing and maintenance in general enhances the reliability of safety functions, such that the probability of 
accidents can be reduced. However, it is also important to lessen the negative impact of maintenance, such as the 
introduction of additional failures and occurrence of accident during maintenance (Aven, 2008; Vatn and Aven, 
2010). Maintenance activity in a process plant can be hazardous operations that can introduce failures with the 
potential to cause new types of hazardous events and accident scenarios. One main reason is that process 
isolations and re-start of the plant can give rise to external leakages, typically due to the errors related to 
isolation, blinding, and reinstatements (HSG 253, 2005; Vinnem et al., 2016a; Vinnem and Røed, 2015).  In 
relation to this, immediate leakages of hazardous substances can occur, for example, due to the insecure isolation 
during the manual interventions for maintenance. External leakage may not directly impinge on the activation of 
safety function upon a demand, but may have harmful impact to the maintenance personnel present at the plant.  
Furthermore, the leakage may be ignited and lead to  major accidents (e.g. fire and explosion)(Haugen, 2018).

More attention may need to be given to risk contributions from the maintenance errors, to be capable of 
continuously providing necessary protections against major accident hazards both in maintenance and operations 
phases. The maintenance induced failures are considered as a factor that can either influence the performance of 
the main safety functions, or introduce new hazards and initiating events (e.g. leakages) (Okoh and Haugen, 
2014, 2013).  The latter issue is considered in quantitative risk models developed for Norwegian offshore 
industry, with a focus on the causal sequences leading to the leakage events, and the factors that influence the 
frequency of leakages, especially to update the plant-specific risk picture (Gran et al., 2012; Øien, 2001; Sklet et 
al., 2006; Vinnem et al., 2009). However, these risk models do not explicitly include the effect of the test and 
maintenance on the safety systems states are not modelled to a detailed level, compared to the modeling 
approaches for SISs. 

The objective of this paper is therefore to develop a model that can include two main types of failures of low-
demand safety systems. An illustrative case of PSVs that are subjected to periodic maintenance in the offshore 
plants, are used. Periodic testing and maintenance for PSVs are carried out on a regular basis to ensure the 
desired performance of risk reduction during normal operations phases (Okoh et al., 2016). As opposed to this, 
the errors made during the maintenance phases of PSVs are claimed to be a key causal factor to introduce 
additional risk). The failures that can be caused by the errors in the maintenance interventions (i.e. external 
leakages), are distinguished from the random failures during normal operation (i.e. failure to open on demand). 
The main focus is to describe the negative effect of maintenance action on the system states, using Multi-Phase 
Markov approach (ISO/TR12489, 2013; Rausand, 2014). The main focuses are 1) to include failure events and 
faults of the safety systems induced by maintenance 2) to express the probability of maintenance errors in terms 
of transition probabilities 3) to calculate the time-dependent state probabilities of the safety system. The focus of 
a modeling approach to quantify the influence of periodic testing and maintenance onto the system states. 

2. Theoretical background 
2.1 Dangerous failures of safety functions in demanded mode
A safety system is said to operate in demanded mode, when it intended safety functions is only activated to 
respond to a demand. A demand refers to hazardous deviation from the normal operation that requires the safety 
function. The unavailability of the safety function to protect against a specified demand, may lead to safety 
consequences (Rausand, 2014). In case the demand rate for is not greater than once per year, the safety system 
operates in low-demand mode. A low-demand safety system may experience dangerous failures that may impede 
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the system from functioning in the presence of a demand. A dangerous failure results in a dangerous fault of a 
safety system that cause the inability to correctly react upon a demand (IEC60050-192, 2015; Rausand, 2014). A 
dangerous failure is classified as a dangerous undetected (DU) failure if it can be only revealed during testing or 
a real demand situation, which is major contributor to the unknown unavailability of a safety function (Jin and 
Rausand, 2014; Rausand, 2014). A reliability performance for a low-demand safety function is commonly 
measured by the average probability of dangerous failure on demand (PFD), which is unavailability of a safety 
function due to DU failures (Hauge et al., 2010). In relation to achieving the desired PFD, function testing and 
preventive maintenance at regular interval to reveal and correct possible DU failures. The requirement for the 
PFD of a safety function may be determined by the amount of the risk reduction that needs to be achieved by the 
safety function (Rausand, 2011). 

2.2 Safety functions of pressure relief valves  
Pressure relief valves (PSVs) are used to protect pressurized equipment (e.g. hydrocarbon containing vessel) 
against overpressure conditions with the potential to cause unwanted consequences, for example, a catastrophic 
rupture of vessel and release of toxic substances (API 521, 2014; ARAMIS, 2004). The essential safety function 
of PSV is to prevent the pressure increase from exceeding the specified allowed value. A PSV is designed to be 
actuated when its upstream pressure reaches the preset pressure, and to be in open position for reliving the excess 
pressure from the process equipment. The valve recloses when the normal condition has been restored. In 
addition, a PSV is intended to open rapidly for avoiding the pressure build-up (API 521, 2014). In relation to 
these required functions, the inability of a PSV to open at the set pressure point and within the predefined 
response time, which is defined as fail to open on demand (FTO), is taken into account in the calculation of the 
PFD (Hauge et al., 2010; OREDA, 2015). As FTO is a DU fault, a PSV is subjected to periodic function testing, 
and the length of the testing interval has a direct influence on the PFD value (Maher et al., 1988; Rausand, 
2014). 

A PSV would be removed from the plant section and transported to the workshop for bench testing, where the 
inlet of a PSV is applied a predefined pressure (e.g. 90% of the opening pressure) to verify the opening and 
reclosing within the preset pressure range, and seat leakage testing is also carried out (Gross, 2004; Hellemans, 
2009). The removal of PSV for maintenance requires the isolation of the plant section that is protected by the 
valve during normal operation. The isolations (e.g. blank flanges, block valves, vent valves) are installed, and the 
section is emptied of the process medium (e.g. Hydrocarbon) by depressurizing, venting, and purging. The 
isolation plan also covers the plant reinstatement after reconnecting the PSV that has been tested and maintained. 
This includes removal of the isolations, leak testing and re-pressurization of the section (API RP 576, 2017; HSG 
253, 2005; Norwegian Oil and Gas Association, 2018). Inadequate isolations procedures in relation to PSVs 
maintenance in the Norwegian offshore platforms have caused external leakages incidents (i.e. leak rate greater 
than 0.1kg/s), contributing to major accident risks (Vinnem and Røed, 2015). Both mechanical failures of 
isolation devices and human and organizational factors can cause leakages during the establishment of isolations 
or the removal of isolations. Notably, incident investigations indicate that human errors are the key factor that 
influence the performance isolations. Examples of human errors may include improper selection of isolation 
device, errors in leak testing of isolations, and incompliance to the reinstatement sequence (HSG 253, 2005). 

2.3 Markov process and Multi-phase Markov process to model periodic testing and 

maintenance
The Markov approach can be used to analyze the system performance over time, for example to attain its average 
unavailability and visit frequency to a particular state. The system behavior may be defined by a finite number of 
states. If the evolution of a system is modeled by a Markov process, the changes of the system states is a 
stochastic process with memoryless property. In other words, the transition from one state to another state in the 
future is independent on the past, and depends only on the present state and the time for making the transition, 
and the process has time-homogeneous transition probabilities (Rausand, 2014; Rausand and Høyland, 2004). 

A system may possess the Markov property only within a certain time frame but does not fulfill the Markov 
property at different points in time. For example, the system is subjected to periodic testing and maintenance 
actions on predefined time points, and the state may change after the execution of these actions. Such a process 
with the deterministic causes for state transitions may not have time-homogeneous transition probabilities, and 
thus cannot be modelled by using a standard Markov chain. One reason is that the time period spent for the 
testing and maintenance represents a different condition than normal operation period, such that the process may 
have different transition rates. To take this into account, we may use a multi-phase Markov approach where we 
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define a finite number of state spaces, so that each state space corresponds to a phased time period (e.g. normal 
operation period, and maintenance phase), and has its own transition rate matrix (Barros, 2016). Table 1 
summarized main differences between the standard Markov and Multi-phase Markov approach.   

Table 1 Main differences in assumptions for modeling testing and maintenance in standard Markov and Multiphase 
Markov 

Standard Markov approach Multi-phase Markov approach
 The system behavior (i.e. the state probability 

distribution) is defined by single constant 
transition rate matrix. 

 Maintenance activities are initiated immediately 
after the system has arrived a fault state.

 The time spent for the maintenance activities is 
exponentially distributed.  

 The system behavior may be defined by different 
transition rate matrixes to reflect the different 
operating contexts (e.g. normal operation, test 
conditions)

 Periodic test and maintenance actions may occur 
at a deterministic time point, and the distribution 
of states may change as a result of such actions. 

 The effect of each action can be described in the 
transition probability matrix that links two states.

 The length of the time spent for a testing or 
maintenance activity can be deterministic.

3. Case Study
The demand for pressure reliving of by a PSV occurs when the basic process control and the emergency 
shutdown have failed in a typical overpressure scenario (IEC 61511, 2016). The industry standard for the 
average PFD for PSVs in the Norwegian petroleum sector is 0.04. PSVs are in general dismantled for inspection 
and maintenance tasks (e.g. repair, parts changes, calibration, and cleaning). Periodic testing for PSVs are 
performed at a regular testing interval, and the length of interval varies, for example, 1 to 2 years, or 6 months. 
With certain number of subsequent tests that do not reveal faults, the interval may be adjusted from 1 year to 2 
years  (PSA, 2016). However, periodic testing and maintenance of PSVs have been claimed to influence the 
occurrence of hydrocarbon releases in Norwegian offshore platforms (Vinnem et al., 2016b). One main reason is 
that the PSVs are removed from the process segment, which requires secure isolation of process before the PSV 
disconnection, as well as and proper reconnection following PSV maintenance. The errors in isolation and 
reinstatement following the PSV maintenance, for example, incorrect location of isolations, the breakdown of 
installed isolations device, and unauthorized removal of isolations would lead to external leakage state. External 
leakage (EL) can be considered as a dangerous failure (OREDA, 2015)  in normal operation and maintenance 
phases, as the probability of ignition of released substances exists in both phases. 

Table 2 Key characteristics of fault modes of PSVs and the containment envelope during PSV disconnection
Fail to open on demand External leakages to environment

Potential hazardous 
event due to PSV fault

Overpressure exceeding the preset 
opening pressure of the PSV

Ignition of the external leakage

Performance measure Average PFD Frequency of external leakage
Performance 
influencing factor

Function test interval
Failure rate with respect to FTO

Frequency of maintenance
Leak control procedures

4. Modelling

4.1 Modelling assumptions 
The physical boundaries of the system included in the modeling is a self-actuating PSV, as well as the isolation 
devices (e.g. blinds, isolation valves) inserted during the time when the PSV is removed. The assumptions are 
made to take into account the two types of failures that can be introduced in the normal operations or the 
maintenance of a PSV. The possible states of a PSV is described in the table 3, and each of the six states is given 
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with a number, and in state 1, the system does not have any fault. The corresponding transition rate matrix is 
established. The state transition diagram is shown in the figure 1. The main assumptions include:

 PSV safety function operates in low-demand mode.
 Demands to the PSV only occur during normal operation phases. 
 During normal operation phases, the failure mode FTO may occur due to some mechanisms related to 

physical faults (e.g. ageing). The deterioration process of PSV is the focus of this model, and therefore 
the failure rate is assumed to be constant.  

 In the maintenance phase 2, the test may detect FTO with probability of . In the maintenance phase 1- γ
3, the detected FTO may be repaired with probability of .  We assume that the test and repair is 1- γ
carried out by the same maintenance engineer, such that human error probability (HEP) in the test and 
repair are the same.

 During normal operation phases, the failure mode EL can occur randomly due to unspecified mechanisms. 
EL faults are detected immediately during normal operation, their repair begins at once, and its duration 
is random and exponentially distributed. In this paper, it is assumed that mean repair time is 8 hours.

 FTO and EL are independent failure modes. During normal operation phases, these events may occur 
sequentially one after the other. 

 A PSV is taken out from the process for testing and maintenance.
 During the maintenance phases, the failure mode EL can only be caused in a deterministic way, but does 

not occur as random events. In the maintenance phase 1 and 4 (maintenance preparation and reconnection, 
respectively), the failure mode EL occurs as a result of human errors, with the HEP value of . It is α
assumed that the isolation and reconnection are carried out by the same maintenance crew present in the 
plant section, such that the values of HEP for the test preparation and reconnection are the same.

21

43

EL

EL


FTO

FTO

65

EL



Figure 1 State transition diagram during normal operations

Table 3 Description of possible states
System states Description

1 The system is fully functioning.
2 The system has EL fault.  
3 The system has FTO fault. FTO fault is undetected. 
4 The system has EL fault and FTO fault. FTO fault is undetected.
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5 FTO fault is detected.
6 FTO fault is detected, and the system has EL fault.

Table 4 Description of time frames in normal operation, test, and maintenance phase of a PSV
Time frame 
name

Event description Duration

Normal 
operation 
phase

1) The PSV is put into operation after the maintenance is 
finished 

2) Planning of the maintenance work is carried out.
3) Repair action upon detection of fault state (i.e. leakage)

Length of the proof test 
interval (e.g. Typically 6 
month, 1 year, 2 year 
according to the 
maintenance practice in 
Norwegian offshore 
installation)

Maintenance 
phase 1

1) Tasks for isolation, draining, venting, and purging of 
section are carried out, to prepare test

2) Operator errors may lead to the failure mode, leakages 

Usually
duration of one shift 
without any process 
deviation

Maintenance 
phase 2

1) Function test of PSV related to the failure mode FTO, 
under a specified test pressure 

Average test time is 
typically less than 1 hour

Maintenance 
phase 3

1) Repair based on the result of the test Mean time to repair

Maintenance 
phase 4

1) Tasks for removal of isolations and reconnecting PSV to a 
correct position after the repair are carried out

2) Equivalent controls to those used during installation of 
isolation are required 

Usually
Duration of one shift 
without any process 
deviation

Four maintenance phases are suggested based on the impact of different testing and maintenance activities, as 
explained in the table 3.  Each maintenance phase  has the constant duration of , , and the j jm 1,2,3,4j 

total time spent for all the test and maintenance activities is . The transition probability matrix 
4

1
tot j

j
m m



 
 (i.e. denoted as maintenance matrix) are used to describe the effect of maintenance phase on the state jM j

immediately after the phase (Rausand, 2014), as illustrated in the figure 2. For example, if the PSV is in state 3 j
(i.e. PSV has FTO fault), it is desired that the fault is detected in the test (i.e. the transition from state 3 to state 5 
is made). However, due to the imperfectness of testing, the probability of the PSV remaining in the in state 3 
exists, which is reflected in the 3rd column in the .2M

Figure 2.  Each maintenance matrix denotes the transition probabilities that are influence by testing and jM
maintenance actions in each phase. 

0 

1M 2M 3M 4MA

2 totm 

A

totm 
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Transition rate matrix 

Maintenance matrix (transition probability matrix) 

1

2

3

1- α α 0 0 0 0

0 1 0 0 0 0

0 0 1- α α 0 0
Μ =

0 0 0 1 0 0

0 0 0 0 1- α α

0 0 0 0 0 1

1 0 0 0 0 0

0 1 0 0 0 0

0 0 γ 0 1- γ 0
Μ =

0 0 0 γ 0 1- γ

0 0 0 0 1 0

0 0 0 0 0 1

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0
Μ =

0 0 0 1 0 0

1- 0 0 0 1

1- 0 0 0 0

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 



 

4

1- α α 0 0 0 0

0 1 0 0 0 0

0 0 1- α α 0 0
Μ =

0 0 0 1 0 0

0 0 0 0 1- α α

0 0 0 0 0 1





 
 
 
 
 
 
 
 
 
 
 
 

EL FTO EL FTO

FTO FTO

EL EL

EL EL

-(λ λ λ λ 0 0 0

-( λ 0 λ 0 0

0 0 -λ λ 0 0
=

0 0 - 0 0

0 0 0 0 -λ λ

0 0 0 0 -

+ )

μ μ + )

Α
μ μ

μ μ

 
 
 
 
 
 
 
 
 
 
 
 
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4.2 Analytical formulas 
The analytical formulas that correspond to the state transition diagram in the previous section is derived in this 
section. The computation of the formula is implemented in the Matlab, and the result is presented in the section 
4.3.  We denote  the state of a system at time , and the probability of being in the state  at time  is ( )X t t i t
denoted as . According to the assumptions, they system has six possible states, namely, ( ) Pr( ( ) )iP t X t i 
state 1, state 2, … state 6. The state distribution at time   can be denoted in a row vector, t

. The descriptions of the state   are summarized in  1 2 3 4 5 6( ) ( ) ( ) ( ) ( ) ( )P t P t P t P t P t P tP(t) i

the table 4. The state probability at time  , the system is put into operation.  , 0t  1(0) Pr( (0) 0) 1P X  

as the system is fully functioning in the beginning. The first test interval , with the length of is  10,t T 
denoted as operation phase 1.  In this interval, the time evolution of the system is described by the Markov 
process with the transition rate matrix . The state probabilities can be written asA

 
 (1)1( ) (0) , [0, ]tt e t T AP P

 
At time , operation phase 1 ends, and the systems state is given by .1t T 1

1( ) (0) TT e AP P

Immediately after the time , a set of activities related to periodic testing and maintenance are performed 1t T

in a predefined sequence.  Immediately after the time , maintenance phase 1 begins and the duration is 1t T

. At time , maintenance phase 1 ends. denotes the time point immediately before 1m 1 1t T m  1 1T m

,when the maintenance phase 1 finishes. Within time interval , it is assumed that the 1 1T m 1 1 1( , ]t T T m 

state of the system does not change, and it is given as  . The reason may be 1 1 1 1( ) ( ), ( , ]t T t T T m  P P

that the effects of test and maintenance actions cannot be observed yet.  At the time point at ,  test 1 1t T m 
and maintenance actions are complete, and their effects may become observable. Such effects of maintenance 
phase 1 onto the state of the system is described in . The system state at time  is given,1M 1 1t T m 

 (2)1 1 1 1 1( ) ( )T m T m   P P M

We may further define the system states as follows:

Maintenance phase 2

1 1 1 1 1 1 2

1 1 2 1 1 2 2 1 1 1 2

( ) ( ), [ , ]
( ) ( ) ( )
t T m t T m T m m
T m m T m m T m



 

     

         

P P
P P M P M M

Maintenance phase 3

1 1 2 1 1 2 1 1 2 3

1 1 2 3 1 1 2 3 3 1 1 1 2 3

( ) ( ), [ , ]
( ) ( ) ( )
t T m m t T m m T m m m
T m m m T m m m T m



 

        

            

P P
P P M P M M M

Maintenance phase 4

1

1 1 2 3 1 1 2 3 1 1 2 3 4

1 1 2 3 4 1 1 2 3 4 4 1 1 1 2 3 4 1 2 3 4

( ) ( ), [ , ]

( ) ( ) ( ) (0) T

t T m m m t T m m m T m m m m

T m m m m T m m m m T m e



 

           

                    1A

P P

P P M P M M M M P M M M M
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Immediately after , or , the operation phase 2 begins. After the time 1 1 2 3 4t T m m m m     1 tott T m 

elapse of the periodic testing interval at time , the operation phase 2 ends. In the interval 1 2tott T m T   

 the time evolution of the unit is again described by the Markov process with the transition 1 2( , ]tott T m T 
rate matrix. The same applies for the operation phase n. 

The system state in the operation n,  is given by1[ , ], 1,2n tot nt T m T n   

 

(3)1

1
4

( ( ))
1

1

( ) (0) , [ , ]n tot

n

t T m
j n tot n

j

t e e t T m T 



 




 
   

 
 AAP P M

1
4

1
1

1
4

1 1
1

1
4

1

Test and maintenance phase 1 just after 

( ) (0) , [ , ]

( ) (0)

Maintenance phase  after , 2,3,4

( ) (0)

n
n

j n n
j

n

n j
j

n
n

j
j

T

t e e t T T m

T m e e

k T k

t e

 

 

















 
     
 

 
     
 



 
    
 







A A

A A

A

P P M

P P M M

P P M
1

1 1 1 1
1

1
4

1
1 1

, [ ... , ... ]

( ... ) (0)

k

j n k n k k
j

n
k

n k j j
j j

e t T m m T m m m

T m m e e



 




 




 

       

 
       
 



 

A

A A

M

P P M M

4.3 Results

4.3.1 Reliability measure during normal operation 
The transition from state 1 (i.e. fully functioning state) to state 3 may occur, when the failure FTO occurs during 
normal operations. The time-dependent probability of being in state 3 is presented in the figure 3, where the 
length of test interval is 2 years (denoted τ), and the HEP value of 0.1. The time-dependent probability of state 3 
increases within the interval between the two consecutive periodic maintenance, and it decreases after the 
maintenance activities. It is notated that the probability of being in state 3 is not zero after the first maintenance. 
One reason for this may be possible testing error that causes the PSV to remain in state 3, instead of jumping into 
state 5. Another reason is that the repair of the detected FTO fault may be imperfect or partial, implying that the 
transition from state 6 into state 1 does not occur.  

The PSV is in the fault state with respect to FTO in state 3 and state 4, and these two states contribute to the 
failure of the main safety function. For this reason, the mean PFD with respect to FTO is calculated as the sum of 
the probability of being in state 3 and the probability of state 4 in the middle of the operation phase. Moreover, 
the effect of changing the test interval on the mean PFD is illustrated in the figure 4, during the 25 years of 
lifecycle. It is shown that the mean PFD value increases almost proportional to the length of the interval between 
two subsequent tests. Being PSVs maintenance interval usually 1 to 2 years (Vinnem et al., 2016b) in real 
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industry cases, the length of the interval 12 years (i.e. 2 times of periodic maintenance) may seem unrealistic. 
However, the changes in the test interval was carried out for demonstration. Until the year 9, the mean PFD 
achieve the safety integrity level (SIL) range 1. The change of HEP does not have significant effect on the mean 
PFD. 

4.3.2 Performance measure with respect to failures during maintenance
The introduction of the leakages by maintenance can be illustrated in the time-dependent probability of being in 
state 2, as in the figure 3. The transition from state 1 to state 2 may take place due to the possible occurrence of 
EL failure. The probability of being in state 2 abruptly increases immediately after the maintenance phase 1 and 
the maintenance phase 4, since these phases may introduce EL failures. For the same reason, the transition from 
state 3 to the state 4, and the transition from state 5 to state 6 may occur after the maintenance phase 1 and the 
maintenance phase 4. On the other hand, the EL faults can be eliminated during the normal operation, and 
therefore, the mean FTO with respect to the EL fault is suitable performance indicator. Instead, we suggest using 
the sum of the number of visits to the leakage states (i.e. state 2, state 4, and state 6) during the installation 
lifespan, as shown in figure 5. The number of leakages decreases with the reduced frequency of periodic test and 
maintenance. In addition, the higher HEP is found to contribute to the higher number of leakages. The HEP 
values are selected in reference to generic values that are suggested in human reliability analysis studies and the 
relevant standards (IEC 61511, 2016; Kirwan, 1994; Williams, 1986). A conservative value for HEP implies that 
the tasks that require competence and skill, while lower HEP value can be assigned for the situations that are less 
demanding. However, adapting the HEP values to a specific maintenance task is outside the scope of this paper. 

0 1τ 2τ 3τ 4τ 5τ Time
0

X(
t) State 2

State 3

Figure 3 Time-dependent state probabilities (state 2 and state 3) 
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Figure 4. The maximum value of PFD with respect to FTO (state 3, state 4) with changing testing interval
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Figure 5. The number of visiting the leakage states corresponding to the changes in the length of the testing 
interval, and with changing the HEP values.

Table 5 Parameter denotation and description
Denotation Parameter value Description Data source 
λFTO 2.2E-6 Failure rate of the failure mode, FTO PDS (Hauge et al., 2010)
λEL 1.5E-5 Failure rate of the failure mode, EL OREDA (OREDA, 

2015)
μ 0.125 Repair rate of the valve with respect to the 

failure mode leakage during the operation
(HSG 253, 2005)

α 0.01-0.1 Probability of introducing leakages Table 6
γ 0.01-0.1 Probability of imperfect test and repair Table 6

Table 6  Human error probability (HEP) values from different data sources

Human error probability Value Data source

Generic human error probability, lower bound 0.01 IEC61511(IEC 
61511, 2016)

Fail to return the manually operated test valve to the correct configuration 
after maintenance/ General error of omission

0.01 Kirwan(1994)

Complex task requiring high level of comprehension and skill 0.16 Williams(1986)
Routine, highly practiced, rapid task, involving a relatively low level of skill 0.02 Williams(1986)
Generic human error probability, upper bound 0.1 IEC61511(IEC 

61511, 2016)
Non-routine operation with other duties at the same time 0.1 Kirwan(1994)

5. Concluding remarks 

5.1 Implication from the results 
It was shown that the mean PFD with respect to the failure mode FTO can be considered almost linearly 
proportional to the length of the interval between the two consecutive tests. The changes in the value of HEP 
does not impact the mean PFD with respect to FTO. It is also noted that after each maintenance, the mean PFD 
increases slightly, due to the testing and maintenance errors. In the maintenance interval ranging from 1 year to 9 
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year, the mean PFD is below 0.1. Second, the leak frequency, which represents the risk contributions from PSV 
during the maintenance phase was obtained. Higher HEP would lead to higher leak frequency, which implies 
that improvement in the quality of manual intervention would contribute to lower the risk to personnel at the 
plant section during maintenance. Furthermore, reducing the frequency of the periodic testing decreases the 
potential leakage, while the mean PFD is kept below 0.1, with the interval of 9 years. This may imply that we 
may find the optimal testing interval not only for based on the mean PFD value, but also attaining a lower 
leakage frequency.

5.2 Main benefits and further work  
The proposed model is an illustration of how to quantify the influence of periodic testing and maintenance on the 
states of a safety system, based on multiphase Markov approach. The mean PFD of the main safety function during 
normal operation is obtained as a reliability measure. Furthermore, the number of occurrences of hazardous events 
(i.e. external leakages) is calculated, as a measure of the risk contribution from testing and maintenance errors. 
The suggested approach may be used to support decision-making regarding the periodic testing and maintenance 
intervals, considering the adverse impact of maintenance on safety and risk. Further improvement may be to 
consider the time delays in maintenance interventions, for example, due to delayed repair, by extending the model 
with additional phases.     
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Modelling hazardous event scenarios for decision support

S. Lee, Y. Liu & N. Paltrinieri
NTNU, Trondheim, Norway

ABSTRACT: Quantitative risk analysis has been a successful tool to support decision-making related 
to the design of technical (safety) barriers. A quantitative risk model may comprise a combination of 
event trees and fault trees, which is a basis for causal and frequency analysis of accident scenarios. Fault 
tree analysis is a well-documented technique, and it is commonly used for casual analysis of hazardous 
events. Fault tree analysis, however, is not fully suitable for modelling dynamic systems where the status 
of barriers may change, depending on various operational decisions. This paper introduces Petri nets as 
a formalism to consider this aspect. Petri nets are employed to model the sequence to a hazardous event, 
considering the effect of testing, repair, and daily activities on the availability of safety barriers. A repre-
sentative case of an atmospheric tank overfilling is considered. Moreover, the effect of decisions on the 
risk level is addressed from a perspective of decision-making support.

barriers that are affected by complex maintenance 
strategies. Fault trees are often combined with an 
event tree to represent pivotal events (Rausand, 
2011). In this approach, individual fault trees may 
share basic events among each other, which are 
complicated to account for (Nývlt & Rausand, 
2012). Moreover, Vinnem (2014) indicates that 
barriers are activated in a certain sequence in an 
event tree, and it is critical to decide the event 
sequence to describe a realistic accident scenario. 
The sequence, however, can be ambiguous, espe-
cially when some events occur simultaneously or 
repeatedly in several points in timeline (Nývlt & 
Rausand, 2012; Nývlt et al., 2015; Fajardo et al., 
2010).

Nivolianitou et al. (2004) compares the use of 
fault trees, event trees, and Petri nets for qualitative 
accident scenario analysis. This study concludes 
that the event tree provides clear visualization 
of event agents, while the fault tree is the most 
effective in resolving primary causes of an unde-
sired event. Besides, it is claimed that Petri nets 
are capable of expressing modelling assumptions, 
concurrent events, and events with deterministic 
durations.

Petri net modelling has attained growing rec-
ognition as a powerful tool for risk and reliabil-
ity analysis, and its application is addressed in the 
standards IEC 61508 (2010) and IEC 62551 (2012). 
Petri nets can add new features to the traditional 
risk analysis by including both deterministic and 
stochastic events with different distributions. Petri 
net modeling is flexible such that it can replace 
fault trees, event trees, and Markov diagrams. 
For example, the AND-gate and the-OR gate of 

1 INTRODUCTION

The Seveso III directive (Directive 2012/18/EU) has 
recently been adopted to improve decision-making 
support for establishments that involve hazardous 
substances, for instance, chemical plants and stor-
age sites. The directive endorses safety manage-
ment policies to prevent major accidents similar 
to the cases of Buncefield in 2005 (BMIIB, 2008; 
COMAH, 2011), Enschede in 2000 (French Sus-
tainable Development Ministry, 2009), and San-
doz in 1986 (Schwabach, 1989). The operator of 
a Seveso site classified as an upper-tier is assigned 
with obligatory documentation of safety report. 
The report serves several purposes including the 
description of the possible accident scenarios and 
the safety measures implemented to avoid such 
scenarios.

Representative methodologies for qualitative 
and quantitative assessment of reference acci-
dent scenarios in process industry were developed 
in the European project, ARAMIS (Accidental 
Risk Assessment Methodology for Industries in 
the Context of the Seveso II Directive) (Andersen 
et al., 2004). The modelling technique in ARAMIS 
is based on the bow-tie diagram where a fault tree 
is built on the left-hand side, and an event tree is 
built on the right-hand side. A bowtie is centered 
on the hazardous event, which is the TOP event of 
the fault tree.

Fault tree analysis and event tree analysis have 
been widely used in quantitative risk models. While 
fault tree analysis is effective in identifying possi-
ble causes of a hazardous event, it exhibits lim-
ited ability to reflect dynamic behavior of safety 
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a fault tree can be easily constructed by Petri nets 
(Rausand, 2011).

This contribution studies on the use of Petri 
nets to visualize causal relations and temporal 
sequences of events in a representative case of tank 
overfill. Although tank overfills have led to major 
accidents like the Buncefield case in recent years 
(Casey, 2016), the awareness of the consequences 
resulted from a tank overfilling incident is rela-
tively low, as affirmed by Paltrinieri et al. (2013). 
The objective of this paper is to 1) introduce Petri 
nets for dynamic modelling of safety barriers 2) 
explore the potentials of using the result of Petri 
nets simulation for supporting safety-critical deci-
sion-making. We focus on modelling of two types 
of technical barriers for overfilling protection: an 
Automatic Gauging System (ATG) and a high 
level switch.

2 CASE STUDY

The aforementioned Buncefield accident is chosen 
for the case study. Two main lessons learned from 
this accident are 1) tank overfilling (loss of pri-
mary containment) should be prevented by Safety-
Instrumented Systems (SISs) 2) the industry 
should agree to undertake a systematic assessment 
of tank overfilling risk (BMIIB, 2007; BMIIB, 
2008; Chambers et al., 2009; PSLG, 2009).

BMIIB (2007) recommends that Buncefield-
type sites should use an automatic overfill pro-
tection systems, which comprises of sensor (level 
detection), logic solver, and actuator (valve). 
BMIIB also states that methodologies to deter-
mine Safety Integrity Level (SIL) of such system 
should be agreed upon in reference to IEC 61511 
(2016).

In case of the Buncefield accident, the level of 
the tank continued to rise, exceeding the thresh-
old level. The floating level indicator remained in 
the same position, instead of rising with the tank 
liquid. Despite the fact that this ‘stuck gauge’ had 
been discovered repeatedly before the accident day, 
this problem had not been seriously taken into 
account. The supervisor decided not to carry out 
a thorough investigation, or take correct repair 
actions. Furthermore, the high level switch was 
inoperable, which led to the failure to close shut-
down value.

3 MODELLING

3.1 Tank overfilling protection systems

To simplify the model, we choose to consider one 
tank with the ATG system, the high level switch, 
alarms, and an emergency shutdown valve that can 

be closed in case of an emergency. It should also be 
remarked that the modeling includes selected com-
ponent states and events to avoid too big model in 
this paper. However, an analyst has no limitations 
in increasing the number of elements in Petri net to 
address more specific tasks, possible decisions dur-
ing operations, and the states of the components.

Figure 1  shows the tank with three filling lev-
els. In normal operations, Basic Process Control 
System (BPCS) is designed to keep the filling level 
below the ‘normal capacity’. ‘Maximum capacity’ 
is the threshold level, and liquid filling beyond this 
level indicates overfilling. To reduce the probabil-
ity of reaching the maximum capacity level, High-
high alarm is designed to be activated shortly after 
the tank reaches ‘Tank rated capacity’. The opera-
tors are supposed to take actions in response to the 
High-high alarm.

The ATG system is a part of BPCS that con-
tinuously monitors the tank level, and it can trig-
ger the High alarm in case the filling level goes 
beyond the normal capacity. Servo-operated float 
gauges are the most commonly used technology 
for ATG systems. This type of equipment relies 
on many mechanical components, and it experi-
ences degradation over time. Servo motors, gear 
train, and magnetic bearings are typically prone 
to the wear upon contact with chemicals, which 
normally causes erratic measurement or sticking 
of the float. On the other hand, the loss of BPCS 
function requires the high level switch to func-
tion. The switch is designed to trigger the alarm or 
automatically close the shutdown valve. To com-
ply with IEC 61511 (2016), periodic testing of the 
safety functions performed by the two systems is 
required.

The operator should ensure that the overfill pro-
tection system will work as intended. Before the 
start of the liquid filling, the operator calculates 
the ullage of the tank, calibrates the gauge, and 
check the functioning of the associate valves. It is 

Figure 1. The tank levels set to prevent overfill.
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also assumed that the operator routinely monitors 
the filling system at the regular intervals during the 
work shift to monitor the tank status.

3.2 Petri nets

Petri nets are a mathematical tool and a graphical 
that can be used to represent dynamic behaviors 
of a system. The elements of Petri nets are places, 
transitions, arcs, and tokens (in case of marked 
Petri nets). The symbol of a place is a circle, while 
a transition is drawn by a rectangular. Places rep-
resent local states or conditions, while transitions 
stand for occurrence of local events. The time to 
the event occurrence (firing of transition) can be 
stochastic or deterministic, which is depicted with 
different symbols. Places and transitions are con-
nected by arcs with the shape of an arrow to model 
causal relations between them (IEC 62551, 2012). A 
place can be marked with tokens (a black dot), when 
the current state or condition is fulfilled. A simple 
example of a Petri net is shown in Figure 2.

Quantitative analysis of Petri nets is possible 
with Monte Carlo simulation, and this paper uses 
the program, GRIF workshop (GRIF, 2016). Petri 
nets have been used for a couple of decades to 
model behavior of periodically maintained systems 
to calculate the average availability (Signoret et al., 
2013, Liu & Rausand, 2013). In GRIF, it is possi-
ble to utilize predicates for assigning preconditions 
and assertions to appoint the result of events. For 
example, filling operation can only be started when 
the safety systems are inspected, and the operator 
has not detected any abnormality. The predicates 
are: ‘?Abnormal = = 0, test = = 0’, and the assertion 
is’ !filling = 1’, which are shown in in Figure 5.

3.3 Modelling parameters

Two initiating events are chosen, one is ‘operator 
incorrect’ and the other is ‘ATG fails’. To utilize 
existing failure data (Chambers et  al., 2009), the 
failure modes associated with the degradation of 
shut down valves and pipe line not included in the 
model, and thus exponential distribution is selected 

for the failure events. When the tank reaches the 
High level or the High-high level, it is assumed that 
the response should be made in 10 minutes. It is 
assumed that the number of tank filling is carried 
out 192 times per year, and the tank filling dura-
tion 12  hours. Routine visual inspection by the 
operator is assumed to be carried out at a regular 
interval (for example, every 2 hour) (PSLG, 2009). 
The input data is shown in Table 1.

The overview of the modelling for the tank sta-
tus is shown in Figure 5. Table 2 shows the selected 
list of the tank states, and Table 3 shows selected 
list of events in the model.

3.3.1 Scenario 1
The place ‘Normal state’ indicates that the tank 
filling is carried out with the expected velocity. 
No abnormal situation is found by the operator, 
and overfill protection systems are operable. In the 
normal situation, the token will stay in the place 
‘Normal state’ for 12 hours. Afterwards, the transi-
tion ‘filling_end’ will be fired. The token moves to 
the ‘Ready to fill’, which means the tank is ready 
for another filling operation.

3.3.2 Scenario 2
The transition ‘Operator errors’ is the event where 
the operator incorrectly calculates the tank ullage, 

Figure 2. A simple Petri net with two places and one 
token.

Table 1. Input data (PSLG, 2009; HSE, 2009).

Transition Parameters

Operator response Delay, 10 minutes (0.17 hour)
Operator error Failure rate, 0.00105/hour
ATG fail Failure rate, 0.0000114/hour
Switch fail Failure rate, 0.000004/hour

Table 2. States of the tank.

State  
(Marked with a token) Description

Normal state The tank level is normal
Abnormal The tank level is  

abnormal due to the  
error in operational  
tasks

Level H The tank level is high  
as a result of the  
ATG failure

Level HH The tank level is at  
High-high level

Level H_Op The tank level is at the  
High level as a result  
of operator mistake

Ready to fill The tank filling level  
is normal
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and the token moves to the place ‘Abnormal’. In 
this situation, the operator may intervene and stop 
the process. In addition, the operator would cal-
culate the ullage to start the filling again. If  the 
operator does not manage to intervene and make 
proper response in the right time (this event is 
assumed to be stochastic in this case study), the 
filling level will reach the High level. At this point, 
there are two possibilities: 1) the High-level alarm 
sounds and the operator can stop the process 2) 
If  the ATG had failed (either the failure is not 
detected or repair is not perfect), the alarm does 
not sound and the tank will be reaching High-high 
level. This frequency of this initiating is assumed 
to be: 192 times/year ⋅ 0.0480  =  9.22 per year 
(Chambers et al., 2009).

3.3.3 Scenario 3
The initiating event ‘ATG failure’ implies that the 
tank will reach beyond the normal capacity and the 
High alarm does not sound. There is nevertheless 
an opportunity for the operator to make actions 
without the aid of High alarm sound, which is 
denoted with the transition ‘Operator intervene 2’. 
This means the operator discovers the abnormal 
situation by inspection, and makes the actions. If  
the correct actions cannot be made, the tank will 
stay in abnormal state and eventually reach the 
High-high level. After the liquid reaches the High-
high level, there is still an opportunity to prevent 
overfilling. If  the switch is working and alarm 
sounds at High-high level, the operator may take 

proper measures (e.g. close the shutdown valve). 
Otherwise, the tank will reach the overfill level.

3.3.4 Barrier modelling
The Petri nets for the ATG are shown in Figure 3. 
It is assumed that the ATG fail happens 0.1/
year  =  1.14⋅10−5/hour (Chambers et  al., 2009), 
which satisfies SIL 1 requirements with 6  month 
testing interval (PSLG, 2009). In addition, it is 
assumed that the periodic proof testing reveals 
all the dangerous undetected (DU) failures, while 
the repair time is assumed to be 8 hours. The Petri 
net model for the operational barrier is shown in 
Figure  4. The operator is assumed to carry out 
routine inspection. This allows the operator to 
compare the manually calculated filling level and 

Figure 3. The Petri nets for technical barriers.

Figure 4. The Petri nets for operational barrier. The 
operator checks the status every 2 hour when tank filling 
has started, and responds to the abnormal situation.

Table 3. Description of events considered in the model.

Event name (Transitions) Description

Operator errors The operator or supervisor  
makes a mistake in  
calculating filling time.

Operator intervenes The operator makes  
actions based on own  
judgement.

H alarm response The operator hears the  
alarm and take measures

H-H alarm response The operator hears the  
alarm and take measures

Not detect H The operator does not  
notice

The High level
Not detect HH The operator does not notice

The High-high level
DU test Periodic proof tests every  

six month
Gauge fails Level indicator (gauge) fails
Switch fails Switch fails to trigger  

shutdown

* Selected events.
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Figure 5. The Petri net modelling of the tank filling level.
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actual filling level. It is also assumed that the oper-
ator records the discovered defects and reports 
them to the supervisor. In addition, the operator 
can make quick decision to immediately stop the 
procedure when she observes any abnormal system 
status. The transition ‘Response’ therefore has no 
delay, while the value to the variables are changing 
(action = 1, filling = 0) to denote that action is initi-
ated and the filling will be immediately stopped.

4 RESULTS

4.1 Simulation results

The result of the simulation is shown in Table 4 and 
Table 5. The simulation was run on 1000 iterations. 

Each iteration has the length of 10000  hours. 
The average token number of each state, listed in 
Table 4 indicates long-term average probability of 
each state. For the ATG and the high level switch, 
the average token number can be understood as the 
average probability of failure on demand (PFD). It 
is shown that the ATG satisfies SIL 1, and the high 
level switch meets the requirements of SIL 2. Due 
to the structure of the Petri nets presented here, the 
overfill probability is dependent on the recovery 
time after an occurrence of tank overfill incident. 
Since the recovery time can vary depending on the 
consequence of the incident, we choose to calcu-
late the overfill probability as below:

Fre quency of overfill in 10000 hours  
= Number of triggering ‘Not detect HH’/10000  
= 1.05E-06 (per hour)

The probability of the event in the model should 
be lower than industry-average overfill probabil-
ity, because the model is limited to two initiating 
events and two safety barriers. A more complex 
model that includes more possible initiating events 
and safety functions is expected to give closer value 
to the real industrial case.

4.2 Decision support

Yang and Haugen (2015) addresses different types 
of risk associated with different types of decisions. 
A decision may have long-term or short-term 
effects on the risk level. For example, strategic 
decisions have long-time effects, and the risk is 
averaged over a relatively long time period. On 
the other hand, a short decision, for example, an 
approval of work orders for a single activity has 
short-term effects (i.e. the risk related to perform-
ing the work), and the average risk is not relevant.

To use Petri net modelling as an approach to 
operational decision support, different types of 
decisions can be understood as inputs to modelling 
assumptions (including input parameters). The 
assumptions are subjected to being changed over 
time with respect to management of change, main-
tenance strategies, barrier degradation. For exam-
ple, maintenance resources in a site are expected to 
be limited (e.g. fewer operators) in the next month 
due to the holiday season. The manager decides to 
extend the inspection interval and wants to under-
stand how this decision influences the probability 
of the state, tank level ‘High-high’ in a time frame 
of one month. The manager can run a new simula-
tion with this new input, a new inspection interval. 
The duration of the new simulation is one month. 
Furthermore, new tasks or activities may need 
to be carried out corresponding to the results of 
inspection, maintenance backlogs, and new knowl-

Table 4. Average probability of each state.

Name Average token number

Ready to fill 7,235E-01
Normal state 2,671E-01
Abnormal 1,531E-03
Abnormal 2 1,409E-03
Normal state again 6,111E-03
High Level_Ope 2,952E-05
Level_HH 2,198E-05
Stopped 2,946E-04
Ready_Check 1,000E+00
Finish_Check 0,000E+00
ATG functioning 9,783E-01
ATG failed: 2,165E-02
Switch functioning 9,932E-01
Switch failed 6,764E-03

Table 5. Number of triggering of each event.

Name
Number of triggers  
during period

Operational error 7,6469
Not detect HH 0,0105
HH alarm response 1,2827
H alarm response 1,6631
No error 228,0482
Response 1 13,6127
Operator intervenes 1 5,9092
Gauge fail 5,4992
Fail to control 1 1,7364
Operator intervenes 2 4,2783
No H alarm 0,0733
Fail to control 2 1,2199
ATG Failure 0,1098
ATG repair 0,0945
Switch fail 0,0334
DU Test 2
DU Repair 2
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edge about the systems. The manager wants to 
assess the influence of performing the new activi-
ties in consideration for safe operation. The man-
ager can make minor modifications in the initial 
Petri nets (e.g. adding or removing elements), and 
run a new simulation with duration of short-term, 
mid-term, or long-term. This aspect is schematized 
in the Figure 6.

5 DISCUSSION

One of the main challenges in Petri net modelling is 
the uncertainties in choosing the distributions for 
the transitions and input parameters. In particular, 
events associated with the errors and the decisions 
made by operators may not be straightforward to 
be included in the Petri nets. Petri nets in general 
have weaknesses, to include that the models tend 
to become so complex that the possible errors are 
hard to be discovered (Brissaud & Oliveira, 2012; 
Rausand, 2014). In other words, it may not be real-
istic to develop an exhaustive model with numer-
ous places and transitions. Another challenge is to 
logically select and structure the elements (place, 
transitions, and arc connections) in Petri nets. This 
requires good understanding of both technical 
systems and operational situations, as one of the 
prerequisites of Petri net modelling.

6 SUMMARY AND CONCLUSION

Quantifying the probability of the hazardous 
event is an important step to achieve the overall 
risk picture, and the realistic probability value is 
highly desired for practical use of risk analysis. 
This paper suggests Petri nets as a tool to account 
time-dependent barrier performances to realisti-
cally calculate a hazardous event frequency. A tank 
overfilling scenario is chosen to be analyzed with 
Petri nets. The presented model is not exhaustive, 
in that the model selects two possible initiating 
events, in consideration of the two SISs amongst 
the technical barriers in tank filling operation. 
The operator activities are also simplified. Despite 
these limitations, we regard this work as a point 

of departure to demonstrate how Petri nets can be 
used for modelling hazardous events. In addition, 
the simulation result of the model can provide 
inputs to the managers in assessing the risk and 
safety implications of operational decisions, which 
represents a valuable support for safe operation.
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ABSTRACT:  The Blowout Preventer (BOP) system is used for controlling blowout risks in drilling 
operations. The system is implemented to shut down an oil and gas well when the well fluids have entered 
the wellbore. All BOP systems today are operated with Electro-Hydraulic (E/H) controls, and the record 
shows high number of failures and malfunctions involving hydraulic components (e.g. leakages). Fail-
ures of BOP systems have made significant contributions to non-productive time of drilling rigs. This 
paper introduces a new concept of electro-mechanically operated BOP, which seems to be a candidate 
to improve reliability and availability of the BOP. The main interest of this paper is to shed light on the 
new features of the electrical BOP system versus current art qualitatively. In addition, this contribution 
proposes a method for the BOP availability analysis which may be used in the decision-making about 
designing optimal BOP systems.

to the Lower Marine Riser Package at the top 
of  the BOP stack. The upper part of  the BOP 
stack can be disconnected from the lower BOP 
stack as part of  a controlled operation, or in 
case of  emergency. Dangerous failures of  BOP 
components may not be detected before the 
BOP is locked onto the well head. Failures may 
be revealed during the periodic testing, and 
an immediate pulling of  the BOP for repair if  
the faulty components are considered critical 
(NORSOK D-010, 2013). This introduces non-
productive time, while unscheduled pulling of 
BOPs may increase the well blowout risk (Strand 
& Lundteigen, 2015). To enhance safety during 
drilling, it has been suggested in the industry 
that decision-making related to reliability, avail-
ability, and maintenance of  BOP systems should 
be made on credible information on the system 
performance. Furthermore, such information is 
expect to determine the optimal design of  the 
BOP systems in long term (IADC, 2016).

The design principle of hydraulic actuation of 
BOPs has dominated the industry since the 1920`s. 
A common problem of Electro-Hydraulic (E/H) 
BOP system is the hydraulic leakages, which can be 
a single point of failure. Leakage of a valve or con-
nection may eventually require pulling of the BOP 
to the surface. Deep water drilling has additional 
problems, such as hydraulic signal delay, pressure 
and stored energy loss, difficulties of condition 
monitoring, and heavy weight of subsea hydraulic 
fluid accumulators.

1  INTRODUCTION

The petroleum industry has expanded into new 
areas for oil and gas production. Exploration activ-
ities in the North Sea, for example, have gradually 
moved to the northernmost regions and to ultra-
deep waters, typically in the Gulf of Mexico and 
Brazil to discover more hydrocarbon resources. 
Drilling activities involve the risk associated with 
uncontrolled release of well fluids (Corneliussen, 
2006), namely kicks. Kicks, if  not controlled by 
the safety barriers, can escalate to a blowout event, 
where the fluids and gas flow to the surface or into 
lower pressured subsurface zones. The blowout 
accident in the Macondo well caused 11 fatalities, 
abandonment of the drilling rig, and the largest oil 
spill in the U.S. history. One of the accident causes 
was the failure of the Blowout Preventer (BOP) 
system in stopping the pressurized hydrocarbons 
escalating to the rig.

The subsea BOP system is a secondary well 
barrier that consists of  several well barrier ele-
ments (NORSOK D-010, 2013). The BOP sys-
tem can contain the well fluids and cut off  the 
drill pipe when the containment by the primary 
well barriers has failed. The BOP is temporar-
ily installed on the wellhead at the seabed. The 
BOP stack at the seabed is the assembly of  pre-
venters, and their auxiliary equipment, including 
control system equipment. The marine drilling 
riser is a pipe (typical 21-inch Outer Diameter), 
that extends from the drilling platform down 
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Acknowledging such aspects of the current BOP 
systems, the company Electrical Subsea & Drilling 
AS (ESD) and its R&D partner Kongsberg Mari-
time are developing a new design concept of elec-
trically operated BOP system. The main idea is to 
replace all the hydraulic components with equiva-
lent electrical components. Another concept is the 
technology for Electro-Mechanical (E/M) actuators 
that are operated without using hydraulic pressure.

The aim of  this paper is first to highlight some 
of  the reliability implications of  introducing the 
electrically operated BOP system. The second 
aim is to suggest an advanced approach for quan-
titative analysis of  the BOP availability. Petri nets 
are used to consider the effect of  regular testing 
(including repair time), which is not explicitly 
captured in the previous studies. The case study 
in section 4 gives a representative example on how 
to apply this approach in the availability analysis 
of  the current E/H BOP system. The case study 
is not intended for the electrical BOP, as the cur-
rently available reliability data is considered to be 
insufficient to support the anlysis. Once the data 
is available, however, the approach can be easily 
applied for the new design BOP system.

2  BOP SYSTEM DESCRIPTION

2.1  BOP well barrier elements

GL 070 (2004) defines the safety functions of a 
drilling BOP system; 1) Seal around pipe 2) Seal 
an open bore 3) Shear drill pipe and seal well off. 
These functions are achieved by different types of 
BOP well barrier elements and the items that are 
necessary to activate (open or close) the prevent-
ers (API RP53, 2012). Two types of preventers are 
used in a BOP system: the ram-type preventer and 
the annular type preventer. A ram preventer uses a 
pair of rams that linearly move for sealing the well-
bore, or shearing of a drill pipe. The types are: the 
pipe rams, the Blind Shear Rams (BSR) and the 
casing shear ram. The BSR is the only type of well 
barrier element that can shear the pipe and in turn 
seal the wellbore with rubber packers, such that no 
fluid can pass through the pipe and the annulus 
around the pipe. Pipe rams can seal around the 
drill string of a particular diameter, while the vari-
able bore rams are able to seal the tubulars with 
different diameters. Pipe rams may also be used 
to hold the tubular in position during shearing of 
the pipe. The annular preventer is a flexible rubber 
sealing element, a so-called ‘doughnut’ sealing ele-
ment, as it can embrace and seal any object inside 
the annular space of the wellbore. It has lower 
working pressure than the ram type BOPs and is 
positioned in the LMRP. Typical pressure rating 

of the annular preventer is 10-ksi in a 15-ksi rated 
BOP stack.

2.2  Electro-Hydraulic (E/H) control systems

The BOP control system today is based on E/H 
control systems, where Programmable Logic Con-
trollers (PLCs) converts operators’ command on 
the panel into electronic signals. The schematic of 
E/H control is shown in Figure 1. Solenoid valves 
then convert the electric signal to pilot hydraulic 
signals. The hydraulic signals are used to direct 
pressurized hydraulic fluid from the power sup-
ply on the topside and the subsea BOP mounted 
accumulators to operate the preventers. Numer-
ous valves, manifolds, and regulators are used to 
translate the input from the surface to subsea BOP 
stacks. For the power supply to operate the pre-
venters and connectors, hydraulic pressure supply 
is provide by a surface mounted Hydraulic Power 
Unit (HPU), hydraulic distribution (hoses and 
hard piping) and subsea hydraulic accumulators.

2.3  Reliability implication of electrical  
control system

The new concept of electrically operated BOP 
includes the use of electrical power supply with bat-
teries to replace hydraulic pressure energy, Electro- 
Mechanical (E/M) actuators, and the control sys-
tem consisted of only electrical components. The 
two types of actuators are being prototyped by the 
company ESD: 1) ram-type actuator which can be 
used for pipe rams and BSR 2) ring piston actuator 
for annular preventers and connectors.

Ring motors are used to power both the ram 
actuators and the ring piston devices. The output 
torque from the motor is transferred to the actua-
tion segment through transmission elements based 
on planetary gears and roller screw technology. 
The rotary motion of the electric motor is trans-
ferred to linear motion of the actuating element. 
An efficient power transmission is a key to produce 
sufficient force. Figure 2 is a simple presentation of 
the ring piston actuator used for annular preventer 
and connector.

The main focus with respect to ESD’s E/M 
actuator development has been on the blind shear 
ram application, because that application requires 
very high force in comparison to other ram func-
tions. Shear rams must generate forces necessary 
for cutting or sealing tubulars in the wellbore. Nor-
mal ram-type BOPs, for example, withstand 15-ksi 
working pressure, and shear rams are required to 
have cutting capacity of 900 Metric tons. The pos-
sible achievements of electrical BOP systems are: 1) 
Avoidance of common scenarios involving hydrau-
lic leakages and no discharge of hydraulic fluid to 
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Figure 1.  Schematic of electro-hydraulic control and power supply used in the contemporary BOP control systems. 
Hydraulics fluids are transmitted to the BOPs for activation. Borrowed from Mærsk drilling center (2009).

Figure  2.  Electro-mechanical ring piston concept by 
ESD. The rotary motion of the electric motor is trans-
mitted to the linear motion of the activation segment. 
Hydraulic modules can be removed with this design con-
cept (Dale, 2013).

the environment 2) no power loss due to increased 
ambient pressure at deep water, reduced weight 
and space, increased redundancy 3) Improvement 
in condition monitoring, instrumentation system: 

electronic and electro-mechanical components are 
inherently easier to accurately monitor than the 
hydraulic components.

E/M actuators are claimed to provide high force 
with dual redundant rotating motors, fast cutting, 
precise control and monitoring of stroke position/
applied force. An important, practical advantage 
of E/M operation is also that it is possible to have 
exact control over the applied force to provide the 
optimum operation during stripping operations 
through the annular preventer. The control system 
will automatically adjust the rubber element con-
traction and “back-off” during tool-joint passage. 
Applied force is measured and regulated with con-
trol of electrical motor power and direction.

3  SAFETY ANALYSIS OF BOP

A BOP, whether it is electrically or hydraulically 
operated, has some generic design and operational 
characteristics that must be addressed in a reliability 
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analysis. Some examples of such characteristic are 
what are the safety-critical functions, what per-
formance measures are relevant for safety, how 
to account for different types of regular testing 
(including repair time), and the efficiency of these 
tests. The mentioned topics are elaborated more in 
the following.

3.1  BOP safety functions

The BOP system may perform safety functions 
upon kick detection. The functions can be carried 
out either by manual or automatic activation of 
BOPs, depending on the operational conditions. 
In the normal operational mode, the operators 
activates one pod to control the hydraulic power 
supply. The pod is comprised of Subsea Electronic 
Modules (SEM) with PLCs and the hydraulic unit. 
The pod also sends information such as electronic 
riser angle indicator, BOP stack temperature, BOP 
stack pressure and accumulator pressure read-
back (Holand & Awan, 2012).

The BOP system can be considered to perform 
Safety Instrumented Functions (SIF) despite 
operational modes with the manual activation by 
operators. The BOP is operated in low demand 
mode, and the average Probability of a dangerous 
Failure on Demand (PFDavg) is used to determine 
the Safety Integrity Level (SIL) (IEC 61508, 2010). 
PFDavg can be understood as the mean propor-
tion of downtime in an interval, and it is inter-
preted as the probability of an item not being able 
to function upon demand (Rausand & Høyland, 
2004). Minimum SIL 2 of the critical BOP SIFs is 
required by GL-070 (2004).

3.2  BOP testing

Testing is performed to confirm correct response 
to failures, and retain correct performance of a SIS 
(Rausand, 2014). Current BOP systems requires 
two types of regular tests: Function Test (FT) and 
the Pressure Test (PT) (NORSOK D-010, 2013; 
API RP 53, 2012). A function test is carried out to 
verify BOP operability. Dangerous failure modes 
involving closing and opening of BOPs and the 
pump capability for hydraulic supply are tested. 
A pressure test is to verify the pressure contain-
ment capability by applying pressure to BOPs. FT 
is required to be carried out every 7  days. PT is 
required to be performed every 14 days by BSEE 
regulation (2014), while API RP 53 (2012) requires 
the interval of 21  days. NORSOK D-010 has 
revised the requirements from the interval of 14 to 
21 days, on the ground that running of tools and 
pressure testing can be a high risk activity before 
the bore is cased off. It should be noted that rated 
pressure is applied for the PT and it cannot be  

considered as proof testing of cutting ability of 
ram preventers.

3.3  Possible improvement for the safety functions

Electronic and electro-mechanical components 
are inherently easier to accurately monitor than 
the hydraulic counterparts. The improved BOP 
instrumentation features is expected to enhance 
real time safety and management during the opera-
tion of the BOP system, and drastically reduce the 
time consumed for in-between well maintenance 
through the Condition monitoring functionality:

1.	 All CPUs, communication lines and electri-
cal wiring will be continuously controlled by a 
health monitoring system. The fault of electrical 
equipment shall be monitored, data to be stored 
locally and sent to the vessel’s Control System 
& Information Management System. For exam-
ple, an accelerometer shall be mounted in the 
electrical motor compartment to measure the 
vibration

2.	 System performance, such as stroke, speed and 
torque of all actuators and motors shall be con-
trolled, monitored and logged.

3.	 Sensors for wellhead fatigue measurement can 
be implemented in the BOP wellhead connec-
tor and be interfaced with a riser monitoring 
system. Addressing wellhead fatigue issues and 
proving sufficient margin for drilling operations 
has been a growing challenge for the oil and gas 
industry over the last decade. The subsea con-
trol system hardware shall be fitted in cylindri-
cal canisters that can be separately pulled and 
replaced during operation.

4.	 For redundancy, back-up Hydro-acoustic 
controls to be interfaced with the new solu-
tion All retrievable devices shall be connected 
with ROV operated connectors. All retrievable 
devices shall be connected with ROV operated 
connectors

4  QUANTITATIVE ANALYSIS

4.1  Reliability Block Diagram (RBD)  
driven Petri Nets

A Reliability Block Diagram (RBD) can be used to 
illustrate a system safety function that are broken 
down to component functions. A RBD gives the 
logical relationship between component functions 
by structuring each block (rectangle or square) 
that represents binary states (functioning/failed) 
(Rausand, 2014). It is possible to combine Petri 
Net analysis (which allows modeling of multiple 
states of components) with RBDs (that maintain a 
structure which is easier read), which is referred to 
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as RBD driven Petri nets. In a Petri net transitions 
between different states can be either stochastic 
or deterministic, and the stochastic transitions 
allow different types of distributions. RBD driven 
Petri nets can add dynamic features by taking into 
account effects of tests and repair, operational 
strategies in the presence of component failures, 
and component reliability.

4.2  Case study

A component or a module of the RBDs can be 
replaced with Petri nets. An example of a RBD for 
each BOP system with different operating princi-
ples is shown in the Figure 3. Petri Nets model is 
carried out to represent the states of components 
in the RBD. The traditional (electro-hydraulic 

operated) BOP system has chosen to be the subject 
of this analysis due to the availability of reliabil-
ity data repair in Holand (2009), Holand & Awan, 
(2012) and Hauge et  al. (2012). The input data 
such as failure rates and time consumed for testing 
is shown in Table 2. 

The focus of this case study is to estimate the 
unavailability of the function of a BSR that are 
under the effect of two types of regular testing and 
repairs. GRIF workshop demonstration version 
(GRIF, 2016) is used for the configuration of Petri 
Net and the simulation for obtaining the aver-
age Probability of Failure on Demand (PFDavg). 
Figure 4 illustrates the Petri net model built to treat 
Function Testing (FT) and Pressure Testing (PT) 
of a ram-type preventer. It is assumed that FT can 
reveal the failures of preventer and the associated 

Figure 3.  Simplified RBDs for a E/H BOP control system (above) and an electrical BOP system (below).
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control devices involving opening and closing of 
BOP. The ability of preventer to withhold the well 
pressure is tested in FT. The FT in this Petri nets 
does not cover the cutting ability of BSR.

Two type of variables, predicates and assertions 
are used. Predicate represent the pre-condition 
of transition, while assertion denotes the result 
of transition. For instance, ‘? pfail  ==  0’ and ! 
pfail = pfail+1’ imply that the working component 
A can move to the failed state (pfail = 1) as a result 
of the stochastic transition. And Table 1 describes 
the Petri net model. 

Jin and Rausand (2013) demonstrates the 
PFDavg of a k-out-of-n (koon) system that is sub-
jected to both periodic PST and the Proof Test 
(PT). Formula (1) is PFDavg derived without con-
sidering Common Cause Failure (CCF).
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(1)

where θ  =  PST coverage; �τ   =  PST interval 
τ τ= m �;  and (m-1) = number of PSTs in each PT 
interval;

The main assumptions are:

1.	 The channels in koon system are identical with 
the constant DU failure rate.

2.	 All the tests are carried out simultaneously for n 
channels, and testing and repair

3.	 Repair time is negligible. Once a failure is 
revealed by PST, it is repaired immediately

4.	 The failure revealed by PT is not affected by 
PST

Table 1.  Places and transitions in the Petri nets.

Element
State (with a place holding a 
token) /Event

Place: Working_FT_A State: no fault that can be 
revealed by FT

Transition: Fail_FT_A Event: occurrence of a failure 
that can be revealed by FT

Place: Working_PT_A State: no fault that is only 
revealed by PT

Transition: Fail_PT_A Event: occurrence of a failure 
that can be revealed by PT

Transition: Repair_FT Event: fix of the fault revealed 
by FT

Transition: Repair_PT Event: fix of the fault revealed 
by PT

Transition: FT Event: Function test
Transition: PT Event: Pressure test

Table 2.  Input data.

Parameter Value

Function testing interval 168 hours (7 days)
Pressure testing interval (1) 336 hours (14 days)
Pressure testing interval (2) 504 hours (21 days)
Average time consumed for 

pressure testing
14.33 (hours)

Average time consumed for 
function testing

0.71 (hours)

Failure rate λ 4.3⋅10–5 (Per hour)
Failure rate λPT 

(detected by PT)
2.8⋅10–5 (Per hour)

Failure rate λFT 
(detected by FT)

1.5⋅10–5 (Per hour)

Average time consumed 
for Repair

6.1 (hours)

Figure  4.  Example of a Petri nets for a ram-type 
preventer.
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4.3  Result

The estimated PFDavg of 1oo1 BSR and 1oo2 BSRs 
are attained from the Monte Carlo simulation in 
GRIF. The simulation duration is set to be 3 years, 
since the BOP overhaul interval is 3 to 5 years. 
Firstly, estimation of PFDavg without including 
of testing and repair times are shown in Table 3, 
which exhibits close values with the approximation 
formula (1). The extended PT test interval from 14 
to 21 days gives the increase in PFDavg, but without 
changing the exponents of the numbers. Table  4 
and Table 5  show simulation results of three dif-
ferent cases with consideration of: 1) repair time 
2) consumed time for testing 3) both repair time 
and consumed time for testing. It is shown that the 
repair and testing times result in small increment 
of the PFDavg.

5  DISCUSSION

The case study is applied to a single device of E/H 
BOP system. The approach is the point of depar-
ture which can eventually extend to a system level 
model, where the whole the BOP system function 
from the initiation to closure of minimum number 

of BOP actuating devices, in light of the mode of 
operation. The result shows that the shorter test 
interval gives higher availability. However, risk 
introduced by performing test and cost of non-
productive time are not analyzed. On the other 
hand, the company ESD addresses that electrical 
BOP should have different testing strategies. Pre-
ventive and corrective maintenance on the control 
system can be triggered based on condition moni-
toring mentioned in the section 3.3. According to 
the ESD’s claim, electrical BOP can reduce the time 
consumed for testing and the preparations prior 
to operations by means of early detection of any 
degraded performance. It is expected that less fail-
ures are reported with electrical actuation, as all the 
hydraulic and electro/hydraulic valves are removed. 
Less unscheduled stops and lifting of BOP to the rig 
can be also assumed. This aspect therefore presents 
the need to investigate testing efficiency and repair 
and restoration times with new operational strategy 
of an electrical BOP. Besides, the new BOP system 
will have various sensors, which continuously pro-
vide feedback to the control system and the motor 
control that provide actuation data. Such new com-
ponents will introduce new failure modes, and these 
must be carefully analyzed to calculate the associ-
ated reliability parameter.

6  SUMMARY AND CONCLUSION

This paper identifies key characteristics of elec-
trical BOP system. This new design may improve 
safety availability of BOP systems and contrib-
ute to the risk reduction during drilling. The case 
study demonstrates Petri net modelling for avail-
ability analysis for an E/H BOP to consider two 
types of regular testing with different intervals. To 
apply the method for an electrical BOP, it is neces-
sary to make reasonable estimates for failure rates 
based on qualification testing, since no operational 
experience has not yet been obtained for such sys-
tems. Despite the uncertainty, it is important to 
develop and carry out quantitative analyses that 
can support decision-making for optimizing the 
design and operation of the BOP systems.
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ABSTRACT: The Blowout Preventer (BOP) system is used for controlling blowout risks in drilling 
operations. The system is implemented to shut down an oil and gas well when the well fluids have entered 
the wellbore. All BOP systems today are operated with Electro-Hydraulic (E/H) controls, and the record 
shows high number of failures and malfunctions involving hydraulic components (e.g. leakages). Fail-
ures of BOP systems have made significant contributions to non-productive time of drilling rigs. This 
paper introduces a new concept of electro-mechanically operated BOP, which seems to be a candidate 
to improve reliability and availability of the BOP. The main interest of this paper is to shed light on the 
new features of the electrical BOP system versus current art qualitatively. In addition, this contribution 
proposes a method for the BOP availability analysis which may be used in the decision-making about 
designing optimal BOP systems.

to the Lower Marine Riser Package at the top 
of  the BOP stack. The upper part of  the BOP 
stack can be disconnected from the lower BOP 
stack as part of  a controlled operation, or in 
case of  emergency. Dangerous failures of  BOP 
components may not be detected before the 
BOP is locked onto the well head. Failures may 
be revealed during the periodic testing, and 
an immediate pulling of  the BOP for repair if  
the faulty components are considered critical 
(NORSOK D-010, 2013). This introduces non-
productive time, while unscheduled pulling of 
BOPs may increase the well blowout risk (Strand 
& Lundteigen, 2015). To enhance safety during 
drilling, it has been suggested in the industry 
that decision-making related to reliability, avail-
ability, and maintenance of  BOP systems should 
be made on credible information on the system 
performance. Furthermore, such information is 
expect to determine the optimal design of  the 
BOP systems in long term (IADC, 2016).

The design principle of hydraulic actuation of 
BOPs has dominated the industry since the 1920`s. 
A common problem of Electro-Hydraulic (E/H) 
BOP system is the hydraulic leakages, which can be 
a single point of failure. Leakage of a valve or con-
nection may eventually require pulling of the BOP 
to the surface. Deep water drilling has additional 
problems, such as hydraulic signal delay, pressure 
and stored energy loss, difficulties of condition 
monitoring, and heavy weight of subsea hydraulic 
fluid accumulators.

1 INTRODUCTION

The petroleum industry has expanded into new 
areas for oil and gas production. Exploration activ-
ities in the North Sea, for example, have gradually 
moved to the northernmost regions and to ultra-
deep waters, typically in the Gulf of Mexico and 
Brazil to discover more hydrocarbon resources. 
Drilling activities involve the risk associated with 
uncontrolled release of well fluids (Corneliussen, 
2006), namely kicks. Kicks, if  not controlled by 
the safety barriers, can escalate to a blowout event, 
where the fluids and gas flow to the surface or into 
lower pressured subsurface zones. The blowout 
accident in the Macondo well caused 11 fatalities, 
abandonment of the drilling rig, and the largest oil 
spill in the U.S. history. One of the accident causes 
was the failure of the Blowout Preventer (BOP) 
system in stopping the pressurized hydrocarbons 
escalating to the rig.

The subsea BOP system is a secondary well 
barrier that consists of  several well barrier ele-
ments (NORSOK D-010, 2013). The BOP sys-
tem can contain the well fluids and cut off  the 
drill pipe when the containment by the primary 
well barriers has failed. The BOP is temporar-
ily installed on the wellhead at the seabed. The 
BOP stack at the seabed is the assembly of  pre-
venters, and their auxiliary equipment, including 
control system equipment. The marine drilling 
riser is a pipe (typical 21-inch Outer Diameter), 
that extends from the drilling platform down 
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Acknowledging such aspects of the current BOP 
systems, the company Electrical Subsea & Drilling 
AS (ESD) and its R&D partner Kongsberg Mari-
time are developing a new design concept of elec-
trically operated BOP system. The main idea is to 
replace all the hydraulic components with equiva-
lent electrical components. Another concept is the 
technology for Electro-Mechanical (E/M) actuators 
that are operated without using hydraulic pressure.

The aim of  this paper is first to highlight some 
of  the reliability implications of  introducing the 
electrically operated BOP system. The second 
aim is to suggest an advanced approach for quan-
titative analysis of  the BOP availability. Petri nets 
are used to consider the effect of  regular testing 
(including repair time), which is not explicitly 
captured in the previous studies. The case study 
in section 4 gives a representative example on how 
to apply this approach in the availability analysis 
of  the current E/H BOP system. The case study 
is not intended for the electrical BOP, as the cur-
rently available reliability data is considered to be 
insufficient to support the anlysis. Once the data 
is available, however, the approach can be easily 
applied for the new design BOP system.

2 BOP SYSTEM DESCRIPTION

2.1 BOP well barrier elements

GL 070 (2004) defines the safety functions of a 
drilling BOP system; 1) Seal around pipe 2) Seal 
an open bore 3) Shear drill pipe and seal well off. 
These functions are achieved by different types of 
BOP well barrier elements and the items that are 
necessary to activate (open or close) the prevent-
ers (API RP53, 2012). Two types of preventers are 
used in a BOP system: the ram-type preventer and 
the annular type preventer. A ram preventer uses a 
pair of rams that linearly move for sealing the well-
bore, or shearing of a drill pipe. The types are: the 
pipe rams, the Blind Shear Rams (BSR) and the 
casing shear ram. The BSR is the only type of well 
barrier element that can shear the pipe and in turn 
seal the wellbore with rubber packers, such that no 
fluid can pass through the pipe and the annulus 
around the pipe. Pipe rams can seal around the 
drill string of a particular diameter, while the vari-
able bore rams are able to seal the tubulars with 
different diameters. Pipe rams may also be used 
to hold the tubular in position during shearing of 
the pipe. The annular preventer is a flexible rubber 
sealing element, a so-called ‘doughnut’ sealing ele-
ment, as it can embrace and seal any object inside 
the annular space of the wellbore. It has lower 
working pressure than the ram type BOPs and is 
positioned in the LMRP. Typical pressure rating 

of the annular preventer is 10-ksi in a 15-ksi rated 
BOP stack.

2.2 Electro-Hydraulic (E/H) control systems

The BOP control system today is based on E/H 
control systems, where Programmable Logic Con-
trollers (PLCs) converts operators’ command on 
the panel into electronic signals. The schematic of 
E/H control is shown in Figure 1. Solenoid valves 
then convert the electric signal to pilot hydraulic 
signals. The hydraulic signals are used to direct 
pressurized hydraulic fluid from the power sup-
ply on the topside and the subsea BOP mounted 
accumulators to operate the preventers. Numer-
ous valves, manifolds, and regulators are used to 
translate the input from the surface to subsea BOP 
stacks. For the power supply to operate the pre-
venters and connectors, hydraulic pressure supply 
is provide by a surface mounted Hydraulic Power 
Unit (HPU), hydraulic distribution (hoses and 
hard piping) and subsea hydraulic accumulators.

2.3 Reliability implication of electrical  
control system

The new concept of electrically operated BOP 
includes the use of electrical power supply with bat-
teries to replace hydraulic pressure energy, Electro- 
Mechanical (E/M) actuators, and the control sys-
tem consisted of only electrical components. The 
two types of actuators are being prototyped by the 
company ESD: 1) ram-type actuator which can be 
used for pipe rams and BSR 2) ring piston actuator 
for annular preventers and connectors.

Ring motors are used to power both the ram 
actuators and the ring piston devices. The output 
torque from the motor is transferred to the actua-
tion segment through transmission elements based 
on planetary gears and roller screw technology. 
The rotary motion of the electric motor is trans-
ferred to linear motion of the actuating element. 
An efficient power transmission is a key to produce 
sufficient force. Figure 2 is a simple presentation of 
the ring piston actuator used for annular preventer 
and connector.

The main focus with respect to ESD’s E/M 
actuator development has been on the blind shear 
ram application, because that application requires 
very high force in comparison to other ram func-
tions. Shear rams must generate forces necessary 
for cutting or sealing tubulars in the wellbore. Nor-
mal ram-type BOPs, for example, withstand 15-ksi 
working pressure, and shear rams are required to 
have cutting capacity of 900 Metric tons. The pos-
sible achievements of electrical BOP systems are: 1) 
Avoidance of common scenarios involving hydrau-
lic leakages and no discharge of hydraulic fluid to 
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Figure 1. Schematic of electro-hydraulic control and power supply used in the contemporary BOP control systems. 
Hydraulics fluids are transmitted to the BOPs for activation. Borrowed from Mærsk drilling center (2009).

Figure  2. Electro-mechanical ring piston concept by 
ESD. The rotary motion of the electric motor is trans-
mitted to the linear motion of the activation segment. 
Hydraulic modules can be removed with this design con-
cept (Dale, 2013).

the environment 2) no power loss due to increased 
ambient pressure at deep water, reduced weight 
and space, increased redundancy 3) Improvement 
in condition monitoring, instrumentation system: 

electronic and electro-mechanical components are 
inherently easier to accurately monitor than the 
hydraulic components.

E/M actuators are claimed to provide high force 
with dual redundant rotating motors, fast cutting, 
precise control and monitoring of stroke position/
applied force. An important, practical advantage 
of E/M operation is also that it is possible to have 
exact control over the applied force to provide the 
optimum operation during stripping operations 
through the annular preventer. The control system 
will automatically adjust the rubber element con-
traction and “back-off” during tool-joint passage. 
Applied force is measured and regulated with con-
trol of electrical motor power and direction.

3 SAFETY ANALYSIS OF BOP

A BOP, whether it is electrically or hydraulically 
operated, has some generic design and operational 
characteristics that must be addressed in a reliability 
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analysis. Some examples of such characteristic are 
what are the safety-critical functions, what per-
formance measures are relevant for safety, how 
to account for different types of regular testing 
(including repair time), and the efficiency of these 
tests. The mentioned topics are elaborated more in 
the following.

3.1 BOP safety functions

The BOP system may perform safety functions 
upon kick detection. The functions can be carried 
out either by manual or automatic activation of 
BOPs, depending on the operational conditions. 
In the normal operational mode, the operators 
activates one pod to control the hydraulic power 
supply. The pod is comprised of Subsea Electronic 
Modules (SEM) with PLCs and the hydraulic unit. 
The pod also sends information such as electronic 
riser angle indicator, BOP stack temperature, BOP 
stack pressure and accumulator pressure read-
back (Holand & Awan, 2012).

The BOP system can be considered to perform 
Safety Instrumented Functions (SIF) despite 
operational modes with the manual activation by 
operators. The BOP is operated in low demand 
mode, and the average Probability of a dangerous 
Failure on Demand (PFDavg) is used to determine 
the Safety Integrity Level (SIL) (IEC 61508, 2010). 
PFDavg can be understood as the mean propor-
tion of downtime in an interval, and it is inter-
preted as the probability of an item not being able 
to function upon demand (Rausand & Høyland, 
2004). Minimum SIL 2 of the critical BOP SIFs is 
required by GL-070 (2004).

3.2 BOP testing

Testing is performed to confirm correct response 
to failures, and retain correct performance of a SIS 
(Rausand, 2014). Current BOP systems requires 
two types of regular tests: Function Test (FT) and 
the Pressure Test (PT) (NORSOK D-010, 2013; 
API RP 53, 2012). A function test is carried out to 
verify BOP operability. Dangerous failure modes 
involving closing and opening of BOPs and the 
pump capability for hydraulic supply are tested. 
A pressure test is to verify the pressure contain-
ment capability by applying pressure to BOPs. FT 
is required to be carried out every 7  days. PT is 
required to be performed every 14 days by BSEE 
regulation (2014), while API RP 53 (2012) requires 
the interval of 21  days. NORSOK D-010 has 
revised the requirements from the interval of 14 to 
21 days, on the ground that running of tools and 
pressure testing can be a high risk activity before 
the bore is cased off. It should be noted that rated 
pressure is applied for the PT and it cannot be  

considered as proof testing of cutting ability of 
ram preventers.

3.3 Possible improvement for the safety functions

Electronic and electro-mechanical components 
are inherently easier to accurately monitor than 
the hydraulic counterparts. The improved BOP 
instrumentation features is expected to enhance 
real time safety and management during the opera-
tion of the BOP system, and drastically reduce the 
time consumed for in-between well maintenance 
through the Condition monitoring functionality:

1. All CPUs, communication lines and electri-
cal wiring will be continuously controlled by a 
health monitoring system. The fault of electrical 
equipment shall be monitored, data to be stored 
locally and sent to the vessel’s Control System 
& Information Management System. For exam-
ple, an accelerometer shall be mounted in the 
electrical motor compartment to measure the 
vibration

2. System performance, such as stroke, speed and 
torque of all actuators and motors shall be con-
trolled, monitored and logged.

3. Sensors for wellhead fatigue measurement can 
be implemented in the BOP wellhead connec-
tor and be interfaced with a riser monitoring 
system. Addressing wellhead fatigue issues and 
proving sufficient margin for drilling operations 
has been a growing challenge for the oil and gas 
industry over the last decade. The subsea con-
trol system hardware shall be fitted in cylindri-
cal canisters that can be separately pulled and 
replaced during operation.

4. For redundancy, back-up Hydro-acoustic 
controls to be interfaced with the new solu-
tion All retrievable devices shall be connected 
with ROV operated connectors. All retrievable 
devices shall be connected with ROV operated 
connectors

4 QUANTITATIVE ANALYSIS

4.1 Reliability Block Diagram (RBD)  
driven Petri Nets

A Reliability Block Diagram (RBD) can be used to 
illustrate a system safety function that are broken 
down to component functions. A RBD gives the 
logical relationship between component functions 
by structuring each block (rectangle or square) 
that represents binary states (functioning/failed) 
(Rausand, 2014). It is possible to combine Petri 
Net analysis (which allows modeling of multiple 
states of components) with RBDs (that maintain a 
structure which is easier read), which is referred to 
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as RBD driven Petri nets. In a Petri net transitions 
between different states can be either stochastic 
or deterministic, and the stochastic transitions 
allow different types of distributions. RBD driven 
Petri nets can add dynamic features by taking into 
account effects of tests and repair, operational 
strategies in the presence of component failures, 
and component reliability.

4.2 Case study

A component or a module of the RBDs can be 
replaced with Petri nets. An example of a RBD for 
each BOP system with different operating princi-
ples is shown in the Figure 3. Petri Nets model is 
carried out to represent the states of components 
in the RBD. The traditional (electro-hydraulic 

operated) BOP system has chosen to be the subject 
of this analysis due to the availability of reliabil-
ity data repair in Holand (2009), Holand & Awan, 
(2012) and Hauge et  al. (2012). The input data 
such as failure rates and time consumed for testing 
is shown in Table 2. 

The focus of this case study is to estimate the 
unavailability of the function of a BSR that are 
under the effect of two types of regular testing and 
repairs. GRIF workshop demonstration version 
(GRIF, 2016) is used for the configuration of Petri 
Net and the simulation for obtaining the aver-
age Probability of Failure on Demand (PFDavg). 
 Figure 4 illustrates the Petri net model built to treat 
Function Testing (FT) and Pressure Testing (PT) 
of a ram-type preventer. It is assumed that FT can 
reveal the failures of preventer and the associated 

Figure 3. Simplified RBDs for a E/H BOP control system (above) and an electrical BOP system (below).
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control devices involving opening and closing of 
BOP. The ability of preventer to withhold the well 
pressure is tested in FT. The FT in this Petri nets 
does not cover the cutting ability of BSR.

Two type of variables, predicates and assertions 
are used. Predicate represent the pre-condition 
of transition, while assertion denotes the result 
of transition. For instance, ‘? pfail  ==  0’ and ! 
pfail = pfail+1’ imply that the working component 
A can move to the failed state (pfail = 1) as a result 
of the stochastic transition. And Table 1 describes 
the Petri net model. 

Jin and Rausand (2013) demonstrates the 
PFDavg of a k-out-of-n (koon) system that is sub-
jected to both periodic PST and the Proof Test 
(PT). Formula (1) is PFDavg derived without con-
sidering Common Cause Failure (CCF).
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(1)

where θ  =  PST coverage; �τ   =  PST interval 
τ ττ τ=τ ττ τmτ τ�;τ τ ;τ τ  and (m−1) = number of PSTs in each PT 
interval;

The main assumptions are:

1. The channels in koon system are identical with 
the constant DU failure rate.

2. All the tests are carried out simultaneously for n 
channels, and testing and repair

3. Repair time is negligible. Once a failure is 
revealed by PST, it is repaired immediately

4. The failure revealed by PT is not affected by 
PST

Table 1. Places and transitions in the Petri nets.

Element
State (with a place holding a 
token) /Event

Place: Working_FT_A State: no fault that can be 
revealed by FT

Transition: Fail_FT_A Event: occurrence of a failure 
that can be revealed by FT

Place: Working_PT_A State: no fault that is only 
revealed by PT

Transition: Fail_PT_A Event: occurrence of a failure 
that can be revealed by PT

Transition: Repair_FT Event: fix of the fault revealed 
by FT

Transition: Repair_PT Event: fix of the fault revealed 
by PT

Transition: FT Event: Function test
Transition: PT Event: Pressure test

Table 2. Input data.

Parameter Value

Function testing interval 168 hours (7 days)
Pressure testing interval (1) 336 hours (14 days)
Pressure testing interval (2) 504 hours (21 days)
Average time consumed for 

pressure testing
14.33 (hours)

Average time consumed for 
function testing

0.71 (hours)

Failure rate λ 4.3⋅10–5 (Per hour)
Failure rate λPT 

(detected by PT)
2.8⋅10–5 (Per hour)

Failure rate λFT 
(detected by FT)

1.5⋅10–5 (Per hour)

Average time consumed 
for Repair

6.1 (hours)

Figure  4. Example of a Petri nets for a ram-type 
preventer.
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4.3 Result

The estimated PFDavg of 1oo1 BSR and 1oo2 BSRs 
are attained from the Monte Carlo simulation in 
GRIF. The simulation duration is set to be 3 years, 
since the BOP overhaul interval is 3 to 5 years. 
Firstly, estimation of PFDavg without including 
of testing and repair times are shown in Table 3, 
which exhibits close values with the approximation 
formula (1). The extended PT test interval from 14 
to 21 days gives the increase in PFDavg, but without 
changing the exponents of the numbers. Table  4 
and Table 5  show simulation results of three dif-
ferent cases with consideration of: 1) repair time 
2) consumed time for testing 3) both repair time 
and consumed time for testing. It is shown that the 
repair and testing times result in small increment 
of the PFDavg.

5 DISCUSSION

The case study is applied to a single device of E/H 
BOP system. The approach is the point of depar-
ture which can eventually extend to a system level 
model, where the whole the BOP system function 
from the initiation to closure of minimum number 

of BOP actuating devices, in light of the mode of 
operation. The result shows that the shorter test 
interval gives higher availability. However, risk 
introduced by performing test and cost of non-
productive time are not analyzed. On the other 
hand, the company ESD addresses that electrical 
BOP should have different testing strategies. Pre-
ventive and corrective maintenance on the control 
system can be triggered based on condition moni-
toring mentioned in the section 3.3. According to 
the ESD’s claim, electrical BOP can reduce the time 
consumed for testing and the preparations prior 
to operations by means of early detection of any 
degraded performance. It is expected that less fail-
ures are reported with electrical actuation, as all the 
hydraulic and electro/hydraulic valves are removed. 
Less unscheduled stops and lifting of BOP to the rig 
can be also assumed. This aspect therefore presents 
the need to investigate testing efficiency and repair 
and restoration times with new operational strategy 
of an electrical BOP. Besides, the new BOP system 
will have various sensors, which continuously pro-
vide feedback to the control system and the motor 
control that provide actuation data. Such new com-
ponents will introduce new failure modes, and these 
must be carefully analyzed to calculate the associ-
ated reliability parameter.

6 SUMMARY AND CONCLUSION

This paper identifies key characteristics of elec-
trical BOP system. This new design may improve 
safety availability of BOP systems and contrib-
ute to the risk reduction during drilling. The case 
study demonstrates Petri net modelling for avail-
ability analysis for an E/H BOP to consider two 
types of regular testing with different intervals. To 
apply the method for an electrical BOP, it is neces-
sary to make reasonable estimates for failure rates 
based on qualification testing, since no operational 
experience has not yet been obtained for such sys-
tems. Despite the uncertainty, it is important to 
develop and carry out quantitative analyses that 
can support decision-making for optimizing the 
design and operation of the BOP systems.
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