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Abstract— A key requirement in 5G networks is the 

demand of minimizing transport delay. In this paper 

we propose and explore novel mechanisms for 

minimizing packet delay and delay variation in 5G 

mobile transport networks. Differently from 

mechanisms described in the literature and 

standardization for deterministic delay aggregation, 

a novel method using a time-window combined with a 

timeout-based approach, is proposed. The goal is to 

achieve bounded delay aggregation of traffic, suitable 

for application in fronthaul transport. We propose an 

asynchronous approach to deterministic networking, 

enabling Bounded Delay Transmission (BDT). 

Exploration of parameters for controlling the 

maximum delay and Packet Delay Variation (PDV) of 

the aggregated traffic is performed by simulation, 

and practical demonstration is shown in an 

experiment. Using the proposed mechanisms, we 

show that the delay and PDV can be bounded below 

20 microseconds with up to 85-90% carried load of the 

aggregated flows. Hence, we demonstrate their 

suitability for delay sensitive fronthaul transport and 

future applications in 5G networking. Experimental 

results demonstrate that the practical 

implementation of the mechanism is viable. Thus, it 

motivates the extensive analysis performed through 

simulations. 

 
Index Terms—5G, delay, eCPRI, fronthaul, IHON, 

TSN, PDV 

 

I. INTRODUCTION 

obile fronthaul is a key enabler for the 5G transport 

network in 5G mobile networks. By centralizing the 

higher layers of baseband processing functions, currently 

residing in the radio, a more cost-efficient network design 
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can be accomplished [1, 2]. The functions are then split into 

a Base Band Unit (BBU) and a Remote Radio Head (RRH), 

which are separated and connected by a low delay/delay 

variation and high throughput network segment called 

fronthaul. Until recently, Common Public Radio Interface 

(CPRI) and Open Base Station Architecture Initiative 

(OBSAI) have been the preferred protocol formats for 

fronthaul. However, considerable effort is being devoted to 

migration to Ethernet transport for fronthaul deployment. 

In fact, while CPRI and OBSAI are protocols designed for 

mobile fronthaul only, Ethernet is a packet-switched 

standard in constant enhancement, widely used in both 

telecom and enterprise networks. 

Recent initiatives for introducing Ethernet in fronthaul 

transport include studies in the CPRI Cooperation with the 

new industry standard enhanced CPRI (eCPRI) [3], IEEE 

1914 working group with IEEE 1914.1 Next Generation 

Fronthaul Interface [4], IEEE 1914.3 Radio over Ethernet 

[5], xRAN Fronthaul Specification [6], and IEEE 802.1CM 

Time Sensitive Networking (TSN) for fronthaul [7]. 

However, applying Ethernet in mobile fronthaul puts a new 

level of performance requirements, especially for delay, 

delay variation, packet loss, and reliability parameters [8]. 

For example, in IEEE 802.1CM, the maximum end-to-end 

one-way delay for fronthaul is set at 100 µs, including fiber 

and Ethernet bridge delay. Delay requirements are 

therefore identified to be one of the most challenging 

parameters to fulfill using packet-switched Ethernet 

systems since they were not originally designed for delay-

sensitive networks.  

In this paper, novel mechanisms for bounding the delay 

and the Packet Delay Variation (PDV) in packet-switched 

networks are proposed and analyzed. Differently from our 

earlier works on aggregation using containers and 

synchronization packets for achieving fixed delay transport 

[9], the mechanism proposed here, namely Time-Window 

with Timeout (TWT), is asynchronous and can achieve a 

Bounded Delay Transmission (BDT) that does not rely on 

synchronization packets. Additionally, it is tolerant for PDV 

added by nodes in the network path. In [10] we have 

proposed aggregation and add/drop of traffic streams using 

a Time-Window (TW) approach and performed a first 

experimental verification. In this paper we extend this work 

by simulating both the TW and the new TWT mechanism 

within an extensive parameter space and compare baseline 

simulation results with experimental results.  

The outline of the paper is as follows: In section II we 
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review emerging standards and already proposed 

mechanisms to control delay. In section III we discuss the 

delay components in packet switched fronthaul and how 

these components influence PDV and delay. In section IV 

the TW and the new TWT bounded delay mechanisms are 

described. In section V numerical evaluations obtained by 

simulation are presented and discussed. In section VI 

experimental results are shown demonstrating baseline 

performance for the TW mechanism and motivating the 

exploration of the TWT mechanism. In section VII 

conclusions of the work are drawn.  

II. EARLIER WORKS ON MECHANISMS FOR CONTROLLING 

DELAY IN PACKET-SWITCHED FRONTHAUL  

A. Earlier works on fixed delay mechanisms 

Mechanisms for enabling deterministic delay can be 

found both in research literature and in standardization. In 

literature, solutions related to the jitter control while 

encapsulating CPRI flows into Ethernet frames have been 

proposed [8]. Furthermore, several approaches to control 

and minimize delay by applying synchronization in packet 

switched networks have been described in the literature. In 

the Time Shared Optical Network (TSON) [11], contention-

free optical switching and transport of time-slots across one 

or multiple wavelengths per service is proposed. The ability 

of TSON to transport several different protocol formats, like 

Ethernet and CPRI has been demonstrated [12]. In [13] 

“optical Ethernet (OE)” a method using containers with 

Forward Error Correction (FEC) in time-slots is proposed. A 

key property of OE is that intermediate nodes only examine 

the container header for distinguishing between transit 

traffic and traffic destined for the local node, while transit 

containers are forwarded in a cut-through-like manner 

without adding queuing delay.  

 

Different from the time-slotted approaches mentioned 

above, Integrated Hybrid (packet/circuit) Optical Networks 

(IHON) enables a fixed delay traffic class combined with a 

statistically multiplexed traffic class. This has been 

proposed and experimentally demonstrated in [9]. There are 

two mechanisms: a priority mechanism, and an aggregation 

mechanism requiring synchronization. The priority 

mechanism enables a high priority traffic stream to be 

processed with fixed delay while receiving absolute priority 

over lower priority streams.  

Fig.1 illustrates the priority mechanism, and shows how 

packets of the lower priority Statistically Multiplexed (SM) 

traffic are inserted in gaps, i.e. Time-Windows (TWs), 

between the packets in the high priority Guaranteed Service 

Transport (GST) traffic stream. SM packets are inserted 

only when the TW is sufficiently large to fit the packet. The 

SM packet selector searches through the first packet in each 

of the N queues for a packet of suitable size for any 

available TW in the GST stream. For observing that the TW 

is sufficiently large for SM packet insertion, the GST traffic 

receives a fixed delay corresponding to the duration of a 

maximum sized SM packet. For Ethernet networks this will 

correspond to the duration of a Maximum Transmission 

Unit (MTU) packet. Since all GST packets receive the same 

fixed delay, and SM packets are inserted only in fitting 

TWs, the number of bytes between the GST packets can be 

preserved, inducing no PDV on the GST traffic. This enables 

full isolation from the SM traffic on the GST traffic. The 

mechanism relies on monitoring packets and gaps arriving 

in the GST stream and does therefore not rely on any 

synchronization of the network. In the illustration, the 

smaller SM packet in the first queue arrives after the larger 

one in the second queue, but is transmitted earlier because 

a small gap first becomes available. Experiments 

implementing IHON on Ethernet do however show some 

PDV being induced by the Ethernet MAC [9]. However, the 

PDV typically corresponds only to a fraction of the duration 

of an MTU packet. 

 

 

 
Fig. 1. Asynchronous mechanism for insertion of lower priority 

Statistically Multiplexed (SM) traffic in a high priority time-

sensitive Guaranteed Service Transport (GST) traffic stream. 

 

Deterministic end-to-end delay through a network can be 

achieved by combining the described priority mechanism 

with the IHON aggregation and de-aggregation mechanism.  

The aggregation mechanism is based on aggregating 

packets in virtual containers starting with a 

synchronization and control information packet. When 

aggregating a packet stream in a container, the stream is 

sliced in pieces fitting into fixed length containers. Both 

packets and gaps of the stream are preserved and fitted into 

the container, enabling an exact reconstruction of the 

streams at the de-aggregation side, without adding PDV. 

The containers from the streams being aggregated are then 

multiplexed container by container into a higher bitrate 

stream. Hence, nodes involved in aggregation and de-

aggregation rely on being synchronized. An experimental 

demonstration using Ethernet, implemented in an FPGA, 

has proven the viability of the approach [9]. 

 

B. Standardization on controlled-delay Ethernet 

In standardization, especially within Ethernet, there has 

been a high activity on mechanisms for controlling and 

minimizing delay. The IEEE 802.1 working group 

standardizes Ethernet and mechanisms for Time Sensitive 

Networking (TSN). A comparison of TSN and IHON 

mechanisms is found in [14]. Both TSN and IHON contain 

different mechanisms for both priority and aggregation 

ensuring deterministic QoS. The TSN priority mechanism is 

based on preemption and does not rely on synchronization 

in the network. The IEEE 802.1Qbu [15] defines how lower 

priority Ethernet frame transmission (preemptable traffic) 

can be interrupted by high priority (express) traffic frames. 

The principle is illustrated in Fig. 2.  
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Fig. 2. Preemption mechanism as defined in IEEE 802.1Qbu. An 

additional delay is added to the high priority express traffic while 

waiting for the lower priority traffic to be preempted.  

 

Since the lower priority frames can be fragmented, the 

transmission of a low priority frame can continue after the 

interruption from a high priority frame. While the 

mechanism minimizes delay for the express traffic, some 

PDV is added. Preemption is performed only if 60 bytes or 

more of the preemptable frame have been transmitted and 

64 bytes or more, including the frame’s 4 Byte CRC, remain 

to be transmitted. Including 7 Byte Ethernet preamble, 1 

Byte start frame delimiter, and 12 Byte minimum inter-

frame gap, 155 (60+63+7+1+12+12) Bytes (1240 bit) of delay 

may be added [7]. Since the delay is zero if no preemptable 

packet is present, the PDV of the high priority stream 

corresponds to the duration of 155 Bytes. Furthermore, as 

MAC addresses are not added to any packet fragments, the 

mechanism only works hop-by-hop between bridges 

supporting the 802.1Qbu standard. 

The IEEE 802.1Qbv [16] enhancement for scheduled 

traffic defines a method based on time-aware scheduling to 

manage link access by a set of queues associated to input 

links. For each queue, there is a transmission gate that 

allows frames to be transmitted when the gate is open and 

blocks frames from transmission when the gate is closed. By 

going round-robin, opening and closing the gates, a 

deterministic aggregation of packets from the queues into a 

higher bitrate link is enabled. This allows for a bounded 

delay approach, but differently from the IHON aggregation 

mechanism, it does not preserve the gaps between the 

packets in the streams while aggregating them. Hence, if 

packet streams are arriving asynchronously, a fixed delay 

as in IHON cannot be achieved. Furthermore, IEEE 

802.1Qbv requires synchronization. A global network 

synchronization based on the IEEE 1588 [17], Precision 

Time Protocol (PTP), is proposed.  

Another mechanism defined by IEEE, not requiring 

synchronization while still bounding delay, is the IEEE 

802.1Qcr Asynchronous Traffic Shaper (ATS) [18]. The 

shaper assigns an eligibility time to all incoming packets. 

These eligibility times are applied for selecting packets for 

scheduling. Packets are dropped if they stay too long within 

the bridge, i.e. beyond a predefined residence time. This 

mechanism has the ability to control and reduce the 

maximum delay through the eligibility time assignment. 

Furthermore, the eligibility time assignment may be 

performed according to the QoS marking of the incoming 

packets, enabling QoS differentiation on delay. Assigning an 

eligibility time implies a set of calculations to be performed 

for each packet. The mechanisms proposed in this paper are 

for asynchronous networks. As for the Qcr mechanism they 

aim at reducing maximum delay. A key difference from the 

IEEE 802.1Qcr mechanism is that per packet computations 

are not needed, easing implementation of the mechanism for 

processing of high bitrate streams like 100 Gb/s and above. 

III. DELAY ELEMENTS IN ETHERNET-BASED 

FRONTHAUL NETWORKS 

When an Ethernet switch aggregates packet traffic, 

statistical multiplexing is applied resulting in a set of delay 

components being added. Assuming fronthaul traffic being 

generated according to the CPRI standard, mapping is 

needed to encapsulate CPRI frames into Ethernet frames 

[8]. This introduces a fixed serialization delay contribution 

that is a function of the CPRI source traffic speed and the 

Ethernet frame length. The Ethernet node introduces a 

further processing delay depending on the input interface 

speed, if store-and-forward operation is applied. A further 

contribution is represented by the transmission delay, i.e. 

the time needed to transmit the Ethernet frame, including 

its header, on the output interface: this is given by the ratio 

between the length of the frame (bits) and the speed (bit/s) 

on the output interface. If traffic bypasses through 

interfaces having the same speed, cut-through operation is 

shown to reduce the delay down to a few ns, e.g. 6.4 ns as 

shown in [8]. In addition to these contributions, which are 

constant, a variable contribution is represented by queuing 

delay, originating from statistical multiplexing and 

contention. Hence an Ethernet frame carrying CPRI traffic 

is affected by both the constant delay and variable delay 

components added at each node. This delay is accumulated 

node-by-node along a multi-hop path. Furthermore, the 

propagation delay due to the propagation time in the fiber 

links between each node pair must be taken into account. 

This added delay corresponds to 5 microseconds per km of 

fiber. 

The maximum end-to-end delay must be compliant with 

the service constraints. Those services that are not tolerant 

to delay variation, e.g. CPRI, require compensation based on 

using a playout buffer. The playout buffer, while 

compensating the delay variation, introduces a fixed delay. 

This, as a minimum, should correspond to the peak PDV, 

thus, contributing to an increase in the overall end-to-end 

delay. 

For fronthaul transport networks the overall delay must 

be limited to less than 100 microseconds over the multi-hop 

paths from the RRH to the BBU [7]. As a consequence, the 

PDV must be limited at values that can be compensated by 

the playout buffer within the available delay budget. If the 

PDV in the nodes is small, the delay added by the playout 

buffer may be negligible compared to the other delay 

components along the path. In such a case, the size of the 

playout buffer may be fixed within a defined maximum 

number of nodes in the network path. This may simplify 

and ease network planning and deployment.  

The delay constraints need to be met both for traffic 

traversing a multi-hop path and for any fronthaul traffic 

added at any node within the transport network to a 

bypassing traffic stream (BP). The BP traffic, coming from 

the network, is a fronthaul traffic already impacted by PDV 

added by packet nodes (e.g. Ethernet switches) in the path. 

The BP traffic is aggregated with traffic generated by an 
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RRU (ADD) to be transferred to a BBU. Performing this 

aggregation with statistical multiplexing introduces a 

variable delay, potentially violating the required delay 

constraints. This requires the adoption of Ethernet switches 

enhanced with mechanisms for bounding both delay and 

PDV.  

IV. BOUNDED DELAY MECHANISMS: THE TIME-

WINDOW APPROACH 

This section describes how one or more input “ADD” 

packet-streams, collected in one or more input queues of a 

switch, may be added with bounded delay onto an incoming 

bounded delay packet stream which passes through the 

node, referred to as a delay-bounded bypassing stream, 

“BP”. The approach does not rely on compatible nodes (as 

e.g. IEEE 802.1Qbu preemption), is asynchronous and is 

reusing the principle of the priority mechanism from IHON, 

but with the goal of aggregating streams of equal priority. 

The target is to minimize or even avoid the PDV added to 

the BP stream, while minimizing and bounding the delay of 

the ADD stream. A time-window (TW) based mechanism is 

first considered, where, by relating it to the IHON TW 

scheme, the BP is identified as the bypassing GST class and 

the ADD is identified as the SM class. This mechanism sets 

requirements to the occurrence of sufficiently large gaps in 

the BP for enabling a bounded delay on the ADD. Then, a 

second mechanism is proposed, the Time-Window with 

Timeout (TWT) mechanism, which does not set 

requirements to traffic patterns and enables bounded delay 

and PDV both on the BP and the ADD. 

 

A. ADD Insert Using TW  

By using a time-window as described in [9], packets from 

one or more input-queues may be inserted in a gap of 

suitable size in a bypassing packet stream enabling a fixed 

delay (zero PDV) on the bypassing packet stream. When 

inserting ADD in vacant gaps, it can be arranged that there 

will be a gap of suitable size for a defined amount of data to 

be inserted. The data may consist of a single packet, a burst 

of packets or a collection of packets and gaps. The packets to 

be inserted, variable or fixed sizes, can be aggregated 

through statistical multiplexing or can be occurring from a 

single source (like a fronthaul RRH) or from a static 

multiplex of packet sources (like a fronthaul gateway 

aggregating traffic from multiple RRH). The principle is 

illustrated in Fig. 3.  

 

 
Fig. 3. TW based insertion of ADD packets in idle inter-packet gaps 

of a BP packet stream. 

 

ADD packets wait for a gap of sufficient size (the time 

window TW) and, as a consequence, experience a variable 

waiting time. If gaps of sufficient size are temporarily 

unavailable in the BP, the traffic to be inserted will stay in 

the queue until gaps become available. 

 

B. ADD Insert Using Time-Window with Timeout 

(TWT) 

However, even if there are pre-planned gaps in a BP 

bypassing traffic stream, PDV imposed by the physical layer 

of intermediate nodes in the traversed network path may 

shorten these gaps, making them too small for the ADD 

packets to be inserted. To avoid this, the condition for 

inserting packets may be changed from a fixed idle time 

gap, equal to the ADD packet’s service time, to a shorter 

one, or even insertion when there is no gap present. The 

insertion, consequently, introduces some tolerance to the 

PDV of the BP traffic.  

An example where the gap size is smaller than the size of 

the data to be inserted is illustrated in Fig. 4. In case this 

gap is used for insertion of ADD traffic, the BP is delayed, 

and a certain amount of PDV is added to BP. A methodology 

to insert ADD traffic ensuring a balance where both the BP 

and ADD traffic experience a bounded delay and PDV, is to 

introduce a timeout mechanism so that ADD packets will 

always be inserted if they have not found any suitable TW 

within a specified maximum time-interval, the timeout  To. 

Hence, if no suitable TW is found in the BP traffic within To, 

the ADD burst is scheduled for transmission in e.g. the next 

coming TW that is after the transmission of the current BP 

burst is completed. This mechanism is here referred to as 

Time-Window with Timeout (TWT) and an example is 

illustrated in Fig. 4. In practice, if an idle time-window 

(gap) of pre-defined size according to the ADD burst 

requirements (TW_min) is not occurring within a pre-

defined time (To) the ADD burst will be given priority and 

inserted in the BP in the next available gap (TW_available). 

 

 
Fig. 4. Forced insertion of ADD packets into the BP packet stream 

by extension of the TW to the sum of the durations of the inserted 

packets.  

 

However, as can be seen from Fig. 4, if the TW is smaller 

than the duration of packets and gaps being inserted, the 

result is an induced PDV on the BP. Hence, for minimizing 

PDV and delay on both the ADD and BP streams, a suitable 

To should be found. 

The applied algorithm is described in Fig. 5. The insertion 

is forced when To expires, thus, causing insertion of the 

ADD immediately after the end of transmission of the 

current BP burst. 
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Fig. 5. Flow diagram of the TWT algorithm. 

 

This mechanism introduces PDV on both traffic, PDVADD 

and PDVBP, respectively. In fact, BP is affected by the forced 

insertion of ADD traffic when the timeout expires and ADD 

is influenced by the time needed to find a suitable TW, 

which can be variable. Hence, the introduction of the 

timeout allows bounding both the delay of the ADD traffic 

and of the BP. The trade-off that will make the reciprocal 

influence as much balanced as possible motivates our 

simulation analysis. 

V. SIMULATION RESULTS 

To evaluate and compare the performance of the above 

different mechanisms, a Bounded Delay Multiplexer (BDM) 

is considered, as shown in Fig. 6, representing the 

aggregation function implemented in an Ethernet switch. 

Traffic coming from N antennas on N 10 Gbit/s channels is 

aggregated on a 100Gbit/s channel and added to a bypassing 

traffic that is assumed to be generated by peripheral 

antennas interconnected and being shaped by the network. 

The objective is to evaluate the reciprocal impact of the BP 

and ADD traffic, and the resulting traffic’s delay and PDV 

on the output link, induced by the proposed mechanisms. 

 

Added (ADD) traffic
from N antennas
@100Gbit/s

Bypass (BP) traffic
from the network
@100Gbit/s

output
@100Gbit/s

Bounded Delay 
Multiplexer

 
 

Fig. 6. Reference scheme used in simulations 

 

 

The following assumptions on input traffic are made. The 

ADD traffic is assumed as ON/OFF with constant ON 

periods corresponding to one or more Maximum 

Transmission Unit (MTU) sized packets generated by the 

antennas. MTU is 1522 byte, 1518 byte with a 4 byte VLAN 

tag emulating eCPRI over Ethernet [3], i.e. fronthaul 

streams are tagged for differentiating the fronthaul traffic 

classes. The MTU transmission time at 100 Gbit/s is then 

TMTU= 121.76 ns. The OFF periods are constant, and by 

adjusting their duration the ADD load is adjusted. The ON 

periods are assumed to be 3 or 6 TMTU, with a corresponding 

ON time Ton,add = 3 TMTU or 6 TMTU. The ADD load is varied, 

with the maximum load set to ρadd = 0.5.  

 To avoid random distribution of gaps between packets in 

the Bypass Traffic (BP), packets are added as soon as a 

suitable gap is found in the BP, creating bursts of packets in 

the BP. Hence, as a result the gaps are not randomly 

distributed, but occurs as bursts of gaps between bursts of 

packets. The bypass traffic (BP) is ON/OFF with constant 

ON periods emulating aggregated flows from peripheral 

antennas. For analyzing the impact of the added traffic, the 

ON period is assumed to consist of a constant number M=5 

MTUs (5x1522B). This emulates a burst of added packets 

originating from several eCPRI sources. Therefore, packets 

are added as soon as possible after a BP packet. A PDV is 

assumed added by the network on the BP traffic, resulting 

in a shaping effect when traversing the network. For 

representing the PDV, a negative exponential distribution 

of the OFF periods is assumed. The physical layer induced 

PDV is challenging to characterize. Research either based 

on measurement [19], [20] or theoretical work [21], has 

shown that while in the core networks the traffic exhibits 

non-Poisson behavior, in access parts of the network, after a 

few levels of aggregations, the arrival process behaves as 

Poisson. Thus, a negative exponential distribution of the 

packet delay is applicable for the generating function in 

traffic emulators. Thus, the negative exponential 

distribution has been used in the simulations for emulating 

the delay variation induced by the physical layer. The 

resulting bypass traffic load is set to ρbp = 0.5. 

As a consequence of the above assumptions, the ADD 

traffic is initially not affected by PDV (PDVADD=0) while the 

BP traffic has a PDVBP represented by the exponential 

distribution of the OFF periods. This PDV can be thought as 

the result of addition of network variable delay on an 

original flow with the same load ρbp = 0.5 and constant ON 

and OFF periods both equal to 5 TMTU. The packet delay 

variation of the BP traffic, indicated with PDVBP, is 

calculated for each OFF period generated by the simulator 

by taking the difference with respect to the original traffic 

with constant OFF periods (enabling gaps for ADD 

insertion) equal to 5 TMTU. 

Results are obtained by varying the value of the total 

offered load TOT = bp + add by varying add, the number of 

MTUs during the ON period of the ADD traffic, and the 

value of the time out To during which the burst to be added 

may wait for a suitable TW. The delay D introduced by the 

aggregation process, the resulting PDVBP and PDVADD, as 

well as the output load TOT are then evaluated by an event-

driven simulator, specifically developed using the C 
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language. Results are taken as an average of 60 simulations 

for each evaluation, with a confidence interval less than 8% 

at 95% confidence level, for evaluations up to TOT = 0.95. 

The characteristics of the basic TW system without using a 

timeout To is illustrated as a reference in Fig. 7, showing 

the maximum and average delay introduced by the BDM on 

BP and ADD traffic, for TON,ADD = 3 TMTU or 6 TMTU when 

To= ∞. With these parameters an ADD burst waits until a 

sufficiently large gap is found for containing the burst (3 or 

6 TMTU). The BP traffic then shows a delay caused by the 

BDM, corresponding to a constant time equaling the 

duration of 3 or 6 TMTU, that is 366 ns and 731 ns, 

respectively. The ADD traffic has a maximum delay that is 

above 10 microseconds even at lower load TOT = 0.6. The 

ADD traffic delay suddenly increases at loads TOT that 

depend on TON size, approximately at 0.75 and 0.85, for 

TON=3 and 6 TMTU, respectively, as the load add increases 

with TOT. This means that this basic TW mechanism is 

effective only to limit the BP traffic delay, as expected. 

Instead, just waiting for a suitable time-window is not 

sufficient for bounding the delay of the ADD traffic. A 

possible solution using the TWT with timeout is therefore 

explored.  

 

 
Fig. 7. Average and maximum delay of ADD and BP traffic when 

To= ∞, as a function of the total offered load TOT, varying the load of 

the ADD traffic (TON,ADD), while bp=0.5. 

 

As a limiting case, the ADD traffic can be immediately 

inserted in the BP, that is a timeout To=0 is assumed, that 

will also be a reference for further evaluations. Figure 8 

shows the delay analysis with To=0, corresponding to a 

strict priority of the ADD traffic, assuming TON,ADD=6 TMTU. 

In this case, the maximum delay of the ADD traffic is 

bounded to around 608 nanoseconds, that is equal to 5 TMTU. 

Instead BP shows a delay bound 21 s with TOT=0.95. In 

addition, Fig. 9 shows the max PDV of the ADD and BP 

traffic at the BDM output and the contribution given by the 

BDM. As can be seen, the maximum PDVBP of the BP traffic 

on output is limited to values below 12 microseconds and is 

even reduced at high values TOT=0.95, that is when the 

ADD traffic starts saturating the output channel. When the 

traffic on the output channel is close to the saturation, there 

is always ADD traffic to be inserted into the BP traffic soon 

after the completion of a BP packet transmission. By forcing 

ADD packets even in small gaps, the BP flow becomes more 

regular, hence its PDV tends to drop. Going into a more 

detailed analysis, Fig. 10 shows the average PDVBP that 

varies up to a maximum of 484 ns. These low average values 

are explained by Fig. 11 reporting the complementary 

cumulative distribution function of the PDVBP, outlining 

that most values are below 2 s, so that the resulting 

average values shown in Fig. 10 are below 500 ns for any 

value of the load. Hence, for this case (To=0), the delay and 

PDV of the ADD traffic are only slightly affected by the 

mechanism, caused by the time needed by an ADD burst to 

wait for a BP burst finishing its transmission on the 

channel. 

Fig. 8. Average and maximum delay of ADD and BP traffic when 

To= 0, as a function of the total offered load TOT, with TON,ADD = 6 

TMTU, bp=0.5. 

 
Fig. 9. Maximum PDV of ADD and BP traffic when To= 0, as a 

function of the total offered load TOT, with TON,ADD = 6 TMTU, bp=0.5. 

 

For mitigating the effect of the ADD traffic on the delay of 

the BP traffic, and potentially further compensate the 

network PDV on the BP traffic, different timeout values of 

To = 3,6,9 TMTU, are considered. The objectives are to enable 

a slower delay increase with the load and to limit the 

maximum delay of the BP traffic. In Fig. 12 the maximum 

delay of the ADD traffic with TON,ADD = 6 TMTU is bounded to 

3 microseconds for any value of the timeout To. On the 
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contrary, the maximum delay of the BP still increases with 

the load, even though it is bounded to 10 s up to the 

carried output load TOT=0.9. In this situation we cannot 

increase the To further if we want to maintain a low 

maximum delay of the ADD traffic. In fact, by increasing 

the value of To , the maximum delay value of the ADD traffic 

increases as well.  

 

 

 
Fig. 10. Average PDV of ADD and BP traffic when To= 0, as a 

function of the total offered load TOT, with TON,ADD = 6 TMTU, bp=0.5. 

 

 
Fig. 11. Complementary Cumulative Distribution Function (CCDF) 

of the PDV of BP traffic for two values of the time out,  To= 0 and 

To= 6, with TON,ADD = 6 TMTU. 

 

Fig. 13 corresponds to Fig. 12, but with TON,ADD= 3 TMTU. 

Here the To is varied up to 5 TMTU. With this value, the 

maximum delay of BP traffic is bounded almost to the same 

values as the ADD traffic for a wide range [0.6, 0.9] of the 

carried load TOT. 

The maximum PDV evaluated for TON,ADD = 3 TMTU is 

plotted in Fig. 14 with the optimal value of To to be between 

To=3  and To=5, ensuring bounded delay variation for both 

ADD and BP traffic. The maximum PDVADD is bounded for 

all values of To to less than 2 s. The maximum PDVBP is in 

the range of 10 s.  
 

 
Fig. 12. Maximum delay D as a function of the total offered load 

TOT, with TON,ADD = 6 TMTU, varying To, as a parameter, bp=0.5. 

 

 
Fig. 13. Maximum delay D as a function of the total offered load 

TOT, with TON,ADD = 3 TMTU, varying To, as a parameter, bp=0.5. 

 

 

 
Fig. 14. Maximum PDV as a function of the total offered load TOT, 

with TON,ADD = 3 TMTU, varying To, as a parameter, bp=0.5. 
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In particular, some compensation of the PDVBP may occur 

at values of TOT > 0.95, when the ADD traffic tends to 

saturate the output channel and To is sufficiently low for 

forcing insertion of ADD packets into small gaps. Similarly 

to figure 9, the PDV of BP traffic on the output channel is 

shown to be reduced with respect to the original BP flow.  

In Fig. 15 the average delay is plotted in the same 

situation of Fig. 13 to show that for both ADD and BP traffic 

we have almost the same values for output traffic.  

 

 
Fig. 15. Average delay D as a function of the total offered load TOT, 

with TON,ADD = 3 TMTU, varying To, as a parameter, bp=0.5. 

 

Figure 16 shows the average PDV for BP and ADD traffic 

as a function of the carried load on output TOT varying the 

time out To. We can observe that by carefully choosing the 

value of the timeout, at least equal in this case to 3 TMTU, 

the average PDV of both ADD and BP traffic is 

approximately similar at the output of the BDM up to 

values of the carried load TOT=0.8, and in any case limited 

to 450 ns for any value of TOT. This interesting observation 

indicates that by introducing some additional bounded delay 

on the aggregated flows, delay and PDV characteristics may 

converge, enabling a balance between the two flows. 

 
Fig. 16. Average PDV as a function of the total offered load TOT, 

with TON,ADD = 3 TMTU, varying To, as a parameter, bp=0.5. 

 

VI. EXPERIMENTAL RESULTS 

An experiment was set up to demonstrate the illustrated 

concept of adding traffic to a bypassing traffic stream when 

using TW under the influence of the PDV from the physical 

layer. The TW without timeout mechanism, i.e. To= ∞, is 

implemented by TransPacket in an FPGA on Xilinx 

VCU110 evaluation boards, illustrated in Fig. 17(a). The 

implemented node has 2 x 100GE interfaces, one is used as 

input for the BP flow, and the other one is looped, acting as 

a transport path for the aggregated traffic, i.e. both ADD 

and BP streams are present. Furthermore, 5 x 10GE 

interfaces were used for adding the ADD traffic in the idle 

time gaps (TWs) of the BP.  

 

 

 
(a) 

 
(b) 

Fig. 17. (a) Experimental set up with one Xilinx VCU110 board 

including the FUSION IP Core from TransPacket implementing 

IHON principles, and Anritsu MT1100A tester. (b) Emulated 

network with two nodes: one 100GE BDT_BP stream and 5 x 10GE 

BDT_ADD inserted at the first node and dropped on the second to 

be measured. 

 

An Anritsu MT11000A tester with 100ns resolution was 

used for generating the BP flow, while the ADD flows were 

generated and measured by internal traffic 

generators/analyzers implemented on each 10GE port in the 

FPGA. The transport 100GE port was physically looped so 

that all traffic will be looped back to be measured at the 

source 10GE ports for ADD, and the 100GE port for BP, 

respectively. Thus, the experimental setup emulates a two-

node network as illustrated in Fig. 17(b). 

In a first test case, a BP flow is generated with TON,BP=5 

TMTU and ρbp=0.5. ADD flows are generated at 10 Gbit/s at 

TON,ADD=TMTU and ρadd=0.1, i.e. full load on the 10GE 

interface with an Ethernet minimum inter-frame gap (IFG) 

of 12 Bytes. For varying the total offered load on the 

transport path from 0.6 to 1, the streams are added one by 

one with direction towards the looped 100GE interface. 
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Fig. 18. Experimental Delay and PDV for the ADD and BP, as a 

function of the total offered load TOT, with TON,ADD = 1 TMTU, To= ∞, 

TON,BP =5 TMTU, bp=0.5. 

 

 

 
Fig. 19. Simulation results for Delay and PDV for the ADD and BP, 

as a function of the total offered load TOT, with TON,ADD = 1 TMTU, 

To= ∞, TON,BP =5 TMTU, bp=0.5. 

 

Delay and PDV are evaluated for both ADD and BP and 

shown in Fig. 18. The end-to-end delay for BP was 

measured at a maximum of 4.5 µs with peak PDV 100 ns, 

i.e. consistently bounded through all measurements. The BP 

results include a two-node path, where the nodes’ time-

window for ADD insertion is set to a maximum packet 

length of 1550B that is equal to 0.19 µs, store-and-forward 

or serialization delay of 0.61 µs for the burst size of 5 TMTU, 

plus the processing/pipelining delays in the IP Core set to 

0.9 µs in this test case. In addition, the 100GE Xilinx board 

MAC/PHY reference delay and PDV measurements have 

shown a maximum delay of 0.45 µs per node and a PDV of 

up to 31 ns, while the Anritsu tester adds a maximum delay 

of 0.2 µs. The ADD delay is measured to 2.7 µs, i.e. it is 

lower than BP until the saturation point. The reason is that 

first the store-and-forward/serialization delay is lower as it 

is for one single MTU packet, second it does not undergo the 

fixed delay required in the BDM but only experiences a 

queuing delay. Furthermore, it is only a one hop 

measurement, while the scenario for BP is two hops. Results 

demonstrate that the PDV for ADD traffic increases and is 

dependent on the traffic load, while BP has a fixed delay 

and PDV. 

In Fig. 19, simulation results obtained in the same 

situation are also shown. The experiment confirms the 

effectiveness of the mechanism in bounding the delay and 

the PDV up to a value of the load around 0.9 corresponding 

to the simulated value. However, simulations do not take 

into account the contributions of the 100GE MAC on delay 

and PDV, which are present in the experiment. 

 

 
Fig. 20. Experimental Delay and PDV for the ADD and BP, as a 

function of the total offered load TOT, with TON,ADD = 1 TMTU, To= ∞, 

TON,BP =1 TMTU, bp=0.5 

 

In order to evaluate/demonstrate the influence of the 

PDV added by the Ethernet MAC/PHYs in the gap 

distribution another test case was performed. The physical 

implementation of the Ethernet MAC influences the PDV 

and is important as it leads to higher delays for ADD and 

thus outlines the importance of the studied schemes for 

further bounding the delay and PDV of the ADD traffic. The 

second test case was evaluated through the experimental 

testbed where the same offered load of BP at bp = 0.5 was 

created by a single MTU ON and OFF periods (i.e. pre-

planning the insertion of the ADD in the empty gaps of 

1522B + 12B minimum IFG). Results, illustrated in Fig. 20, 

demonstrate that the single-packet gap distribution of the 

bandwidth available to the ADD traffic now becomes more 

limited by the PDV influence than in the first test case. The 

PDV at the 100GE MAC/PHY was measured at 31ns, equal 

to the duration of 387 Bytes. Thus, the influence on the 

available gap for 1 MTU of 1522Byte is higher than the 

traffic pattern with a gap of 5 MTU. As a result, the ADD 

traffic reaches the saturation point earlier, between loads of 

0.7 and 0.8.  

VII. CONCLUSION 

Motivated by the 5G networks’ need for low and 

deterministic delay to serve time-critical applications and 

fronthaul transport, we have proposed novel mechanisms 

for bounding network delay/PDV and explored these for an 

Ethernet switched network. Traffic has been added to a 

traffic-stream bypassing a node, using a time-window based 
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approach enabling a fixed delay on the bypass stream. 

Experiments demonstrate the practical viability of the 

approach of adding traffic in time windows in a bypassing 

traffic stream. However, PDV potentially induced on bypass 

traffic due to e.g. imperfect Ethernet MAC design decreases 

the time-window size. As a result, PDV and delay on the 

added traffic will be increased. Hence, as a counteraction, 

for balancing the PDV and delay between the two streams, a 

timeout mechanism ensuring traffic to be added before a 

defined maximum time has elapsed, has been proposed. 

Through simulating the performance of the mechanisms 

and exploring a large parameter space, main results show 

that a suitable choice of the timeout in relation to the traffic 

pattern limits and balances PDV and delay for the two 

aggregated traffic streams. This has been shown to be valid 

even for high total carried load.  

Our work motivates a further study, extending the 

functionality of the proposed mechanisms. The goals should 

then be exploring how the PDV in the bypassing stream can 

be compensated more efficiently, extending investigations to 

a larger variety of traffic patterns and configurations.  
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