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Abstract

Cuttings transport modeling was analyzed with a major focus on three-
dimensional (3D) Computational Fluid Dynamics (CFD) approaches in-
cluding rheometry and to a lesser extent on one-dimensional modeling
and dimensional analysis.

As a first step, the relevant parameter space was analyzed and field
values typical for the Norwegian Continental Shelf were established. Di-
mensional Analysis was applied to further understand the parameter space
and to establish a process description based on a polynomial.

For the fluid phase (i.e., the drilling fluid or a drilling fluid model
system), the classical General Newtonian Fluid (GNF) concept was inves-
tigated by means of rheometry and the example of polymeric solutions
(Polyanionic Cellulose (PAC) dissolved in distilled water) typically used
in experimental cuttings transport studies. It is shown that the GNF
assumption only holds if the fluid is at steady-state with respect to its
microstructure and that such a steady-state may be hard to achieve in
experimental works because of the long rheological timescales of the fluid.

Concerning the solid phase (i.e., the cuttings), the performance of the
typical modeling concept utilized in cuttings transport research, namely the
Kinetic Theory of Granular Flow (KTGF) in combination with a frictional
viscosity model accounting for dense granular regions, was evaluated by
means of CFD simulations of the cliff collapse problem. Several fluids
(air, water, two PAC solutions) and spatial scales (cliff height and particle
diameter), among other parameters such as the cliff’s aspect ratio and
initial solid volume fraction were investigated. While the typical sloped
deposits were obtained in most cases shortly after the collapse these were
found to be unstable: The top layer of the sediment bed continues flowing
after the collapse which eventually leads to an entirely flat deposit. This
is attributed to the utilized modeling approach which is not capable of

iii



handling the top sediment bed layer successfully.
As an alternative, a modeling approach prominent in the field of en-

vironmental sediment transport modeling was tested. The dense region
is dynamically excluded from the computational domain, and the Exner
equation is used to describe the evolution of the sediment bed. Problems
such as proper closures for the bed load transport models as well as contact
problems were encountered, disqualifying this approach for use of cuttings
transport simulations within the scope of this project.

The relevance and magnitude of turbulence and dunes in wellbore
flows were estimated and several pipe and annular single-phase RANS
simulations were compared with DNS data (generated in the AdWell
project) for Newtonian and shear-thinning fluids. While wellbore flows are
laminar to transitional (mostly depending on the fluids’ viscosity), none of
the turbulence models investigated appears to be universally applicable.
However, this part is still in progress and only preliminary conclusions are
presented.

A subproblem of cuttings transport, a particle subjected to a cross-flow
of a mildly viscoelastic, shear-thinning fluid, was investigated by means
of CFD. The particle is treated in a Lagrangian manner and the particle-
induced shear is accounted for in the computation of the fluids viscosity
as seen by the particle. Several cases were investigated and the model was
validated with results from the literature. Discrepancies are found close to
the lower channel wall were the particles in the experiments are advected
much farther than in the simulations.

Finally, drill pipe rotation in combination with orbital drill pipe motion
was investigated. Specifically, the effect of forward, i.e., synchronous,
and backward, i.e., asynchronous, whirl (SW and AW, respectively) on
cuttings transport was evaluated and compared with classical concentric
and eccentric arrangements. AW and, more dramatically, SW improve
cuttings transport, albeit depending on other system parameters such
as the fluid’s rheological parameters and the drill pipe’s rotational rate.
However, for the parameter space investigated, best transport of cuttings
was obtained in a positively eccentric drill pipe system because the main
flow occurs at the top of the bed and consequently high shear stresses
acting on the bed.

This thesis highlights current shortcomings and potential for improve-
ment of CFD cuttings transport simulation. Further work is required on
all individual topics to achieve better quantitative results and to integrate
subscale models into a model on the annular scale. The findings presented
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here will hopefully contribute to a more comprehensive understanding of
cuttings transport and support further development of CFD models appli-
cable to the annular scale and more coarse, real-time models applicable to
the entire wellbore.
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Knowledge is fundamental to all human
achievements and progress.

Neil Armstrong (1971 CE)

Preface

This thesis is submitted as partial fulfillment of the requirements for the
degree of Philosophiae Doctor (PhD) at the Norwegian University of
Science and Technology (NTNU) in Trondheim, Norway.

The research results presented in this thesis were generated in the period
December 2014 to December 2018 at the Fluid Mechanics Group (today the
Thermo Fluids Research Group at the Department of Energy and Process
Engineering (EPT) at NTNU. The PhD project was a subproject (PhD2 "Tur-
bulence structure and particle transport in particle loaded non-Newtonian
fluids") of the Advanced Wellbore Transport Modelling (AdWell) research
project. The AdWell project was initiated by a research consortium con-
sisting of NTNU, the International Research Institute of Stavanger (IRIS)1,
SINTEF Materials and Chemistry2, the University of Stavanger (UiS), STA-
TOIL3, and GDF Suez E&P4) [1] in 2013. It was mainly funded by the
Research Council of Norway (RCN) (project number 228391) under the
Large-scale Programme for Petroleum Research (PETROMAKS2) as part of
the Norwegian Oil and Gas in the 21st century (OG21) strategy [2].The
major objective was to enhance the understanding of the complex physics
of cuttings transport by means of (partly intertwined) numerical and ex-
perimental investigations in order to gain knowledge to build improved
real-time (RT) models relevant for the (Norwegian) drilling industry [3].

Concurrent activities in the AdWell project included the experimental
and numerical modeling of drill string vibrations (PhD1), experimental
cuttings transport investigations (PhD3) [4], and supporting activities such
as Direct Numerical Simulations (DNS) as well as modeling framework
definitions [5, 6].

1Today: Norwegian Research Centre (NORCE)
2Today: SINTEF Industry
3Today: Equinor
4Today: Neptune Energy
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Preface

The explicit concept of the AdWell project was to link experimental
and numerical approaches to investigate cuttings transport and generate
a better physical understanding of the involved physical processes and
effects. Hence, PhD2 and PhD3 had a close collaboration and worked
jointly on some topics.

While the majority of the work presented in this thesis was conducted at
EPT at NTNU, Trondheim, some initial work was conducted at the Flow
Technology research group at SINTEF Industry, Trondheim. Rheometric
data was generated in the laboratories of SINTEF Petroleum AS, Bergen, the
Department of Geoscience and Petroleum at NTNU, and by UiS personnel
at the Department of Energy and Petroleum Engineering at UiS, Stavanger.

This thesis is based on collaborative work done by research colleagues
(both from within and outside the AdWell project) and myself. Thus, it is
a summary I have written on the individual research I have done in collab-
oration with many other researchers. Therefore, work done individually
is referred to as "we" instead of "I" in the main part of the thesis because
without the dedication and contribution of the entire team, the individual
research summarized and presented in this thesis would not have been
possible. In addition, "we" is used to include the reader in the introduction.

Nine months of the four years of this PhD project were dedicated to
teaching duties in the NTNU master courses System Simulation, Mul-
tiphase Transport, and Modelling of Multiphase Flow. Teaching duties
included tutoring students, developing new course material such as lecture
notes and exercises, and substitute lecturing. In addition, three months
were dedicated to board membership in the Interest Organization for PhDs,
Post-Docs, and Temporary Scientific Employees at NTNU (DION), kindly
supported by NTNU. Besides concrete support of the PhD, Post-Doc, and
temporary scientific employee community at NTNU in the form of support-
ing case handling, four DION projects addressing various issues relevant
to the community were conducted [XVIII–XXI].

Personally, with this PhD thesis, I am closing an educational gap, namely
the physics and simulation of multiphase flow systems. I started out as a
diving instructor, where I experienced respiratory flows and the drag of
underwater currents exerted on divers first-hand and also got interested
in decompression physics, i.e., gas saturation processes in the human
body, which are multiphase by nature. Later, I moved on towards design
engineering of respiratory systems for diving and respiratory protection
and developing of 1D system simulation models for diving rebreathers.

Now, through the work summarized in this thesis, I have further ad-
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vanced in terms of three-dimensional mathematical and physical modeling
of multiphase flow systems. I hope to have contributed to the scientific
knowledge of cuttings transport with this thesis. Professionally, I have in
the meantime moved on to 3D and 1D modeling of expansions valves and
refrigerant flows—yet another exciting multiphase flow technology.

Alexander Busch
Lübeck/Trondheim, March 2020
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One, remember to look up at the stars and not down at your feet.
Two, never give up work. Work gives you meaning and purpose
and life is empty without it. Three, if you are lucky enough to
find love, remember it is there and don’t throw it away.

Stephen Hawking (2010 CE)
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Just ’cos you got the power, That don’t
mean you got the right.

Burston, Campbell, Taylor, and
Kilmister (1987 CE)

Ethical considerations

Many valid reasons against petroleum production and research exist. For
instance, climate change caused by carbon dioxide emissions, general envi-
ronmental impact of oil drilling exploration and production processes and
particular incidents such as the Exxon Valdez and the Deepwater Horizons
oil spills, plastics pollution of oceans and accumulation of microplastics in
animals and humans, the support of non-democratic regimes, just to name
a few, are all legitimate and important reasons to not back the oil industry
in general.

On the other hand, our world runs on fossil fuels and plastics, despite
the increasing efforts to develop alternatives. Our cars, ships, and airplanes
require fuel. Most everyday items such as computers and smartphones,
clothing and shoes, as well as medicines require petroleum. While alterna-
tives to both fossil fuels and plastics are becoming more and more mature
and prominent, the change towards an oil-free world requires time and
further efforts.

Norway is an interesting example for that change. On one hand, Norway
benefits tremendously from its petroleum income. The oil and gas industry
accounts for almost a fifth of the gross domestic product, and a fifth to
a third of state revenues [7, 8] (e.g. 264.1 billion NOK in 2018 and 285.8
billion NOK in 2019 [8]) originate from the petroleum sector. On the
other hand, Norway invests heavily in future non-fossil technology, both
directly by means of research funding, legislation, and subsidies, as well
as indirectly by means of investments via its oil fund.

In 2014, the Norwegian National Committee for Research Ethics in
Science and Technology (NENT) was challenged by the University of
Bergen to evaluate the ethics of petroleum research. NENT concluded that
petroleum research is in accordance with its Guidelines for Research Ethics
in Science and Technology [9] and justifiable as long as it does not hinder
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Ethical considerations

restructuring attempts and transition efforts targeted towards petroleum
alternatives such as renewable forms of energy [10]. This is reflected
by RCN research funding. For instance, wind power, hydro power, and
carbon dioxide storage research have seen more and more funding over
recent years. Since 2014, the RCN has allocated more than twice as much
funding to renewable forms of energy and climate-related research (e.g.
wind power, hydro power, and carbon dioxide storage) than to petroleum
research [11].

Beyond research, Norway leads the way when it comes to the shift away
from the negative impacts of oil. For instance, Norway introduced a carbon
dioxide tax as early as 1991 [8]. It has one of the most sophisticated deposit
return schemes for plastic bottles and cans with a recycling rate of 97 % [12].
Moreover, Norway leads the change towards electric auto-mobility on a
per capita basis [13, 14], generates most of its power supplies by means of
hydropower [15], and is aiming for fossil free public transport by 2025.

In addition, NENT acknowledged that petroleum research remains rel-
evant in the transition process [10]. As only 45 % of the estimated total
recoverable resources on the NCS have been produced so far [8, 16], Nor-
way will most likely further rely and thrive on its petroleum industry
despite its general shift towards renewables for its own power supply and
means of transportation. However, some of these recoverable oil resources
are located in very sensitive arctic environments such as the Lofoten and
Vesterålen archipelagos. Oil exploration in these areas has been heavily
debated for years in Norway [17]. However, these regions are to remain
off-limits to oil firms until the next election for parliament in 2021 [18], and
very recently a majority in parliament against oil exploration in these areas
was established [19].

The Norwegian Government Pension Fund Global (GPFG), also known
as the oil fund, to some extent ensures a redistribution of oil revenues to
renewables. The GPFG was established in 1990 and has been fed with the
yearly revenues of Norwegian oil production since 1996 [7], accumulating
8256 billion NOK at the end of 2018 [20] and on average holding 1.4 %
of all of the world’s stock exchange listed companies. This is because the
Norwegian state formally owns not only all oil found on the NCS and gen-
erates corresponding income from taxes and license fees [16], it also holds
67 % of the shares in Equinor (formerly known as STATOIL), Norway’s
largest oil company [8, 17]. The GPFG has comparatively strict ethical
standards when it comes to its investment policies and excludes companies
that violate human rights, use child labor, manufacture nuclear weapons
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or cluster munitions, or base their operations on coal [21, 22]. Furthermore,
the GPFG regularly evaluates its investments regarding exclusion policies
and increasingly invests in green bonds while divesting from companies
that are considered to impose substantial costs and risks on society as a
whole [20]. Very recently, the GPFG announced plans to dump all its invest-
ments which are purely based on oil and gas exploration [23]. Moreover,
the GPFG aims to vote at all general meetings of the companies it invests
in [20] and actively engages in dialogues with its companies covering topics
such as deforestation and marine pollution from agriculture [20].

This research project aims to contribute to the increase of drilling effi-
ciency by means of knowledge building. It is largely funded by the RCN
with a minor contribution from industry, and all its research results are
publicly available. In general terms, an increase in efficiency will directly
contribute to an increase in profit and thereby allow for other expendi-
tures. The majority of the income from the revenues of Equinor, taxes on
petroleum production, and profits from direct investments of the Norwe-
gian state on petroleum fields are funneled to the oil fund [8]. Therefore,
paradoxically, a part of petroleum revenues are in fact reallocated to the
investigation and development of an oil-free future.

On a final note, the problem of solids transport in liquids occurs in many
other industries such as mining, waste management, civil engineering as
well as in environmental flows. The findings of this oil-funded research
project may help to advance research in other relevant fields.

Alexander Busch
Lübeck/Trondheim, March 2020
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Nomenclature

Abbreviations

1D One-dimensional.

3D Three-dimensional.

3ITT Three-Interval-Thixotropy-Test.

AdWell Advanced Wellbore Transport Modelling.

AS Amplitude Sweeps.

AW Asynchronous Whirl.

BC Boundary Condition.

BHA Bottom Hole Assembly.

CFD Computational Fluid Dynamics.

CMC Carboxy Methyl Cellulose.

CTR Cuttings Transport Ratio.

DA Dimensional Analysis.

DDPM Dense Discrete Phase Model.

DEM Discrete Element Method.

DNS Direct Numerical Simulation.

DoE Design of Experiments.

DPM Discrete Phase Model.
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Nomenclature

DR Drag Reduction.

EPT Department of Energy and Process Engineering.

FC Flow Curve.

FNSD First Normal Stress Difference.

FS Frequency Sweeps.

GNF Generalized Newtonian Fluid.

GPFG Government Pension Fund Global.

KCl Potassium Chloride.

KTGF Kinetic Theory of Granular Flows.

LAOS Large Amplitude Oscillatory Shear.

LES Large Eddy Simulation.

MR Metzner and Reed [24].

MWD Measurement While Drilling.

NCS Norwegian Continental Shelf.

NORCE Norwegian Research Centre.

NPD Norwegian Petroleum Directorate.

NSD Normal stress difference.

NTNU Norwegian University of Science and Technology.

OBM Oil-Based Muds.

OG21 Oil and Gas in the 21st century national strategy initiative.

PAC Polyanionic Cellulose.

PETROMAKS2 Large-scale Programme for Petroleum Research.

PhD Philosophiae doctor.

PIV Particle Image Velocimetry.
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PL Power Law, equivalent to the Ostwald/deWaele [25–27] material
function.

PTV Particle Tracking Velocimetry.

PV Plastic viscosity.

RANS Reynolds-Averaged Navier-Stokes.

RCN Research Council of Norway.

ROP Rate of Penetration.

RSA Response Surface Analysis.

RSM Reynolds Stress Model.

RT Real-Time.

SM Soil Mechanics.

SST Shear Stress Transport.

SW Synchronous Whirl.

TFM Two Fluid Model.

UDF User-Defined Function

UiS University of Stavanger.

VOF Volume of Fluid.

WBM Water-Based Muds.

WOB Weight On Bit.

YP Yield Point.

YPL Yield Power Law, equivalent to the Herschel-Bulkley [28] material
function.

Greek symbols

α Volume fraction.

γ̇ Shear rate (Magnitude of the rate of deformation tensor).
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Nomenclature

ε Dissipation rate.

η Shear viscosity.

Γ Deposition and entrainment rates.

κ Bulk viscosity.

λ Cross/Carreau timescale.

µ Newtonian shear viscosity.

ω Specific dissipation rate, Angular velocity.

φ Angle of internal friction.

Π Dimensionaless quantity/group.

ρ Density.

σ Yield stress.

τ Relaxation time.

Θ Granular temperature.

Indices

0 Zero, Low shear.

3ITT Three Intervall Thixotropy Test.

∞ Infinity, High shear.

Θs Granular.

a Annulus.

b Cuttings bed.

Ca Carreau [29].

CFD Computational Fluid Dynamics solver.

Cr Cross [30].

D Drag.
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d Damping.

f Fluid (if used as first index), Frictional (if used as second index, e.g.
s, f ), Final.

FC Flow Curve.

h Hydraulic, Homogenous.

h, s Solid particles in homogenous suspension.

i Inner, Free index.

j Joint, Free index.

l Limiting.

Max Maxwell.

MR Metzner and Reed (1955) [24].

o Outer.

p, set Terminal settling (velocity) of a particle.

PL Power Law.

PV Plastic viscosity.

r Relative.

RS Recoverable shear.

s Solid.

s, f Solid, Frictional regime.

s, k/c Solid, Kinetic/Collisional.

s, mpd Maximum packing density of solid phase.

St Stokes.

t Turbulent.

w Whirl.
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Nomenclature

x Extra.

YP Yield point.

YPL Yield Power Law.

Latin symbols

D Rate of deformation tensor (symmetric part of the velocity gradient).

f Particle force.

g Gravity.

T Stress tensor Ti = −piI + xTi.

u Instantanious or volume and ensemble averaged velocity.

A Area, Amplitude.

b Blending function.

c Coefficient.

d Diameter.

De Deborah number.

E Dimensional eccentricity.

e Coefficient of restitution.

f Functional.

g Radial distribution function.

h Height.

K Interphase momentum exchange coefficient, Consistency index.

k Conductivity, Turbulent kinetic energy.

L Length scale.

P Production.

p Particles, Pressure.
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Pr Turbulent Prandtl number.

Re Reynolds number.

t Time.

U Bulk velocity/Superficial velocity.

V Volume.

v Velocity magnitude.

w Width.

Wi Weissenbergh number.

x Spatial x-coordinate.

Y Radial distribution function.

y Spatial y-coordinate.

z Spatial z-coordinate.
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1
Introduction

1.1. Cuttings transport in petroleum drilling

When drilling a hole in a wall by means of a home-use drilling machine,
solid particles, so-called cuttings, are generated by the sharp blades at the
tip of the drill bit and subsequently transported out of the hole by the
helical motion of the drill bit geometry due to its rotation.

In petroleum drilling, a mechanical drill bit mostly driven by a rotat-
ing drill string cuts the formation into solid particles. However, when
comparing petroleum drilling to the home-use drilling machine example,
transport of the cuttings out of the well is achieved in a very different
manner. Figure 1.1 depicts a conceptual sketch of a wellbore system. The
scale of the entire wellbore is very much larger (O (L) = 103 − 104 m)
than the hole in the wall and the wellbore may feature a trajectory quite
different from a simple hole. Therefore, cuttings cannot be transported
mechanically out of the hole by means of a rotating spiral.

Instead, transport of the solid particles out of the wellbore is principally
achieved by pumping a drilling fluid, also termed drilling mud in the
industry, into the well through the drill string which continuously flushes
and cools the drill bit and picks up the cuttings. The drilling fluid is
pumped down either through the drill string consisting of mechanically
connected drill pipe elements or coiled tubing. At the bit, the drilling
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Annulus scale

Wellbore scale

Particle scale
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𝑦𝑦
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Fluid scale (molecular)

Figure 1.1.: Conceptual sketch of the drilling process with its different spatial scales. Picture
adapted from [31]

fluid runs through a set of nozzles and flushes as well as cools the cutting
blades. The return path of the now solids-carrying drilling fluid is the
annulus, i.e., the annular gap between the drill pipe and the outer wall, as
conceptually displayed in the zoom of a wellbore element entitled annulus
scale in figure 1.1. The scale of the annular domain in cuttings transport
studies is in the order of the length of one drill pipe element (O (L) ≈ 101

m)1. The solids are flushed and transported through the annulus back to
the surface where they are separated from the drilling fluid. Eventually,
the drilling fluid is then recirculated into the well.

Locally, the drill string’s position relative to the annulus may be concen-
tric as shown in figure 1.1. However, due to the three-dimensional (3D)
wellbore trajectory, the mass and compliance of the drill string subjected
to gravity and the axial force generated during drilling, the drill string
is typically off-centric [32, 33]. Using a coordinate system as depicted in
figure 1.1, one may locally distinguish between vertical and horizontal
eccentricity. Depending on the type of drilling, the drill string may or
may not be rotating. In conventional drilling, the drill bit is driven by
the rotating drill string, which itself is driven by a motor at the top. In

1On this level, an alternative length scale is the hydraulic diameter dh = do − di, where di
and do are the inner and outer annular diameter, respectively. The magnitude of dh on
the annulus scale is (O (dh) ≈ 10−1 m.
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1.1. Cuttings transport in petroleum drilling

coiled tubing operations, the drill bit is typically driven by a downhole
mud motor and the tubing does not rotate. In the presence of rotation,
the aforementioned eccentricities may not be constant and the drill string
may feature additional lateral motion [34–36], such as forward or back-
ward whirling or more chaotic lateral oscillating motions [37–39]. The
reasons for these motions are many: the compliance of the segmented drill
string system, the damping due to viscous and coulomb forces, and the
3D trajectory of the wellbore are major factors. Lateral drill string motion
is known to positively influence cuttings transport [32, 40] but may also
cause mechanical damage to the drill pipe collars [41].

The outer wall may be the borehole wall or steel casing. Following
specific intervals, steel casing is cemented into the borehole in order to
mechanically stabilize the wellbore and prevent influx of formation fluid
or loss of drilling fluid into the formation [42–44]. As the wellbore’s depth
and distance increases, smaller and smaller casings are used and hence the
wellbore’s outer diameter decreases with depth and distance.

On the particle scale, the transported solids vary significantly in size and
shape. They may be as large as 40 mm and as small as 0.001 mm [45] and
typically all sizes can be found in the well. However, the size distribution
is not constant because the rotating and whirling drill pipe as well as the
mechanical interaction of the cuttings themselves lead to abrasive wear
and shift the distribution towards smaller sizes [43]. The longer the solids
are transported the more abrasive wear occurs, which may eventually alter
the rheological properties of the drilling fluid [43, 46]. While typically
assumed to be spherical, cuttings may come in any shape [45]. Because
their preferred settling orientation is the one that offers the greatest possible
resistance [47], the drag may be about three times higher [48] in the case of
non-spherical particles. In addition, non-spherical particles will not roll
as easily as spherical ones and hence cuttings transport will be negatively
affected [49, 50].

Drilling fluids are highly engineered systems consisting of many compo-
nents and additives because they, in addition to cuttings transport, serve
other purposes such as cooling the bit, stabilizing the wellbore, and avoid-
ing fluid loss into the formation [42–44]. The drilling fluid scale depicted
in figure 1.1 constitutes another relevant scale of the cuttings transport
problem because the rheological properties of the drilling fluid are defined
by its constituents and molecular structure on a length scale O (L) < 10−6

m. Depending on the primary liquid, one may divide drilling fluid systems
into Water-Based Muds (WBM) and Oil-Based Muds (OBM) [42, 44]. For
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WBM, further additives may include Bentonite, Potassium Chloride (KCl),
and modified natural polymers such as Carboxy Methyl Cellulose (CMC)
or Polyanionic Cellulose (PAC) [42, 44]. The role of polymers is to viscosify
the drilling fluid system and provide shear-thinning properties, which, in
conjunction with a potential yield stress, may improve the cuttings carrying
capacity of the drilling fluid. In addition, polymers may cause viscoelastic
and thixotropic behavior [51, 52], where the stress acting on a drilling fluid
element is then additionally a function of strain or the time derivative of
stress, and the state of the fluids microstructure [53].

In general, the shallower sections of a well are drilled vertically, and
the deeper sections of a well may deviate into more inclined and even
horizontal directions [31]. While for angles smaller than 30◦from vertical,
the rate of cuttings accumulation in the wellbore changes little [54, 55], for
larger inclinations particles may settle and a cuttings bed may form on the
low side of the annulus. Intermediate inclinations are challenging to drill
because cuttings avalanches may occur.

To ensure continuous operation, adequate transport of all cuttings out of
the well, also referred to as hole cleaning, is critical. Inadequate cuttings
transport leads to insufficient hole cleaning with potentially severe conse-
quences such as damaged or lost equipment, and broken formation, which
then cause well downtime and increased costs. For instance, as much as
70 % of downtime may be due to stuck pipe [56] and poor hole cleaning is
the cause of a third of stuck pipe related issues [57].

The quality of solids transport throughout the wellbore back to the
surface depends on many parameters, which are sometimes related [IX,
58–60]. The cuttings have to be transported by the drilling fluid over very
long distances and against gravity. Many of the previously mentioned
parameters are not constant along the wellbore path (e.g. eccentricity
and rheological properties), which is why the probability that a concrete
part of the well (i.e., a wellbore element such as the annular domain
depicted in figure 1.1) is sufficiently clean also varies along the wellbore
path. For cuttings transport modeling, it is therefore crucial to identify the
critical part of the wellbore where cuttings are not adequately transported
and accumulate instead. In other words, in order to make a statement
about hole cleaning, the definition of which is a sufficiently clean wellbore
to ensure continuous operations, one needs to quantitatively investigate
cuttings transport in individual parts and then aggregate this information
to a global scale.

In recent years, downhole sensors and measurement devices located at
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the Bottom Hole Assembly (BHA)2 have become standard to allow for
Measurement While Drilling (MWD) [31] in order to precisely track the 3D
trajectory of the hole as it is drilled and provide other operationally-relevant
downhole information such as rotational speed, vibration, temperature as
well as torque and weight on bit (WOB). This information may be used by
RT models to predict the state of the entire wellbore [43].

For more details on drilling as well as cuttings transport and hole
cleaning, the reader is referred to [31, 61–63] and the cuttings transport
review papers cited in section 1.4.

1.2. Modeling approaches

Historically, cuttings transport modeling considered a small part of the
wellbore only. Moreover, only one-dimensional (1D) modeling was per-
formed [e.g. 64–66], where the 3D annular domain depicted in figure 1.1
is simplified by appropriately averaging over the cross-sectional area [67]
and hence only the x-direction is considered. With recent developments
in computational power, cuttings transport modeling has diversified as
depicted in figure 1.2.

1D RT/
mechanistic/pheno-
menologic models

2D & 3D CFD models

1D RT/
mechanistic/pheno-
menologic models

Improvement

Prediction & Validation

Improvement

Real drilling process
Wellbore scale

Experimental laboratory
models

Annulus scale

Prediction & Validation

Prediction & Validation

Figure 1.2.: Conceptual cuttings transport modeling architecture, adapted from [I, X].

2As displayed in figure 1.1, the BHA is the lowest part of the drill string, extending from
the drill bit to the first drill pipe element. It may incorporate drill collars, stabilizers, a
steerable rotary, reamers, the drill bit as well as sensors and measurement devices.
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The purpose of numerical models is to predict the process of interest,
here the cuttings transport process. In order to do so, numerical models
must be validated against real-life data, which may be laboratory or field
data. However, one or multiple modeling errors may be present. For
instance, simplifications such as neglected parameters or usage of drilling
fluid model systems such as polymeric solutions represent approxima-
tions and may render the results invalid. Consequently, benchmarking
numerically obtained results with field data is often not straightforward,
and data obtained in laboratory experiments is used instead for model
validation. Note that when using laboratory models such as flow loops,
one still models the full scale cuttings transport process as it occurs in the
field, and care must be taken to properly translate the field problem to the
lab scale.

Numerical and empirical models may directly utilize laboratory data,
for instance in the form of rheological closures or laboratory-generated
look-up tables. Computationally cheap and thus fast—potentially real-
time (RT)—computing approaches are used to simulate wellbore elements
or even the wellbore in its entirety [5, 43, 68]. However, most of these
models are 1D, and either empirical [e.g. 69] or mechanistic [e.g. 70–72].
The latter often rely on empirical closures or closure laws derived from
more sophisticated modeling approaches such as 3D Computational Fluid
Dynamics (CFD)3 or experimental laboratory models which enable a much
more detailed analysis of the physical problem.

Experimental laboratory-based work typically involves a flow loop,
where drilling fluid (model) systems are circulated and the transport of
solids may be studied in detail (in a pipe or annular test section, which may
even be inclined, and in the case of an annular geometry, the inner pipe
may be rotating). Technical developments in Particle Image Velocimetry
(PIV) and Particle Tracking Velocimetry (PTV) have led to increasingly
more experimental studies using translucent fluids and providing insight
information of the complex fluid-solid interactions [e.g. 4]. Techniques
such as Response Surface Analysis (RSA) and Design of Experiments (DoE),
for instance based on multidimensional fit functions derived by means of
Dimensional Analysis (DA), may be used to establish a process relationship
in the form of an empirical correlation.

Numerical 3D modeling of fluid flows, i.e., CFD, requires an adequate

3Strictly speaking, CFD also encompasses 1D and 2D models which are respectively
applied on a 1D or 2D computational grid. However, it has been become customary to
associate the term CFD with 3D CFD.
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1.2. Modeling approaches

computational treatment of the two phases. Various multiphase modeling
techniques exist, the most realistic ones are based on Eulerian-Lagrangian
concepts, where the fluid as the first phase is treated as a continuum and
the dispersed solid particles are followed individually in a Lagrangian
manner and are subject to Newton’s second law of motion [73, 74]. One
may categorize the different methods based on the volume fraction of the
dispersed phase and the computational coupling between the phases. One-
way coupling, where the momentum exchange from the fluid to the solid
phase is considered unilateral, and two-way coupling (bilateral momentum
exchange) are valid for dilute flows where no interactions between the
particles are relevant. The Discrete Phase Model (DPM) is an example,
which we used in paper [II] to study trajectories of a single particle. In
case of denser systems, particle interactions need to be considered (four-
way coupling) and this field is known as the Discrete Element Method
(DEM). However, for larger systems this modeling approach leads to severe
computational expenses.

An alternative is to treat the particles as a second continuum and apply
a Eulerian-Eulerian frame of reference. In this study, the Eulerian-Eulerian
Two Fluid Model (TFM) has been mostly used and a detailed description
is given in section 1.3. For the sake of completeness, other modeling
approaches include the Volume of Fluid (VOF) method, which is suited
for clearly separated phases sharing a large interface. A single set of
momentum equations is solved and the volume fraction of each of the
phases is tracked throughout the computational domain. The mixture
model is a simplified version of the TFM, where a momentum transport
equation is solved for the mixture instead for each of the phases.

The phenomenon of turbulence—chaotic motions of fluid elements due
to flow instabilities—may be dealt with in different ways, mainly depend-
ing on the available computational power and the desired accuracy of the
result [75, 76]:

• Direct Numerical Simulation (DNS) resolves turbulent eddies on all
length and timescales down to the Kolmogorov length and timescale,
which is the smallest relevant length and timescale in turbulent flows,
where energy dissipation takes place [77].

• Large Eddy Simulations (LES) resolve turbulence on length and
timescales larger than the computational grid size and time step.
Hence, large eddies are resolved, but turbulence is modeled on
subgrid scales.

7
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• Reynolds-Averaged Navier-Stokes (RANS) approaches model the
effect of turbulence on all length and timescales. The governing
equations of fluid flow, classically the Navier-Stokes equations, are
for instance ensemble-averaged and the resulting turbulent quantities
in the transport equations are modeled. The respective turbulence
model is to be chosen with regards to the physics of the problem.

The RANS concept is mostly being used for CFD cuttings transport model-
ing purposes because it requires the least computational effort. It is further
detailed in section 1.3.5 and is investigated in chapter 5 with a focus on
cuttings transport modeling.

1.3. Continuum description of dense two-phase
flow

This section briefly presents the physical model mostly utilized in this PhD
project and its mathematical representation. First, the TFM is introduced.
Subsequently, the relevant closure laws for the particle forces, fluid and
solid rheological properties and fluid turbulence are provided.

1.3.1. The Two Fluid Model framework

In the TFM framework, both the first and second phase are assumed to
behave as interpenetrating continua in an Eulerian frame of reference [78–
81]. We consider the fluid (index f ) and solid (index s) phases to be
isothermal (and later also incompressible). For an arbitrary volume element
Vi, the phase volume fractions αi must therefore sum to one.

Vi =
∫

V
αidV ∧∑

i
αi = 1∧ i ∈ { f , s} 1.1

and the conservation of mass is given by

∂ (αiρi)

∂t
+∇ · (αiρiui) = 0, 1.2

where ρi and ui denote the phasic intrinsic volume averages of density
and velocity, respectively.

Both phases obey a generic Cauchy momentum transport equation of
the form
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∂ (αiρiui)

∂t
+∇ · (αiρiuiui) = ∇ · (αiTi) + αiρig +

1
V

∫
S

(
T f · n

)
dS, 1.3

where Ti is the phasic stress tensor and g is gravity. The last term
1
V

∫
S

(
T f · n

)
dS, with S being the total fluid-particle interface area in the

control volume and n being the interface normal vector, is representing the
interfacial momentum transfer of one phase to the other (here expressed
as the sum of all fluid forces).

Developing this term further [e.g. 82, 83] and manipulating equation 1.3
for i ∈ { f , s} yields phase-specific momentum equations, which for the
fluid and solid phase respectively read

∂
(
α f ρ f u f

)
∂t

+∇ ·
(
α f ρ f u f u f

)
= −α f∇p f +∇ ·

(
α f

xT f
)
+ α f ρ f g +

1
V ∑

p∈V
fj − xT f · ∇α f

1.4a
∂ (αsρsus)

∂t
+∇ · (αsρsusus) =

− αs∇p f −∇ps +∇ · xTs + αsρsg−
1
V ∑

p∈V
fj + αs∇ · xT f ,

1.4b

where xTi is the phasic extra stress tensor4 and ± 1
V ∑p∈V fj represents the

interfacial momentum transfer of one phase to the other, where the sum of
the individual forces fj acting on particles is taken over all particles p in
the control volume V.

Note that the terms −xT f · ∇α f and +αs∇ · xT f in equation 1.4 are
often neglected and thus typically not implemented in commercial CFD
codes [82] and are also not considered by ANSYS Fluent R17.2 [86, 87], the
code utilized in this PhD project. These terms may, however, play important

4The extra stress tensor xT [84] contains both shear and bulk viscous stresses and is thus
also referred to as the viscous stress tensor [e.g. 85]. However, we use the term extra stress
tensor because when modeling turbulence it also includes the turbulent stresses in the
then ensemble-averaged transport equations, see section 1.3.5, and, more generally, it
may also incorporate elastic stresses. Note that the solid volume fraction αs does not
show up in the solid stress term ∇ · xTs in equation 1.4b because it is contained in the
respective solid material functions, see section 1.3.4.
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roles in regions with large solid volume fraction gradients (equation 1.4a),
e.g. at a solid bed surface, and regions where the viscous stress gradient is
significant (equation 1.4b), e.g. the acceleration of particles away from the
center towards the walls in laminar particle-loaded pipe flow.

The extra stress tensor xTi contains a constitutive equation and material
functions for the rheological properties of the phases and has the general
form of a compressible Generalized Newtonian Fluid (GNF)

xTi = 2ηiDi +

((
κi −

2
3

ηi

)
∇ · ui

)
I, 1.5

where D is the symmetric part of the fluid or solid velocity gradient (also
known as the rate of deformation tensor, or alternatively the rate of strain
tensor)

D =
1
2

(
∇ui + (∇ui)

T
)

1.6

and ηi and κi are phase-dependent material functions for the shear and
bulk viscosities, respectively. Rheological closures for the fluid phase are
provided in section 1.3.3.

We do not solve equations 1.2 and 1.4 to the smallest length scales of the
flow. Thus, the phenomenon of turbulence must be modeled [75, 76]. Per-
forming Reynolds averaging [88] of the instantaneous balance equations for
mass and momentum, i.e., splitting variables into a mean (indicated with
overbar) and fluctuating (indicated with prime) part, a so-called Reynolds
stress term ∇ ·

(
−ρiu′iu

′
i

)
arises in the now ensemble-averaged momen-

tum conservation equations originating from the advective term in the
instantaneous equations. The Reynolds stress tensor xTi,t = −ρiu′iu

′
i, also

known as turbulent stress tensor, is usually assumed symmetric and may
be modeled by applying the Boussinesque hypothesis [89], also known as
the diffusion gradient or eddy-viscosity hypothesis, to relate the Reynolds
stresses to the mean deformation rate tensor by means of the turbulent
viscosity in the form of

xTi,t = −2ηi,tDi. 1.7

The turbulent stresses are added to the (now-ensemble averaged) extra
stress tensor xTi such that the total extra stress tensor to be considered
in the (now-ensemble averaged) momentum equation 1.4 is the sum of
equation 1.5 and equation 1.7. Closures for the turbulent viscosity ηi,t are
provided in section 1.3.5.
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1.3.2. Particle force models

The interphase momentum exchange term ± 1
V ∑p∈V fj generally includes

a multitude of forces acting on the particles in a control volume, most
notably the drag force. Other forces may include the lift forces due to
shear [90, 91] and rotation [92, 93], the virtual mass force representing the
required acceleration of fluid mass displaced by the accelerating particle
and the Basset/history force accounting for the build-up of a boundary
layer on the particle surface. For the sake of conciseness, we here only
consider the drag force fD. The role of other particle forces is to some
extent investigated in section 6.1.

Defining the relative velocity as ur = us − u f , the drag force term in
equation 1.4 may be modeled as

1
V ∑

p∈V
fD = Kur, 1.8

where the interphase momentum exchange coefficient K is generically
expressed as

K =
αsρs f

τSt
, 1.9

with the Stokes relaxation time τSt written as

τSt =
ρsd2

s
18η f

, 1.10

where ds is the nominal diameter of a solid particle5.
We here assume spherical and mono-sized particles, a typical simplifi-

cation made in cuttings transport modeling. Particles in a well come in
different shapes and sizes [45] and also change size and shape along the
wellbore path due to frictional processes between particles and the wall and
in between particles leading to abrasive wear. The transport of spherical
solids along the bed may be handled with the consideration of the median
particle size d50 [94]. In the TFM framework, additional solid phases may
be added to account for different particle sizes. Particle shape, however,
may be accounted for by means of sphericity-dependent correction factors
in a later step.

5Please note, that we may use ds and dp interchangeably. However, in principle we refer
to index p by focusing on one single particle and to s by focusing on multiple particles
constituting the solid phase as a continuum.
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The functional f in equation 1.10 includes a specific drag function
cD
(

Rep
)

and depends on the particular drag model utilized [e.g. 95].
It is generally a function of the particle Reynolds number Rep defined as

Rep =
ρ f dp ‖ur‖

η f
. 1.11

However, to account for the large variety in solid volume fraction αs, i.e.,
the number of particles, in the control volume, we use the formulation
of Gidaspow [96], which is a combination of the Wen and Yu model [97]
and the Ergun equation [98]. Here, the interphase momentum exchange
coefficient K is given as

αs ≤ 0.2 : K = cD
3αsρ f ‖ur‖
4α f

0.65ds
1.12a

αs > 0.2 : K = 150
αs

2η f

α f ds
2 + 1.75

αsρ f ‖ur‖
ds

1.12b

and the coefficient of drag cD is defined as

cD =
24

α f Rep

(
1 + 0.15

(
α f Rep

)0.687
)

. 1.13

1.3.3. Rheological models of the fluid

Drilling fluids cover a large variety of viscosity ranges and are typically
shear-thinning. Often, they feature a yield stress, i.e., flow occurs only if a
certain stress level is exceeded.

We are here concerned with either Newtonian fluids, where the viscosity
η f in equation 1.5 is constant (e.g. η f = 0.001 Pa·s for water) or more
complex GNF, where the viscosity η f in the GNF constitutive equation 1.5
is a function of the shear rate γ̇ defined as the magnitude of the rate of
deformation tensor

γ̇i =
√

2Di : Di. 1.14

In any case, the fluid is assumed incompressible and thus the bulk viscosity
κ f in the GNF constitutive equation 1.5 becomes zero. Moreover, by
manipulating the continuity equation and applying the definition of the
material derivative it can be shown that the divergence of the velocity
field becomes zero in case of incompressible fluids (and hence flows), i.e.,
∇ · ui = 0.
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1.3. Continuum description of dense two-phase flow

The particular material function to be employed for the description of η f
depends on the shape of the so-called Flow Curve (FC)—a plot of steady-
state shear stress vs. shear rate obtained by means of viscometry—as well
as the shear rate range relevant to the particular problem. Figure 1.3 depicts
the performance of different material functions currently in use when fitted
to example Fann viscometric data [44] based on current petroleum industry
guidelines [99].
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Figure 1.3.: Example of the predictive capability of different fluid material functions as currently in
use in the petroleum industry [99] and related academic fields. The exemplified Fann

viscosity data was taken from [44].

Illustrated is the Bingham [100] model, also known as Yield Point (YP)/
Plastic Viscosity (PV) model, where the viscosity is given as

η f = σYPγ̇−1 + µPV 1.15

and which has been used in many different applications in the oil and gas
industry over the last several decades [101]. In equation 1.15, σYP is the
yield stress and µPV is the plastic viscosity6. The Ostwald/deWaele [25–27]
model, also known as the Power Law (PL) model, is given by

η f = KPLγ̇nPL−1, 1.16

and the Herschel-Bulkley [28] model, also known as Yield Power Law
(YPL) model, reads

η f = σYPγ̇−1 + KYPLγ̇nYPL−1. 1.17

6Note that σYP and µPV differ from PV and YP as defined in [99]: σYP = 0.511PV and
µPV = 0.001PV. See the memo [XI] for details.
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In equations 1.16 and 1.17 K and n are the PL and YPL consistency index
and exponent, respectively. The YPL represents the current industry stan-
dard [99] because it combines the YP-PV and the PL model and is a more
representative description for many drilling fluid systems over the entire
range of relevant shear rates [102], as may be verified from figure 1.3. How-
ever, when it comes to large shear rate ranges comprising both the very
low (γ̇ < 0.1s) and high (γ̇ > 1000s) shear rate ranges, many materials are
best-represented by four-parameter-models such as the Cross [30] model7

η f =
µ0 − µ∞

1 + (λCrγ̇)1−nCr
+ µ∞. 1.18

In equation 1.18, λCr is the Cross timescale, nCr is the Cross exponent, and
µ0 and µ∞ are the low-shear and high-shear viscosity plateaus, respectively.

When the YPL model is used based on current industry standards [99] it
is prone to extrapolation error. Current industry guidelines [99] base the
application of the YPL on only four viscometric data points. Moreover, in
case of vanishing yield stress or non-shear-thinning behavior, the resulting
PL and YP/PV are only based on two data points. As shown in figure 1.3,
these material functions may produce wrong stress predictions in the case
of particle settling (low shear rate range) or turbulent flow (high shear rate
range), simply because of data extrapolation error.

Drilling fluid model systems such as CMC and PAC solutions often do
not fit the YPL model family in terms of their typical flow curve and may
be more accurately described with the Cross [30] material function, or
alternatively with the Carreau [29] family of models.

In case of viscoelasticity and thixotropy, the GNF constitutive equa-
tion 1.5 has to be respectively extended by the addition of a term account-
ing for elasticity and an additional transported scalar structure quantity
characterizing the structural break-down and build-up of viscosity. The
stress is then made up of two components [53]:

• A viscous stress component dependent on viscosity, which is a func-
tion of the shear rate but, when it comes to thixotropy, also of the
history of shear in the form of the scalar structure quantity describing
the state of the microstructure.

7While there exist many more GNF material functions based on four (or more) model
coefficients such as the Carreau family of models [29, 103], these do not add more value
in terms of the shape of the flow curve.
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1.3. Continuum description of dense two-phase flow

• An elastic stress component, which—depending on the applied mod-
eling approach—is a function of the strain (Bingham-based approach)
or of the time derivative of the stress (Maxwell-based approach).
However, the Maxwell approach is physically more sound because it
reduces correctly to inelastic models in the limit of zero elasticity [53].
In case of additional thixotropy, the material parameters are also
functions of the scalar structure quantity.

A variety of models capable of describing elasto-viscoplastic thixotropic [e.g.
104–108], elasto-viscoplastic [109] or thixotropic behavior exist [110–114].
Recently the important role of the yield stress as a tensorial quantity has
been pointed out [115]: Not only shear stresses but also so-far under-
considered normal stresses, or more precisely normal stress differences
(NSD), do contribute to the yield stress magnitude at the yield point.

However, all these models require sufficient rheometric data to fit model
coefficients. Moreover, none of these models have so far seen implemen-
tation in commercially available CFD codes such as ANSYS Fluent. Such
efforts are beyond the scope of this thesis. We will nevertheless investigate
the possible error that is introduced by a GNF treatment of viscoelastic-
thixotropic fluids in chapter 3.

1.3.4. Rheological models of the solid

In the context of the TFM, the solid phase is considered a second continuum
interpenetrating the first, fluid phase. Hence, the GNF constitutive equation
1.5 is also used for the second phase, albeit with an entirely different set of
closures.

To describe the loose or collisional/kinetic regime, where the solid
volume fraction αs < αs, f = 0.50 and solid particles interact with each other
in terms of collisions characterized by their kinetic energy, we apply the
Kinetic Theory of Granular Flows (KTGF) developed by Savage et al. [116–
119]. Additional closures from soil mechanics (SM) are employed to handle
the dense or frictional regime, where the solid volume fraction αs > αs, f =
0.50 and solid particles interact with each other in terms of sliding and
rolling frictional contacts8.

Assuming additivity [118], the entire solid stress tensor, namely equa-
tion 1.5 and the isotropic pressure, is split into two parts Ts = Ts,c/k + Ts, f

8Note that the numerical value of αs, f is a model tuning parameter. 0.5 is an often used
value in KTGF-SM closures.
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and reads

Ts = ∑
j∈{k/c, f }

[(
−ps,j +

(
κs,j −

2
3

ηs,j

)
∇ · us

)
I + 2ηs,jDs

]
. 1.19

The stencil is still that of a GNF, although normal and shear stresses are
now made up of two contributions each. However, the set of closures
utilized is entirely different:

• The kinetic/collisional pressure [117]

ps,k/c = αsρsΘs + 2αs
2ρsΘs (1 + ess) g0,ss. 1.20

• The collisional shear viscosity [117]

ηs,c =
4
5

αs
2ρsdsg0,ss (1 + ess)

(
Θs

π

) 1
2

. 1.21

• The kinetic shear viscosity [96]

ηs,k =
10ρsds

√
Θsπ

96 (1 + ess) g0,ss

(
1 +

4
5

αs (1 + ess) g0,ss

) 1
2

. 1.22

• The kinetic/collisional bulk viscosity [117]

κs,c/k =
4
3

αs
2ρsdsg0,ss (1 + ess)

(
Θs

π

) 1
2

. 1.23

• The frictional pressure [120]

ps, f = 0.05

(
αs − αs, f

)2(
αs,mpd − αs

)5 . 1.24

• The frictional shear viscosity [121]

ηs, f =
ps sin φs√

2 ‖Ds‖
, 1.25

where the solid pressure ps is based on the sum of its kinetic/colli-
sional and frictional components according to equation 1.19.
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1.3. Continuum description of dense two-phase flow

The closure laws characterizing the kinetic/collisonal regime, namely
equations 1.20 to 1.23, are functions of the granular temperature Θs, which
is a measure of the velocity fluctuations in a fluidized granular system
due to individual particle collisions [122] and is proportional to the kinetic
energy of the random motion of the particles [123]:

Θs =
1
3
〈
u′s,iu

′
s,i
〉

. 1.26

Here, u′s,i is the i-th fluctuating component of the solids velocity in the
Cartesian coordinate system and the brackets represent an ensemble aver-
age of the fluctuating velocities of all particles within a finite volume [123].
The granular temperature Θs is a transported property and obeys the
following transport equation [123]:

3
2

[
∂

∂t
(αsρsΘs) +∇ · (αsρsusΘs)

]
=

xTs : ∇us +∇ · (kΘs∇Θs)− DΘs + K f s, 1.27

where kΘs is the granular conductivity [e.g. 124]. The two final terms in
equation 1.27 are the collisional dissipation of energy [117] and the inter-
phase exchange between the particle fluctuations and the liquid phase [96].
Equation 1.27 is a partial differential equation, but can be simplified to an
algebraic equation by neglecting the convection and diffusion terms—an
often used assumption in dense, slow moving fluidized beds, where the
local generation and dissipation of granular temperature far outweigh the
transport by convection and diffusion.

In equations 1.20 to 1.23, ds is the diameter of a solid particle, ess = 0.9 is
the coefficient of restitution for particle collisions and

g0,ss =

[
1−

(
αs

αs,mpd

) 1
3
]−1

1.28

is the radial distribution function accounting for the probability of particle
collisions, where αs,mpd = 0.63 is the maximum packing density, and which
has been used frequently in the history of granular flows [e.g. 117, 125–127]
in the form presented in equation 1.28.

The closure laws characterizing the frictional regime, namely equa-
tions 1.24 and 1.25, are only active for αs > αs, f = 0.50 and effectively
solidify the solid phase for αs → αs,mpd because of the diverging solid
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1 Introduction

frictional pressure. This process is self-enforcing because of the shear rate
γ̇s in the denominator of equation 1.25: For vanishing shear rates in the
frictional regime, a Bingham-type [100] flow behavior is obtained due to
the yield feature inherent in equation 1.25. The maximum packing density
αs,mpd = 0.63 and the angle of internal friction φ are also model constants.
While the former may be derived analytically for close-packings of spheres,
the latter is a physical quantity characterizing failure of soils due to shear
stress and may be related to the angle of repose [128].

1.3.5. Turbulence models

The Reynolds-Averaging process and the Boussinesque hypothesis leads
to the turbulent viscosity ηt in the transport equations, as described in
section 1.3.1 and formulated in equation 1.7 which has to be modeled by a
suitable RANS closure.

Concerning the fluid phase, here we mainly use the Shear Stress Trans-
port (SST) k− ω model [129, 130], because of its suitability for swirling
flows and the possibility to either integrate it to the laminar sublayer or ap-
ply wall functions. It is designed to blend the standard k−ω model, which
is robust and accurate in the near-wall region, with a k− ε model [131]
converted into a k−ω formulation, which is robust and accurate in the free
stream, by means of blending functions b1 and b2. The turbulent viscosity
η f ,t becomes a function of the two transported quantities turbulent kinetic
energy k and specific dissipation rate9 ω and is then defined as

η f ,t = fl fd
ρ f k
ω

, 1.29

where fd is a damping function for low Reynolds-number corrections
and l = f (b2) is a limiter coefficient ensuring that overprediction of the
turbulent viscosity is avoided and therefore enabling the SST k-ω model
to better predict the onset and amount of flow separation from smooth
surfaces [129, 130].

The two transport equations for the turbulent kinetic energy k and the

9ω can also be thought of as the ratio of the rate of dissipation of turbulence ε to turbulent
kinetic energy k. The inverse of ω is the timescale on which dissipation of turbulence
energy occurs [132].
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1.3. Continuum description of dense two-phase flow

specific dissipation ω are

∂

∂t
(
α f ρ f k

)
+∇ ·

(
α f ρ f u f k

)
= ∇ ·

[
α f

(
η f +

η f ,t

Prk

)
∇k
]
+ α f Gk − α f Yk + α f ρ f Πk, f , 1.30

and

∂

∂t
(
α f ρ f ω

)
+∇ ·

(
α f ρ f u f ω

)
= ∇ ·

[
α f

(
η f +

η f ,t

Prω

)
∇ω

]
+ α f Gω − α f Yω + α f Dω + α f ρ f Πω, f , 1.31

where Pri = f (b1) are the respective turbulent Prandtl numbers, Gi are
respective production terms, Yi are respective dissipation terms and Dω is
a cross diffusion term, which arises in equation 1.31 as a consequence of
the blending of the k-ω model and the standard k-ε model [131] (converted
to a k-ω formulation). The last terms account for influences of the particles
on the fluid, i.e., turbulence interaction.

The turbulence quantities of the solid phase are obtained from the fluid
phase by applying the Tchen theory of dispersion of discrete particles by
homogeneous turbulence [133, 134], as given by Simonin and Viollet [135].
Here, the fluctuating quantities of the solid phase are related to the mean
characteristics of the primary phase and particle relaxation time τF

s f (equa-
tion 1.10 with corrections for high Re drag and, if applicable, virtual mass)
and eddy-particle interaction time τt

s f (based on the energetic turbulent
eddy time scale (3Cηk f )/(2ε), where the constant Cη = 0.09, and crossing-
trajectory effect [136]). The turbulent viscosity for the granular phase is
approximated as

ηs,t = ρs

(
1
3

f1τt
s f +

2
3

f2τF
s f

)
, 1.32

where f1 and f2 are functions of τt
s f /τF

s f as well as the turbulent kinetic
energy of the fluid phase k f . For further details see [87]. Alternatives to the
SST k-ω model include the aforementioned k-ε model and its derivatives
as well as the Reynolds Stress Model (RSM). In a RSM, the Boussinesq hy-
pothesis is avoided and, assuming symmetry of the Reynolds stress tensor
−ρiu′iu

′
i, six transport equations are solved for the individual Reynolds

stresses and one for the dissipation rate. For further details as well as all
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relevant closures of the SST k-ω model utilized, the reader is referred to
the works of Menter [129, 130] and Simonin and Viollet [135] as well as the
Fluent theory manual [87].

Note that the k-ω and k-ε turbulence model families do not account for
any non-Newtonian effects. The Reynolds-averaging is performed assum-
ing a Newtonian, i.e., constant and thus non-fluctuating viscosity, hence no
interaction between the closures presented in section 1.3.3 and section 1.3.5.
This is the formulation typically used in cuttings transport CFD studies [e.g.
137–139]. However, turbulence is affected by the non-Newtonian rheologi-
cal properties of the fluid [e.g. 140–144] and possibly vice-versa [145]. This
issue is further investigated and discussed in chapter 5.

1.4. CFD cuttings transport modeling—State of the
art

We here briefly cover recent 3D CFD cuttings transport studies10 regarding
their models used and findings. For a more comprehensive picture covering
the many (interdependent) effects of the most relevant parameters as well
as mechanistic or phenomenological 1D models, and experimental studies,
the reader is referred to review papers [58, 59, 154–162].

The role of CFD has only been focused on recently in review papers [154,
157, 158]. However, the focus here was on the results of the simulations [157,
158] or on providing a general picture [154] and not on the CFD setup and
models utilized.

CFD (and also experimental) studies of wellbore flows can be categorized
based on physical complexity as depicted in the left-hand side of figure 1.4.

Physical complexity is here defined as the number of physical complexi-
ties and their inter-dependencies. The advantage of this model categoriza-
tion concept is the direct linkage to the mass and momentum conservation
equations and the phasic stress tensors. For instance, in case of 1 , the

10As pointed out by Meese and Simonsen [6], CFD has also been used in other physically
very similar fields where a dispersed solid phase is transported in a liquid, for instance
slurry transport [e.g. 146–148], fluidized beds [e.g. 82, 149, 150], or environmental
transport of solids in rivers [e.g. 151–153]. However, the computational domain is
different (annulus vs. pipe/channel/open conduits), and the effects of inclination
are only partly reflected (fluidized beds are equivalent to vertical annuli, while slurry
transport and environmental transport of solids are equivalent to horizontal annuli).
Nevertheless, on the particle scale, many similarities are found and thus works from
these fields may also be very beneficial to advancements of wellbore flow models.
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Non-
Newtonian
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4
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7
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3

1

• GNF (Shear-thinning, Yield stress, 
Viscosity plateaus)

• Viscoelastic
• Thixotropic

• RANS/URANS
• LES/DES/VLES
• DNS

• Frame of reference (Eulerian-Eulerian  
vs. Eulerian-Lagrangian) and multiphase 
model (TFM, DPM, DEM,…)

• Particle forces and closures

Figure 1.4.: Categorization of CFD studies based on physical complexity and other physic-specific
attributes. Not depicted is case 0 , which is simply the single-phase laminar flow of a

Newtonian fluid.

transport equations 1.2 and 1.4a and the extra stress tensor as the sum of
equation 1.5 and equation 1.7 in conjunction with η f = const. and, assum-
ing a RANS approach, a turbulence model describe the fluid system (i = f ).
In case of 2 , the transport equations 1.2 and 1.4 and the stress tensor
as given by equation 1.5 in conjunction with a material function η f (γ̇),
describe the fluid system (i = f ), at least as long as a GNF framework is
valid. In case of 4 , the transport equations 1.2 and 1.4 and the stress
tensor as given by equation 1.5 in conjunction with η f = const., describe
the fluid-solid system (i = f , s). For the highest physical complexity, i.e.,
7 , the transport equations 1.2 and 1.4 and the extra stress tensor as the

sum of equation 1.5 and equation 1.7 in conjunction with a turbulence
model and with a material function η f (γ̇), describe the fluid-solid system
(i = f , s).

The right-hand side of figure 1.4 exemplifies additional classification
categories for each physical field, some of which may include subcategories.
For instance, the RANS framework requires employment of a specific
turbulence model. Other relevant parameters affecting the quality of
cuttings transport are an equally valid choice for the categorization. For
example, the inclination of the annulus may be used because only in non-
vertical situations a cuttings bed may form. Such information is important
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as it might affect the choice of the multiphase mode utilized.
In the most complex case a wellbore flow is a non-Newtonian fluid

transporting solids under turbulent flow conditions as indicated by 7 in
figure 1.4. However, to simplify the problem, many studies have either
focused on Newtonian fluids, i.e., 1 , 4 , and 6 , or on the laminar flow
regime, i.e., 2 , 4 , and 5 . We here only focus on the multiphase studies,
i.e., 4 – 7 , and not on the pure hydrodynamic studies, i.e., 1 – 3 :

4 Only three studies appear to have focused on the cuttings transport
in laminar flows of Newtonian fluids [163–165]. All have used the
Eulerian-Eulerian TFM of ANSYS Fluent and considered a multitude
of particle forces and found the drillpipe rotation rate to be a major
factor.

5 Cuttings transport in laminar flows of non-Newtonian fluids has been
investigated much more often [49, 50, 166–181]. The fluid rheological
properties are always handled with a GNF framework and either the
PL or the YPL are used as material functions. The Eulerian-Eulerian
TFM of ANSYS Fluent or CFX has been used equally often [168, 169,
172, 175–177, 179] as an Eulerian-Lagrangian concept [49, 50, 173, 174,
178, 180, 181], and a mixture model was used in four studies [166,
167, 170, 171].

6 Cuttings transport in turbulent flows of Newtonian fluids has been
investigated equally well [182–192]. All studies used the TFM frame-
work of Fluent with the exception of Sun et al. [184] who applied a
DEM concept and Osgouei et al. [190], who used CFX instead. In all
studies the k-ε or k-ω model (or some variant) were applied, with the
notable exception of Dykes [185] who used an RSM.

7 Cuttings transport in turbulent flows of non-Newtonian fluids has
been investigated increasingly often in recent years [137–139, 193–
201]. Most studies used the TFM framework of Fluent in conjunction
with the KTGF, only some studies employed Eulerian-Lagrangian
concepts [195, 199, 200]. Lucas [198] used OpenFOAM with a VOF
concept. In all studies, the k-ε or k-ω model (or some variant) were
applied, with the notable exception of Heydari et al. [193] who ap-
plied an RSM. As mentioned in section 1.3.5, no interactions between
the turbulent stress tensor xT f ,t and the extra stress tensor xT f are
considered in these studies.

22



1.5. Motivation

Xiaofeng et al. [157] conclude that most CFD work done has made use of
"as-is" commercial software and respective models without further detailed
mechanistic modeling of the associated physics. Based on the studies
published since the publication of Xiaofeng et al. [157], this conclusion still
holds.

1.5. Motivation

Despite RT hole cleaning analysis in the form of MWD down hole sensors
and monitoring devices being on the rise [e.g. 68, 202], the major part of
the wellbore from the surface to the BHA remains a black box [46]. Thus,
sophisticated and validated models are required for interpretation and
prediction of the wellbore state.

Industrial simulators for cuttings transport [e.g 203–205] are generally
based on simplified 1D models in order to generate predictions in RT.
However, lack of accuracy (when compared with experimental data and
other models) and lack of understanding of the complex, combined physics
(e.g. the effect of mud properties and cuttings concentration on drill string
dynamics and turbulent flow of non-Newtonian fluids) remain major
issues [160–162]. In fact, there is no "generalized systematic" [59] and
"comprehensive and proven" [154] model available for hole cleaning and
cuttings transport. Technology in the form of "Realistic RT integrated
drilling simulation models" [206] to provide RT information on conditions
downhole is required to avoid drilling issues, which may be as high as
35 % of well costs [206].

CFD has proven to be a very beneficial support tool in order to elaborate
on RT model accuracy, both qualitatively and quantitatively. To further
improve 1D models, CFD work should focus on local fluid velocity pro-
files, characteristic turbulence parameters such as Reynolds stresses and
turbulent intensity, shear stresses, solid entrainment rates, and the pipe
rotation effect on the solids transport [154].

1.6. Goals and thesis outline

The primary aim of the AdWell project is to enhance the current under-
standing of the physics involved in the complex transport phenomena
during cuttings transport as well as related hydrodynamics. The goal of
this PhD project is to advance existing models and create new in-depth
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knowledge of flow details and general process understanding. Results
are expected to support the improved mathematical modeling on a 1D RT
level.

In particular, our goals are:

• Analyze the cuttings transport process and perform a DA.

• Investigate the impact of the non-Newtonian drilling fluid on the
solid transport mechanisms and advance current models.

• Investigate the validity of granular flow models to describe the cut-
tings transport process and develop alternatives.

• Investigate the role of turbulence and the validity of turbulent flow
models to describe the non-Newtonian hydrodynamics.

• Investigate the effect of drill pipe rotation on cuttings transport by
accounting for lateral whirl pipe motion.

The thesis is structured accordingly and each individual chapter contains
a summary of the main findings, which may be composed of one or more
research papers given in appendix A. As visualized in figure 1.5, the main
body of the thesis is structured as follows:

• In chapter 2, we analyze a generic cuttings transport process with
regards to parameters and variables on the two hierarchical levels
wellbore scale and annulus scale (see figure 1.1) as well as respective nu-
merical validity ranges for the Norwegian Continental Shelf (NCS) [I,
X]. In addition, this work identifies several research topics and builds
the basis for all further work. We explore the scaling of parame-
ter sets from one setup to the other, e.g. transferring field values
to laboratory values, and develop a comprehensive cuttings trans-
port scaling approach accounting for GNF fluids [III]. Finally, we
briefly exemplify a 1D cuttings transport model, which, as a sample
representation of RT models, imposes requirements for our level of
modeling and highlights certain relevant aspects of cuttings transport
physics [XII].

• In chapter 3, we focus on the fluid scale and study the GNF assump-
tion typically employed in cuttings transport studies for the example
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of aqueous PAC solutions11 and develop an understanding of the
limitations and errors of the GNF framework [IV]. The results pro-
vide the rheological basis in terms of fluid closures for the following
chapters. For a subset of the established parameter sets [I, X], we
deepen our understanding of modeling errors introduced by the GNF
framework with the application of Pipkin spaces [XIV].

• Chapter 4 is dedicated to the modeling approach of the solid phase
and in particular its dense regions where particle contacts occur
frequently. By means of the cliff collapse problem12, we evaluate
the TFM performance with KTGF and SM closures as described
in section 1.3, hereafter simply referred to as TFM-KTGF-SM, for
different fluids and spatial scales [IX, V]. In addition, we explore
an alternative modeling approach from environmental sediment
modeling, where the cuttings bed is dynamically excluded from
the computational domain by means of mesh deformation [VI].

• In chapter 5, we again exploit the established parameter sets [I, X]
to estimate the turbulence level prevailing in wellbore flows [XIII]
by means of the bulk-velocity-based Reynolds number. We subse-
quently study the performance of several turbulence models for the
transitional flow regime and benchmark the CFD results with DNS
data [VII].

• In chapter 6, we study two different flow problems relevant for
cuttings transport:

– Focusing on the particle scale (see figure 1.1) first, we study
the trajectory of an individual particle subjected to a channel
flow of a shear-thinning fluid in section 6.1. Based on initial
research [XV, 207], we develop and evaluate a new modeling

11PAC solutions are water-based drilling fluid model systems often used in cuttings trans-
port studies due to their shear-thinning behavior and translucency. Four concentrations
(1 g/L, 2 g/L, 3 g/L, 4 g/L of PAC granules in distilled water) were used in the
experimental campaign of the AdWell project [4] and are hereafter respectively referred
to as PAC1, PAC2, PAC3, PAC4. A comparison of the individual PAC solutions with
the drilling fluids used on the NCS is provided in the report [XIII].

12The cliff collapse problem is the granular flow analog to the dam-break scenario in fluid
mechanics and constitutes a collapse of a column of granular media under the pure
influence of gravity. This may be considered a simplified test case for cuttings transport
models because it represents an extreme case of what might happen in an inclined
wellbore element in the sudden absence of flow.
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approach where the effect of the particle on the magnitude of
the shear rate, as seen by the particle, is considered [II, XVI].

– Secondly, in section 6.2, we focus on 3D wellbore flows, i.e., the
annulus scale depicted in figure 1.1, and investigate the effect
of pipe rotation and eccentricity. Moreover, we account for the
lateral motion of the drill string by implementing specific orbital
motion patterns to accordingly deform the computational grid
throughout CFD simulations. We show that this approach is
both a viable option and a necessity in order to simulate wellbore
flows more accurately [VIII].

• Finally, chapter 8 closes with conclusions and recommendations for
further research directions.
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All models are wrong, but some are use-
ful.

George Box (1978 CE)

2
Relevant parameters, dimensional

analysis and scaling

In order to model any process, a detailed understanding of the relevant
parameters and variables is required. Moreover, an understanding of the
ultimate goal of the modeling process has to be developed. In this section,
we present the relevant parameter space of cuttings transport, elaborate on
scaling of the process and understand the requirements of coarser models
imposed on CFD modeling based on the research works [IX, X, III, XII].

2.1. Relevant parameters

In [IX, X], a generic cuttings transport process for the case of directional
drilling is analyzed regarding the industrially-relevant parameter space,
with a particular focus on drilling on the NCS.

A distinction is made between the wellbore scale displayed in figure 1.1
and the scale of an annular element of the wellbore at some arbitrary depth
down hole, termed annulus scale1. The latter constitutes the computational
domain of interest primarily relevant for this study, see also figure 1.1.
In order to derive the relevant parameters for the annulus scale from the
wellbore scale, a detailed analysis of both scales is required first.

1This scale is termed wellbore subsection in [IX, X]. However, in the petroleum industry,
section refers to particular sections, e.g. the 8.5 inch section used in the CFD study [VIII].
Thus, the term annulus scale is used.
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2 Relevant parameters, dimensional analysis and scaling

While in many cases the two hierarchy levels feature the same parameters
and variables, a few notable exceptions exist. For instance, the Rate of
Penetration (ROP)2 is a parameter on the wellbore scale. However, it does not
necessarily appear as a relevant parameter on the annulus scale3. Instead, a
more meaningful parameter on the annulus scale is the cuttings volumetric
flow rate or mass flow rate which is related to the ROP through mass
conservation4. Another effect of the ROP is the associated drill string
x-velocity which manifests itself as a non-zero velocity on the inner wall.
While this may be simply considered a kinematic boundary condition (BC)
on the annulus scale, it is typically neglected in 3D CFD cuttings transport
studies because it is one to two orders of magnitudes smaller than the
mean axial flow velocity.

In a second step, the established parameter spaces, both on the wellbore
scale and annulus scale, were numerically parameterized based on a database
dump of aggregated NCS wellbore statistics obtained from the Norwegian
Petroleum Directorate (NPD) . By means of adequate filtering5, numerical
validity ranges were generated for each wellbore scale and annulus scale
parameter.

2.2. Dimensional analysis and scaling

In a subsequent study [III], a cuttings transport scaling framework ac-
counting for GNF behavior is proposed based on the established parameter
sets of the first part [IX, X]. Based on the concept of Metzner and Reed
(MR) [24], a DA of a cuttings transport process, as described in paper [I], is
performed for a PL fluid behavior, i.e., equation 1.16. In a second step, the
more generic YPL, i.e., equation 1.17, is introduced via the local PL approxi-
mation of MR. In essence, the cuttings bed area fraction αb = Ab/Aa, where
A is the respective cross-sectional area, as a characteristic variable for the
quality of cuttings transport is a function of 12 dimensionless groups Πi,
including the MR Reynolds number and corresponding versions of other

2The Rate of Penetration is the speed at which the drill bit is advanced through the
formation during drilling ahead.

3Note that in [IX, X] the ROP is erroneously attributed to the annulus scale instead of the
wellbore scale.

4Note that eq. (1) in [IX, X] provides L/s. Hence, the conversion factor needs to be
multiplied by 60 s/min in order to yield the stated volumetric flow rate in L/min.

5The AdWell projects focus was a drilling-ahead operation of directionally drilling the 8.5
inch section of an arbitrary formation with WBM.
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2.3. A simple example for wellbore flow models

classical dimensionless quantities, e.g. the Shields number, the (macro-
scopic) Stokes number, the Archimedes number, the Taylor number, and
the Froude number. The Π-space is completed by the dimensionless eccen-
tricities in y and z, the PL exponent n, the Cuttings Transport Ratio (CTR),
and the aforementioned αb as the dependent variable. In addition, the Π-
space is supplemented with dimensionless quantities on the microscopic,
i.e., the particle scale. The established Π-space is provided in two variants
for annular flow and pipe flow because experimental studies from outside
the drilling community often apply a pipe geometry.

The obtained set of dimensionless numbers can be used to fit large,
comprehensive sets of experimental data to higher-order polynomials to
obtain an empirical steady-state 1D model for cuttings transport. The
applied dimensional parameter space predetermines model validity and
the chosen form of the polynomial fit function highly determines model
accuracy. The experimental data must obey all parameters in the applied
parameter space. Moreover, no other relevant parameters are to distort the
picture. For instance, while viscoelasticity and thixotropy of the fluid as
well as free lateral movement of the drill string are certainly relevant in a
wellbore, they must not occur here because they were neglected in the first
place.

2.3. A simple example for wellbore flow models

Many mechanistic 1D models addressing wellbore cuttings transport are
based on the two-layer (flowing suspension + fixed bed) slurry transport
pipe flow model of Doron et al. [208], which was extended to a three-
layer model (flowing suspension + sliding bed + fixed bed) by Doron
and Barnea [209] and finally incorporated inclination [210]. Various 1D
transient models have been subsequently proposed in the literature (see
paper [I] for a brief summary). However, these models are relatively
complex and require a multitude of closure laws.

As an alternative, we derived a simple, phenomenological, 1D transient
model framework [XII], which may be fed with available steady-state ex-
perimental or field data based on simple closures or more sophisticated
closures. Simple closures may be needed for real-time applications of the
results, e.g. monitoring and advisory systems, or when a large number
of simulations is needed to figure out the optimal operational parameters.
In paper [XII], the simple closure concept is exemplified with the experi-
mental data of Sanchez [40]. Alternatively, sophisticated closures for solid
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2 Relevant parameters, dimensional analysis and scaling

deposition and entrainment rates as well as a slip formulation may be
used, all of which may be derived from more complicated models. In the
paper [XII], a sophisticated closure approach is based on the mathematical
model formulation of Charru et al. [211].

Starting from a three-layer concept and conservation equations for mass
and momentum, we obtain a simple set of two or three (depending on
the number of layers considered) hyperbolic equations characterizing the
accumulation of solids in a domain by exploiting several equilibrium
assumptions. For instance, for a two-layer concept, two transport equations
for solid volume fraction (equivalent to solid mass) for a homogeneously
moving mixture (index h, equation 27 in [XII]) and a stationary bed (index
b, equation 28 in paper [XII]) are sufficient to capture the dynamics of
the system. The volume fraction of the bed is related to the solid volume
fraction in the bed (equation 29 in paper [XII]) and the sum of all solid
volume fractions has to equal 1 (equation 30 in paper [XII]). The slip
velocity of particles in suspension, vh,s, is modeled as the vector-sum of
the liquid velocity and the solids settling velocity and for the erosion-
deposition model Γb,h

s the model formulation of Charru et al. [211] is
employed.

Model validation was performed by investigating several experimental
results obtained by Sanchez [40] with the tuned model variant. While
the general picture—both qualitatively and quantitatively—was fairly well
replicated, specific points in time were not so well predicted by the model.
A more powerful model with enhanced prediction capabilities may be
obtained by directly specifying closure relations instead of performing
model tuning. However, this requires all relevant data and information to
be disclosed in experimental works [IX, X].
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The mountains flow before the Lord.
Prophetess Deborah (1200 BCE)

3
Rheological properties and

description of drilling fluid model
systems

Throughout the course of this PhD project, the drilling fluid behavior in
modeling works was modeled as a GNF and considered to behave purely
shear-thinning without any yield stress property, i.e., described by the
material functions equation 1.18 or equation 1.16. However, drilling fluid
systems are known to posses thixotropic and viscoelastic properties [51,
52, 212, 213], which manifest themselves as thixotropic loops in FCs [e.g.
214–216]. For the PAC fluids used in the experimental campaign of the
AdWell project [4], we studied in depth the rheological properties in order
to assess the associated GNF model error [IV], that is the prediction error
when GNF behavior is assumed.

3.1. The fluid picture

We performed a comprehensive rheological characterization of PAC solu-
tions (with PAC granule concentrations of 2 g/L and 4 g/L and distilled
water being the solvent) to understand the change of viscosity with time
due to fluid microstructure build-up and break-down processes in case
of shearing. The campaign included FC measurements to obtain the
steady-state shear viscosity material function, Amplitude Sweeps (AS) and
Frequency Sweeps (FS) to characterize the (linear) viscoelastic properties
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3 Rheological properties and description of drilling fluid model
systems

and Three-Interval-Thixotropy-Tests (3ITT). NSDs were also analyzed al-
though not directly measured due to laboratory constraints. Instead, these
were estimated based on the empirical correlation of Laun [217], based on
FS data.

Viscoelastic and thixotropic timescales were associated with the obtained
rheometric data and we showed that PAC solutions indeed act linearly
viscoelastic on short timescales (O (τ) ≈ 10−4...100 s)1 and feature viscosity
changes due to thixotropic microstructure changes on longer timescales
(O (τ) ≈ 100...103 s).

The time constant of GNF material functions such as Cross, Carreau,
and PL in a timescale formulation provides a ball-park figure of the classic
viscoelastic timescale τRS, which is a “Recoverable Shear”-based relaxation
time and is thus constructed from the GNF PL coefficients and coefficients
of a PL fit of the First Normal Stress Difference (FNSD).

In contrast, the thixotropic timescales determined experimentally by
means of 3ITT were not based on any particular model. Instead, we
applied the timescale definition of a saturation function. Normalizing the
3ITT data with the respective FC viscosity provides a direct estimate of
the error between a GNF model and the true in-situ apparent viscosity, as
depicted in figure 3.1.

Ideal GNF behavior corresponds to the horizontal line η f /ηFC = 1.0, i.e.,
the fluid’s viscosity reacts instantly to any change in stress. Hence, purely
viscous interpretation of data and corresponding constitutive equations/-
material functions may increase uncertainty by an order of ≈ 75 to 90% in
extreme cases, but more commonly ≈ 10 to 20 %. However, this depends
on the magnitude of transient flow changes, e.g. shear rate steps and the
time of observation.

When performing FC measurements, sufficiently long measurement
point durations, i.e., the time it takes to obtain a single FC data point, have
to be used such that the actual measurement occurs when the fluid sample
has reached a steady-state with regards to its microstructure.

PAC solutions at steady-state are rheologically best-described with a
material function featuring both a low-shear and high-shear viscosity
plateau such as the Cross [30] or Carreau [29] models. While the PL

1Because several fields of research use the greek letter τ for different purposes, we here
define the following in line with the official symbols and nomenclature of The Society
of Rheology [218]: Stress is represented by the small greek letter σ and timescales
are represented by the small greek letter τ, with the exception of the Cross [30] and
Carreau [29] model coefficients, λCr and λCa, respectively, which have units of time.
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3.2. The process picture
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Figure 3.1.: Qualitative result of a typical 3ITT as disseminated in paper [IV], where the fluids
instantaneous viscosity η f normalized with the respective FC steady-state viscosity is
displayed over time. The first intervals purpose is to erase any existing fluid history
and establish a reference level, which for the depicted case has not been established
because the interval is insufficiently long. Running the rheometer with a very high

shear rate over a certain period of time in the second interval breaks the fluids
microstructure. The fluids microstructural response to a sudden cessation of flow is

obtained in the third interval (which must be very much longer if a complete
restructuring, i.e, η (t→ 0) /ηFC = 0, is to be observed).

may be adequate for an intermediate shear rate range it fails to account
for the Newtonian viscosity limit at low shear rates as well as for the
high viscosity plateau at high shear rates where the viscosity approaches
that of the solvent, i.e water. Therefore, material functions accounting for
viscosity-plateaus are required if these shear rate ranges are relevant for the
particular problem investigated, e.g. the low-shear rate range (γ̇ < 1s−1)
for a particle settling in a quiescent fluid.

3.2. The process picture

In a subsequent study [XIV], we related the rheological timescales of
the fluid established in the previous section 3.1 to kinematic timescales
characterizing a cuttings transport process in a Deborah number [219]
sense to further understand the impact of viscoelastic and thixotropic fluid
behavior on experimental results.

For both the particle scale and the annulus scale2, Deborah [219] and

2Unfortunately, this scale is inconsistently termed main flow scale and fluid scale in pa-
per [XIV]. However, due to the ambiguity of the terms "main flow" as well as "fluid"
and for consistency purposes, the term annulus scale is used.
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3 Rheological properties and description of drilling fluid model
systems

Weissenberg [220] numbers were established and visualized in so-called
Pipkin spaces [221].

Historically, the Deborah number represents the ratio of a fluidic timescale
characterizing the material response to changes in stress to the timescale
of observation3 and serves as an indicator for viscoelastic behavior [219].

De =
τ

Tobs
3.1

Our interpretation is a bit wider: The Deborah number serves as an
indicator for GNF behavior and may take either a viscoelastic timescale or
a thixotropic timescale in the nominator and a timescale characterizing the
process in the denominator. The latter is generally built from the ratio of
a process-characteristic length scale and a process-characteristic velocity,
e.g. L/U f and dp/vp,set, where vp,set is the terminal settling velocity of a
particle. Note that the process-characteristic length scale L is defined along
the direction of the flow. Therefore, the Deborah number De accounts for
the degree of transient nature of the flow and becomes zero for (Lagrangian
rather than Eulerian) steady flows [222, 223].

In contrast, the Weissenbergh number Wi represents the degree of non-
linear behavior of the material as it contains the inverse of the shear
rate, i.e., the inverse of either equation 1.14 or equation 6.1, in the de-
nominator. This corresponds to a process timescale definition, where the
process-characteristic length scale L is defined normal to the principal flow
direction, i.e., dh for the annular case. However, the particle time scale
dp/vp,set results in De = Wi for the particle scale. Thus, for a settling
particle, a better choice for the characteristic distance a particle settles may
be dh, instead.

The basis for the fluid description in both the Deborah and Weisenbergh
numbers are the fluidic, or rheological, timescales as described in the
previous section 3.1 and therefore represent the rheological behavior of
PAC solutions, specifically. The process timescales are built from the
numerical parameter ranges established in the parameter analysis ( [I, X],
see section 2.1). Here, several cases are defined somewhat arbitrarily (Table
1 in [XIV]) to cover the numerical parameter ranges established in [I, X].

3The timescale of observation may simply be interpreted as the total time one observes
the flow as paraphrased by the verse "The mountains flowed before the Lord" [219].
However, rheologists have come to use timescales relevant for the particular process,
for instance constructed from a characteristic length scale (in the direction of the flow)
over a characteristic velocity.
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3.2. The process picture

Unfortunately, for the fluids and cases considered, no unequivocal result
is obtained by computing respective ranges of the Deborah number, the
Weissenberg number, and the Reynolds number.

However, in general, the orders of magnitudes of De, Wi, and Re as well
as their definitions indicate that for the GNF model to hold on the annular
scale:

• sufficient development lengths L must be incorporated in an experi-
mental setup,

• a steady-state of the entire process has to be ensured,

• and a steady-state of the flow at the point of observation is required.

For the GNF to be valid on the particle scale, the following points should
be considered:

• Particles should be sufficiently small, such that induced settling
velocities are small. Otherwise, viscoelastic corrections to the drag
coefficient [224] may have to be considered.

• Rheological relaxation times must be sufficiently short. The com-
bination of higher PAC concentrations and multi-particle systems
of larger particles must be taken with care, because the settling of
particles following in the wake of a particle will be affected by the
altered microstructure of the fluid [225, 226]. Even for single particles
care must be taken in case of high fluid relaxation times because
this may significantly increase the particle drag [225] due to an in-
homogeneous viscosity field around the particle.

No generally valid conclusion may be drawn from the analysis. Instead,
the stencil presented in [XIV] has to be used on an individual basis in order
to asses the validity of the GNF assumption for a particular experimental or
numerical campaign. If the GNF formulation is to be used for experimental
data analysis and concurrent numerical modeling, careful design of flow
loops and test setups is required to minimize the effect of transient viscosity
changes and viscoelastic stresses.
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παντα ρει—Everything flows.
Simplicius (490–560 CE)

4
Modeling of dense granular flows

In this chapter, we first investigate the application of the TFM-KTGF-SM
model to a simple test case, namely the cliff collapse problem, which may
also be considered a subproblem of wellbore flows. In a second step, we
consider the so-called Exner [227] equation as a model alternative to the
TFM-KTGF-SM approach.

4.1. The cliff collapse problem as a simple test case
for wellbore flow models

The Two Fluid Model (TFM), in combination with the Kinetic Theory of
Granular Flows (KTGF) and additional closures from soil mechanics (SM)
as described in section 1.3 is used in the majority of CFD cuttings transport
studies, see section 1.4. Here, the TFM-KTGF transport equations for mass,
momentum, and granular temperature as well as turbulence quantities
are solved in the entirety of the computational domain. Dense regions,
where particles are in frequent contact with each other and frictional
contact dominates, are rheologically handled with the SM viscosity material
function equation 1.25: Small shear rates and large solid pressures lead to
a large solid viscosity which effectively leads to cessation of flow.

However, the model is usually not validated in a proper manner. Valida-
tion with real field data is challenging due to the difference in scales and
the many unknown parameters, hence experimental data from laboratory
studies may be used instead. But validation is often conducted inade-
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4 Modeling of dense granular flows

quately: Some studies perform validation with single-phase experimental
data only and others benchmark their results with other simulation results
only (both may be due to absence of adequate experimental data), and yet
others use debatable quantities such as the CTR [176, 177]1.

Therefore, we decided to evaluate the TFM-KTGF-SM approach as de-
scribed in section 1.3 with a much simpler test case: the sudden collapse
of a cliff of granular media [IX, V], as depicted in figure 4.1. As the cliff
starts to disintegrate under the influence of gravity at t = 0 s, the cliff
collapse problem may be considered the granular media equivalent to the
single-phase fluid mechanics dam-break scenario.

𝛼𝛼𝑠𝑠,0

𝑤𝑤 = 𝑥𝑥0
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Figure 4.1.: Qualitative result of a typical cliff collapse as disseminated in papers [IX, V]. The
spheres conceptually indicate a typical shape of a fully collapsed cliff, and the red

spheres represent its top-layer. The dashed line denotes the IC.

In terms of the parameter space investigated, we have studied the in-
fluence of the cliff aspect ratio a = y0/x0, the scale of the initial cliff, the
scale of the particle size, four different interstitial fluids (air, water, PAC
solutions), and the role of the ICs such as solid volume fraction αs and solid
pressure ps fields. The latter was evaluated by two different strategies:
(1) Let solids settle to establish a compacted granular bed in dynamic
equilibrium prior to allow the cliff to collapse, or (2) simply patch the solid
volume fraction αs into the computational domain at t = 0 s.

1If the solution is steady-state, the CTR is predetermined by the BCs (the inlet phase
velocity and the solid volume fraction αs), unless a pressure gradient in combination
with periodic BCs is specified, see paper [VIII].
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4.2. The Exner equation - An alternative modeling approach for
wellbore flows

However, validation with experimentally obtained scaling laws from
the literature [228, 229] was not comprehensively successful because the
top-layer of the deposit depicted in red in figure 4.1 does not stop flowing,
albeit with a very small velocity. While most of the simulations produced
a quasi-final deposit featuring an angle similar to the angle of repose at
a presumed steady-state, the flowing layer results in a scale-dependent
disintegration of the cliff over longer periods of time which ultimately
results in a flat bed. We suspect this phenomenon, hereafter termed top-bed
velocity defect, to be a consequence of the numerical solution strategy of
ANSYS Fluent which may result in some solid flux imbalance at top-bed
regions where the gradient of the solids kinetic/collisional pressure ps,k/c
is high.

Comprehensive model tuning is required to yield a better physical
representation of the IC, for instance by adjusting the angle of internal
friction φ, the solid volume fraction threshold for the frictional regime αs, f ,
and the maximum packing density αs,mpd.

In addition, alternative closures for both solid frictional pressure ps, f and
solid frictional viscosity ηs, f may help to better reproduce the experimental
data. On the other hand, experimental spread and missing experimental
data for the shear-thinning fluids require more comprehensive experimen-
tal data for validation purposes.

If the model in its current form is used for transport modeling of cuttings
in wellbore flows, the aforementioned top-bed velocity defect will likely lead
to an unknown overestimation of transported cuttings. When it comes to
the modeling of dune migration, the top-bed velocity defect will likely cause
disintegration of the dune over longer periods of time.

4.2. The Exner equation - An alternative modeling
approach for wellbore flows

In the TFM-KTGF-SM approach, the entire domain of interest is discretized.
However, in most cases, solid mass transport only occurs in regions on top
of the cuttings bed2. At the top of the bed, dunes may start to form [66,

2We here primarily consider horizontal flows, where the majority of the cuttings bed is
static due to internal frictional forces. However, for intermediate inclinations, a cuttings
bed may start to slide in its entirety as gravitational forces start to overcome frictional
forces. Furthermore, avalanches may occur.
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4 Modeling of dense granular flows

155, XIII] depending on several quantities3.
As a computationally cheaper alternative to the TFM-KTGF-SM ap-

proach and in order to further investigate the role of dunes, we evaluated
an alternative modeling approach commonly used in environmental solid
transport modeling (e.g. the transport of sediments in rivers or deserts) [e.g.
151–153], where the dense region is dynamically excluded from the com-
putational domain and the evolution of the cuttings bed is described with
the Exner [227] equation [VI].

The sediment bed (defined by grid cells where the solid volume fraction
exceeds e.g. 0.6) is excluded from the computational domain on a per
time step and per grid cell basis, as conceptually depicted in figure 4.2:
The evolution of the sediment bed is described by mass conservation in
the form of the Exner [227] equation. The computational grid is then
dynamically updated by mesh deformation techniques to account for
the changing sediment bed height in time and space. Consequently, the
frictional closures, i.e., equations 1.24 and 1.25 are not required and the
solid stress tensor, namely equation 1.19 only contains the kinetic and
collisional contributions.

For a 2D channel, we implemented the Exner [227] equation in the form
of an additional scalar transport equation for the bed height in a Fluent
User-Defined Function (UDF), where the resulting changes in the sediment
bed height are used to reposition the nodes at the lower channel wall
and the mesh is subsequently deformed using Fluent’s dynamic meshing
capabilities [VI]. Consequently, the mesh is morphed throughout the
simulation on a per grid cell and per time step basis in order to represent
the morphodynamical changes of the solids bed. The convective fluxes
in the scalar transport equation are modeled with closures relating these
fluxes to the mixture/fluid/solid velocity and/or bed shear stress.

The model accounts for local bed slope, hindered settling, and non-
Newtonian, shear-thinning viscosity of the fluid phase as well as turbu-
lence.

Model validation with channel flow data obtained at the UiS laboratories
showed that extensive tuning of the models convective flux, and deposition

3In the appended report [IV], we map the industrially relevant cuttings transport parame-
ter space, in the form of the bulk flow quantities established in paper [I], to the flow
pattern map of Ouriemi et al. [230, 231]. While generally dependent on bed height and
superficial Reynolds number, as well as particle diameter and Archimedes number, the
low viscous fluids tend to generate larger vortex dunes and sinuous dunes whereas the
more viscous fluids result in smaller dunes.
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wellbore flows
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Figure 4.2.: Conceptual sketch of the Exner equation concept and the modeling approach utilized in
paper [VI]. The red line represents the top of the sediment bed and the lower part of the
computational domain. The y-position of the lower channel boundary is updated on a

per grid cell and per time step basis and the mesh is deformed accordingly.

and entertainment rate closures as well as the (unknown) in-situ solid
volume fraction at the inlet is required. Moreover, for the PAC solutions
investigated, the effect of the non-constant fluid viscosity η f needs to be
introduced to the Newtonian closures utilized.

The model does correctly predict bed deformation as a consequence of
non-equilibrium BC. However, most probably due to the utilized RANS
framework, the model is not capable of predicting flow-induced dunes.
Regardless of Re and the IC, the steady-state is always a entirely flat
sediment bed, i.e., ∆h (x, t→ ∞) = const., as visualized by the red line in
figure 4.2. A RANS approach does by definition not account for locally
varying turbulence and therefore an instability causing perturbation of
the sediment bed does not occur. A simplified LES approach, e.g. the
VLES [232, 233] concept, may lead to a model capable of describing flow-
induced dynamic bed shapes such as traveling dunes.

Because of the many open issues (VLES turbulence model integration,
non-Newtonian viscosity formulation of closures, tuning of model param-
eters, extension to 3D) and the fact that, in case of annular flow, mesh
deformation will be very complex to handle when the sediment bed estab-
lishes contact with the drill string, we decided to not further elaborate on
this modeling technique.
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I have never really understood turbu-
lence. However, when my second son
started to walk and the kids interacted
in terms of motion I got an idea of it.

Note to myself (2016 CE)

5
Modeling of turbulence

It is known that interaction between the rheological properties of the fluid
and the turbulence of the flow exist. Therefore, we have estimated the
magnitude of turbulence in wellbore flows and subsequently evaluated the
performance of several turbulence models used often in cuttings transport
modeling.

5.1. The degree of turbulence in wellbore flows

A simple Reynolds number-based estimate [XIII] was performed on the nu-
merical parameter space established in paper [I]. We applied the Reynolds
number concept of Metzner and Reed [24] as well as the Bingham Reynolds
number of Wilson and Thomas [234] to compute ballpark figures for several
specific cases [XIII] representing the industrially-relevant parameter space
of [I].

In general, drill pipe flows are fully turbulent for water and transitional
for drilling fluids, regardless of the Reynolds number concept used. How-
ever, annular flows are at best transitional and mostly laminar, depending
on the YP/PV combination (approximately YP ≥ 10 Pa, PV ≥ 0.015
mPa·s [XIII]). The order of magnitude of the estimated Reynolds numbers
is not heavily affected by the presence of a cuttings bed with a relative
height of 1

3 of the hydraulic diameter. Simple rotation does not really affect
the pure flow dynamics in the deeper, smaller wellbore sections either.
Here, here the axial flow velocity is so large that the additional rotational
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5 Modeling of turbulence

velocity accounted for by a simple vector magnitude concept does not
contribute significantly1.

In a well, drill pipe agitation as well as strong local accumulation of
cuttings along with the flow disturbances induced by drill collars will
certainly increase the turbulence level. The presence of particles will either
dampen or contribute to turbulence, depending on particle shape, density
ratio, and loading [235–237].

In any case, considering the magnitude of the Reynolds number as esti-
mated in [I], the turbulence level is most likely still transitional, which is the
most challenging regime for turbulence models. In fact, transitional flow
may be problematic as it is rarely well-captured by standard turbulence
models.

5.2. Evaluation of industrially-relevant turbulence
models

In all cuttings transport studies mentioned in section 1.4, no interaction be-
tween turbulence and the non-Newtonian rheological properties of the fluid
is assumed. However, turbulence is for instance influenced by properties
such as the yield stress [238, 239] or the shear-thinning behavior [e.g. 140,
142, 144]. Polymer loading may lead to the phenomenon of Drag Reduction
(DR) [240, 241]. Consequently, a proper Reynolds-Averaging accounting
for the viscosity as a fluctuating quantity is required [242, 243] and the
viscoelastic drag reduction effects should be taken into consideration [244].

Furthermore, when making use of a wall function in order to reduce
computational effort by not resolving the near wall layer, non-Newtonian
wall functions [245–247] should be applied.

However, neither the non-Newtonian k-ε turbulence models [242, 243],
nor the non-Newtonian wall functions [245–247] have yet found their way
into commercially available CFD codes.

Based on the findings of a first study [XVII] and the outcomes of our
estimates as summarized in section 5.1, we have investigated the perfor-
mance of the SST k-ω model presented in section 1.3.5 as well as the
low-Reynolds number k-ε model of Lam-Bremhorst [248] in conjunction
with its non-Newtonian modification [249] for several pipe and annular

1Future work may distinguish more properly between the axial velocity and the rotational
velocity. As our DA shows [III], the former leads to the Reynolds number and the latter
to the Taylor number.
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flow cases using the PL and Cross material functions. The results have
been compared with corresponding DNS data for Newtonian, PL, and
Cross fluids. The DNS data was generated by SINTEF Industry under the
work package four in the AdWell project.

At the time of writing, only preliminary results are available. Further
work is required to comprehensively evaluate the relevant parameter space,
in particular with regards to different PL and Cross fluids, in order to un-
derstand the magnitude of the error when applying Newtonian turbulence
models. In the following, some preliminary findings are summarized:

• Most industrially available models overestimate the friction factor.
While some models such as the SST k-ω do correctly collapse to
the laminar friction factor for low Reynolds numbers, this is not
necessarily the case for all models investigated.

• While being considered the industrial workhorse of turbulence mod-
eling, the SST k-ω model in general overpredicts turbulence, in par-
ticular when rotation is present.

• For a Newtonian fluid, the Lam-Bremhorst [248] variant of the
Standard k-ε model performs better than the SST k-ω model for
ReMR < 10000.

• However, for a shear-thinning fluid, the Lam-Bremhorst [248] variant
of the Standard k-ε model underpredicts the mass flow rate for a
given pressure drop. In case of a PL material function, the modified
k-ε of Lam-Bremhorst by Marin [249] appears to work well. While it
has been considered unsuitable by some researchers, it does fit our
DNS data and friction factor correlations [250, 251] best. A possible
explanation is that the experimental data used by those researchers
actually may have featured viscoelastic and thixotropic behavior
which then distorts the results (see chapter 3).
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Stir it up, come on, baby! Come on and
stir it up, yeah!

Bob Marley (1978 CE)

6
Wellbore flow problems

6.1. Trajectory of a single particle in orthogonal
shear flow

Earlier work in the project [VI, XV, XVII] indicated that evaluation of the
shear rate given in equation 1.14 is not entirely accurate for non-neutrally
buoyant particles in a flowing shear-thinning fluid because equation 1.14
does not account for the contribution from the relative velocity of the
particle. Therefore, following up on the work of our experimental col-
leagues [207], we amended the computation scheme of Fluent’s DPM in
order to account for the particle contribution based on the vector magnitude
concept of Novotny [252], as described in publications [I, XVI].

In the laboratory experiments of Khatibi [207], single particles (dp =
1.2, 2, 3 mm) are injected into a 2D channel flow of water or PAC2 or
PAC4. It then settles due to gravity through the cross-flow to the bottom
of the channel while at the same time it is advected downstream by the
cross-flow, as conceptually depicted in figure 6.1. We performed DPM
simulations in order to numerically compute the experimentally observed
particle trajectories.

In order to compute a physically more correct (shear-rate dependent)
viscosity as seen by the particle, we employed the vector magnitude concept
of Novotny [252] to calculate the shear rate. The total shear rate as seen by
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𝑥𝑥

𝑦𝑦 Upper channel wall

Lower channel wall

CFD Exp.

𝐠𝐠

Figure 6.1.: Conceptual sketch of the 2D channel flow experiments performed by [207] and
numerically replicated in the paper [I]. The red curves represent observed particle

trajectories. A single particle is injected at the top and settles under the sole influence
of gravity through the cross flow.

the particle is then given by

γ̇ f =

√
γ̇2

f ,CFD +

(
‖vr‖

dp

)2

, 6.1

where γ̇ f ,CFD is the shear rate as computed by the CFD solver based on the
solved velocity field of the primary phase.

We implemented this concept in a UDF, where based on equation 6.1
viscosity is determined using the Cross material function equation 1.18.
Then the particle Reynolds number, i.e., equation 1.11, and a corresponding
coefficient of drag are computed. The coefficient of drag is then supplied
to the solver. Several drag laws [95, 224, 253, 254] were investigated: If the
shear rate is computed as given in equation 6.1, the Newtonian Schiller
and Naumann [95] drag law provides sufficient results.

While the new model produces the small particle trajectories compar-
atively well, the large particle trajectories are not matching in the lower
part of the channel, in particular for the PAC fluids. This is illustrated in
figure 6.1, where the dashed line represents a typical J-shaped trajectory
obtained in the experiments, and the S-shaped trajectory exemplifies a
typical CFD result.
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The mismatch in trajectories is due to the x-velocity component. Plotting
the particle’s x-velocity component ∆x/∆t normalized with the local fluid
velocity ux(y) over the channels y-coordinate shows, that for the Newto-
nian, i.e., H2O cases, the particle has sufficient inertia and momentum
to yield faster x-velocity (by a factor of 1...3 compared to the local fluid
velocity) close to the lower wall of the channel. Given the higher viscosity,
one would expect less for the PAC cases.

However, for the PAC cases, and in particular for the cases of dp = 2
mm where the trajectories do not coincide close to the lower channel wall,
particles are advected much faster than the fluid (Factor 2...6). For the same
cases, focusing on the upper channel half, the particles relax to the fluid
velocity comparatively fast.

While we discuss several possible causes in paper [II], it remains unclear
what exactly causes this discrepancy.

The viscoelasticity of the PAC solutions (see chapter 3 and papers [IV,
XIV]) does not explain the mismatch. The drag law of Acharya [224, 254]
provides a simple drag coefficient correction for viscoelastic effects (drag
enhancement or drag reduction) based on a characteristic fluid timescale.
Here, the Carreau model [29] coefficient λ has been used. While this
improves the match for one PAC case, the match gets worse for the other
PAC cases.

For high fluid relaxation times, the particle drag may be significantly
increased because of a localization of the flow around the particle surface
caused by an in-homogeneous viscosity field [225]. This topic needs
further investigation because such effets are not captured by the DPM
model utilized in our simulations as the flow around the particle is not
resolved.

Other forces than drag may be considered but are not affecting the
trajectories significantly, in particular for the PAC cases, where the drag
force is by far dominating due to its dependency on viscosity. In the
paper [I], we have evaluated the effect of other particle forces, namely the
virtual mass force [81, 255] representing the required acceleration of fluid
mass displaced by the accelerating particle as well as Saffman [81, 90, 91,
256] and Magnus [81, 93] lift forces, on the computed trajectories for the
case of water. While the acceleration phase of the particle after the injection
point is affected by the additional particle forces, the overall trajectories do
not change much. This is especially so for the PAC cases. Here, only the
drag force scales linearly with viscosity (see either equations 1.8 to 1.10 or
equations 1.8 and 1.11 to 1.13), whereas the other forces are independent
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6 Wellbore flow problems

of viscosity with the exception of the Saffman lift force, which depends on
the square root of viscosity [81, 90, 91, 256].

6.2. The effect of drill pipe rotation and lateral
motion on cuttings transport

Drill pipe rotation is considered a relevant factor when it comes to the
efficiency of cuttings transport and hole cleaning [59, 60, 157, 158]. However,
in many cuttings transport studies, the term "rotation" is in fact often used
as a moniker for the combination of plain drill pipe rotation around
its own axis and a more complex lateral motion, as many laboratory
setups [e.g. 4, 40, 257–261] feature an unconstrained drill string. The
lateral motion, which encompasses specific patterns such as forward or
backward whirl, is generally thought to assist the transport of cuttings due
to increased bed agitation [40, 161, 262]. Generally, accounting for and
thus purposely replicating drill string lateral motion in laboratory cuttings
transport studies is reasonable because it reflects the conditions in the
field [32, 33]. In wellbores, the drill string is subject to various forces [34,
36, 38, 263] resulting in a variety of motion patterns [39].

However, the lateral motion of the drill string is not very often explicitly
addressed in experimental work and even less in CFD studies, where
rotation is typically interpreted and applied as plain rotation around the
drill string’s own axis as depicted on the left-hand side of figure 6.2, with
the notable exceptions of the work of Demiralp [195] concerning cuttings
transport and several other studies focusing on single-phase pressure
loss [41, 264–267].

Therefore, because the experimental setup of the AdWell project [4, 207,
257] featured an unconstrained drill string, we investigated the role of
combined plain rotation around the drill string’s own axis and its whirling
motion on cuttings transport [VIII], as depicted on the right-hand side of
figure 6.2.

Based on the physical model presented in section 1.3, we have inves-
tigated the role of whirling drill string motion on cuttings transport for
water and PAC1 by exploiting the dynamic meshing capabilities of ANSYS
Fluent R17.2.

Synchronous Whirl (SW) and Asynchronous Whirl (AW), as displayed on
the right-hand side of figure 6.2, are two extreme cases of lateral, or more
specifically, orbital drill string motion. In case of AW, the drill string collars
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Drill Pipe Rotation & Whirling MotionPlain Drill Pipe Rotation (PDPR) without lateral motion
Asynchronous

Whirl (AW)
Synchronous

Whirl (SW)
Negatively
eccentric

Positively
eccentricConcentric

Quality of cuttings transport & hole cleaning Quality of cuttings transport & hole cleaning

Figure 6.2.: Conceptual sketch of the various rotation patterns found in drilling. Picture adapted
from [VIII]. Depending on particular case parameters, the cuttings transport

performance of AW and SW falls somewhere in the shaded area.

are in frictional and slip-free contact with the outer wall of the annulus and
feature a pure rolling motion on the outer annular wall where the whirling
motion is in opposite direction to the drill pipe rotation. Thus, for a given
drill pipe angular velocity ωp, the angular velocity of the whirling motion
ωw = −dj/doωp is purely defined by the ratio of the drill pipe joint and
annulus outer diameter, dj and do, respectively. In contrast, SW is defined
by total slip between drill pipe joints and annulus wall and the whirling
motion is in the same direction as the pipe rotation with an identical speed.
Consequently, the drill pipe is always facing the same side to the annular
wall, i.e., there is continous frictional contact, which may cause severe
wear [41].

The reason for specifically investigating SW and AW is that these motion
patterns are relatively simple and hence straightforward to describe by
analytical oscillatory equations of motion for the y- and z-coordinates of
the center of the drill string, namely

yw =
(
Ey + Ay

)
− Ay cos

(
ωyt
)

6.2a
zw = Ez + Az sin (ωzt) , 6.2b

where Ei with i ∈ {y, z} is the dimensional eccentricity, Ai is the whirl
amplitude based on a negative eccentric initial position, and ωi are the
respective angular velocities. For AW and SW, ωy = ωz, Ey = Ez, and
Ay = Az.

The time derivatives of equation 6.2 were implemented in an UDF, which

53
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provides the velocities of the center of gravity of the orbital motion of the
drill pipe to the solver. Nodes are displaced accordingly and the spring-
based smoothing method, were the cell edges are treated as elastic springs,
is used to update the mesh every time step1.

The simulations were done with periodical BCs, i.e., an infinitesimally
long annulus was assumed. Single-phase simulations were based on the
specification of a flow rate while in the case of multi-phase simulations a
pressure gradient ∆p/∆x in combination with a certain mass of solids, i.e.,
solid volume fraction αs, in the computational domain was applied2.

We first semi-validated the model with unsatisfactory success using
single-phase flow cases generated in the AdWell project [4, 257, 258]. In
addition, the numerical results were compared to friction factor correla-
tions [250, 251] corrected for eccentricity [268, 269]. While the non-rotating
CFD cases fit the friction factor correlations, this is not so when comparing
our CFD results to the results of Khatibi et al. [4, 257, 258]: The motion
patterns in the experiments of Khatibi et al. [4, 257, 258] were neither AW
nor SW but rather dependent on the fluid’s superficial velocity, the fluid’s
viscosity, and the rotation rate of the drill string. In the experiments, the
drill string was totally free to move in the annulus (besides one end which
was constrained concentrically by the motor) and hence dynamically inter-
acted with the flow. Therefore, the aforementioned assumptions, namely
ωy = ωz, Ey = Ez, and Ay = Az, are not valid and the individual quantities
had to be estimated based on visual observations.

In a second step, we investigated several cuttings transport, i.e., multi-
phase flow, cases: The two previously mentioned AW and SW cases, and
three base cases (negative eccentric, concentric, and positive eccentric), as
summarized in figure 6.2, were investigated for benchmark purposes.

Whirling motion helps tremendously to disperse cuttings into main
regions of the flow and hence improves the quality of cuttings transport
and hole cleaning. For a given pressure gradient, the quality of cuttings
transport was evaluated by means of the CTR as well as the achievable

1See https://youtu.be/vV-0C9GXkWM for a visualization of the spring-based smoothing
dynamic meshing method of Fluent and the mesh deformation of the employed annular
domain, specifically.

2For periodical BCs applied to multiphase flows, a specification of individual phase
velocities is not possible in Ansys Fluent. Instead, the specification of a mixture
pressure gradient along with a solid volume fraction is required and velocity fields are
obtained as solutions which if integrated over the cross-sectional area result in bulk
velocities for both the fluid and the solid phases.
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ROP. SW outperforms by far AW because of the cumulative tangential
and radial velocities. The effect is much more prominent for water than
for the more viscous, shear-thinning PAC1 fluid because in the absence
of rotation and whirling motion, PAC1 already has comparatively good
cuttings transport performance when compared to water.

In the case of the PAC1 solution, the positive eccentric annulus provides
even better cuttings transport capability compared to AW and SW, when
comparing equivalent pressure gradients. Because of the higher viscosity
level, the whirling motion reduces the axial throughput, which despite
the increased bed agitation results in worse performance compared to the
positive eccentric case, where the main flow occurs on top of the cuttings
bed with high shear stresses acting on the bed. Hence, transport of cuttings
primarily occurs in a rolling and sliding manner at the top of the sediment
bed.

In summary, for the investigated parameter ranges, the best transport of
solids is achieved when the annular configuration is positively eccentric,
followed by a concentric arrangement. As visualized in figure 6.2, AW and
SW generally fall in between the two, depending on the type of fluid and
the means of evaluation (CTR vs ROP).

Since lateral drill string motion has such a strong effect, the cuttings
transport research community should distinguish between plain drill pipe
rotation around its own axis and rotation involving different types of
whirling motion or more complex lateral motion patterns. Experimentalists
are advised to carefully design their laboratory setups such that occurring
whirling motion can be quantified, both in terms of kinematic parameters
such as angular velocities and amplitudes of the whirling motion (see
equation 6.2), and wellbore system parameters such as string compliance,
mass, and bearings leading to the whirling motions.

More research is required to explore the entire industry-relevant design
space, both experimentally and numerically. We have only investigated the
role of eccentricity and pressure gradient ∆p/∆x for a fixed solid loading,
i.e., solid volume fraction αs, and low viscous fluids in one particular
horizontal annulus. Other geometries, both in terms of the annulus scale
and particle scale as well as inclined sections, need to be investigated.
Furthermore, more viscous and different degrees of shear-thinning fluids
as well as different yield stress magnitudes have to be considered. Finally,
laminar flow in the form of lower pressure gradients (and the previously
mentioned higher viscosity levels) and a variety of solid loadings have to
be studied. Experimental data fullfilling the above mentioned requirement
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concerning quantitative description of the whirling motion, and which
is ideally obtained with translucent fluids, is required to perform model
tuning and validation.
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It can scarcely be denied that the
supreme goal of all theory is to make
the irreducible basic elements as simple
and as few as possible without having to
surrender the adequate representation of
a single datum of experience.

Albert Einstein (1933 CE)

7
Discussion

7.1. The role of the parameter space and
dimensionless scaling

On the annulus scale, both the dimensional parameter space [IX, X] and the
Π-space established by means of DA [III] need to be enlarged in order to
address neglected but nevertheless relevant wellbore flow phenomena, for
example:

• Thixotropy and viscoelasticity.

• Lateral drill string motion.

• Solid phase quantities such as the angle of internal friction and
potentially particle size distribution and sphericity factors.

• Local temperature and pressure.

Thixotropy, viscoelasticity, and lateral drill string motion manifest them-
selves as transient effects. Hence, time as an additional relevant physical
quantity must be considered in the DA in order to incorporate these cases.
By doing so, one would also automatically address the cases where the
BC and IC state a transient problem in non-equilibrium, for instance a
build-up of a cuttings bed over time or, conversely, an erosion process of
an existing cuttings bed.
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Thixotropy and viscoelasticity could be added in a generic, i.e., model-
unspecific manner due to the huge variety of existing models. For instance,
a timescale as measured in the 3ITT (see chapter 3 and paper [IV]) could
be considered to describe a fluid’s microstructural break-up and break-
down behavior. In a similar manner, an elastic timescale could be defined
e.g. based on creep tests. Such a description has the benefit of naturally
incorporating an information about the relative GNF stress offset. This
topic will be discussed further in section 7.2.

Lateral drill string motion, which has a large impact on the quality of
cuttings transport [VIII] as described in section 6.2, could be added in two
different ways:

1. A full mechanistic approach where mechanical properties such as
drill string compliance are considered and the drill string deformation
and kinematics are obtained from a respective model. This would
allow for preserving wellbore physics by appropriate scaling from
field to laboratory setups.

2. A simple kinematic approach where a particular motion is prescribed
and the kinematic parameters such as the amplitudes in y and z (see
figure 1.1 and figure 6.2) are easy to measure in laboratory studies.

While the former is best in terms of replicating wellbore conditions the latter
is more suitable for CFD studies [VIII]. Hence, further work is required to
establish particular parameter sets for different motion patterns, i.e., 2) by
means of 1).

The simple characterization of the solid phase by a (mean) particle diam-
eter and its density is insufficient and the angle of internal friction should
be added as a minimum. While the steady-state rheological description
of the fluid is characterized well with the GNF and a specific material
function, this is not so for the solid phase. As apparent from chapter 4,
quantities such as the angle of internal friction (or alternatively, because of
measurement limitations, the angle of repose [128, 270]), the coefficient of
restitution, and the maximum packing density also affect the rheological
description of the solids and a correct quantification of these parameters
appears very important to achieve a good match of CFD model results and
experiments [V].

In general, local fluid temperature should be considered as it heavily af-
fects the viscosity of the drilling fluid [271–273]. However, when it comes to
modeling, in-situ fluid temperature becomes only relevant if experimental
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viscosity

or CFD studies are used for prediction of in-situ downhole field conditions.
Here, the fluid temperature in the annulus varies heavily depending on
the position measured and the hours of drilling conducted [271]. Local
formation temperature can be estimated based on the geothermal gradient.
Local formation temperature can be estimated based on the geothermal
gradient. The appropriate local fluid temperature (as the inlet BC in a CFD
model) should be calculated with thermodynamic wellbore system models.
That is because the wellbore is essentially a counter-current heat exchanger:
surface-conditioned fluid flows downwards through the drill pipe, while
fluid heated by bits and high formation temperature is convected upwards
by the annular fluid flow.

In addition, dependencies between individual parameters should be
investigated more closely. For instance, in hindsight our analysis should
have also focused on the specific combinations of YP and PV. In [IX, X],
YP and PV were considered as entirely independent parameters. However,
plotting YP vs. PV, i.e., Fig. 9 vs. Fig. 8 in [IX, X], shows that there exists a
relation between YP and PV.

In a similar manner, the model proposed in [XII] needs to be further elab-
orated. While tuning the model to the experimental results of Sanchez [40]
yielded satisfactory results, this is not expected for the application of
the more sophisticated model variant based on the closures of Charru et
al. [211]. For instance, plain drill string rotation is simply accounted for by
the corresponding circumferential velocity, whereas in the experimental
campaign of Sanchez [40], the drill string was allowed to move freely and
the resulting lateral motion was thought to have a major influence on the
results [40].

Finally, the proposed scaling method needs to be further developed in
order to use it to account for turbulent wellbore flows. The MR concept
used here is based on the relation of wall shear stress to bulk velocity, i.e.,
τw = f (U), where the latter is a function of the laminar velocity profile,
i.e., U = f (u(x, y)). A viable alternative is to base the wall shear stress on
the pressure gradient, i.e., τw = dh∆p

4∆x , see [III, VII].

7.2. The limitations of the GNF framework and the
determination of viscosity

In [IV, XIV], we show that the laboratory liquids used in our experimen-
tal campaign possess more complex non-Newtonian behavior such as
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thixotropy as well as linear viscoelasticity and NSDs. Depending on the
particular flow problem, the application of a GNF framework may thus
lead to erroneous results when comparing CFD with experimental data.

Some of the established timescales do not provide information on the
error magnitude of the GNF formulation directly. Therefore, timescale
definitions such as the utilized saturation function timescale τ3ITT are pre-
ferred. The timescale definitions used to characterize viscoelastic behavior
were all model dependent. For instance, the coefficient λ appearing in
the PL (in its timescale formulation) or the Cross material function were
used. These, as well as τRS (the NSD PL-based timescale definition) or the
Maxwell-model based τMax, are all based on model constants. For these
timescale definitions, corresponding stress (or viscosity as in the 3ITT)
information is required to properly quantify the GNF error for a particular
flow case. On the other hand, the timescale definition applied to character-
ize thixotropy, namely τ3ITT, is based on a model-independent saturation
function as the analytical solution to a first-order Ordinary Differential
Equation. Because the latter is model-independent, it is much more generic
and universal. Moreover, by definition, it contains information on the
relative stress magnitude as the timescale is defined as the time it takes to
relax to approximately 66 % of the final dynamic equilibrium value.

Direct measurement of NSDs will help to better understand the rele-
vance of NSDs for the fluids studied in this project. NSDs are important
when particles settle in such fluids (see section 6.1 and paper [II]) and
also in entrance and exit flows. Viscoelastic extensions of ANSYS Fluent’s
GNF realm have been developed in the last years to account for elastic
stresses, e.g. implementations of the classical Upper-Convected Maxwell
and Oldroyd-B models [274, 275], and may possibly be used for further
model development. The effect of shear-thinning is relevant for wellbore
flows and may be accounted for by the Yeleswarapu [276] model (as im-
plemented by [277]) or the Finitely Extensive Nonlinear Elastic-Peterlin
(FENE-P) model (as implemented by [278] and for which also a k-ε tur-
bulence model exists [279]) to handle the phenomena of turbulent drag
reduction.

Large Amplitude Oscillatory Shear (LAOS) [280, 281] tests are required
to better understand the viscoelastic properties of the PAC solutions. The
definitions of the linear viscoelastic moduli G′ and G′′ are based on sinu-
soidal stress response, which is not correct for larger deformations [281].

The presence of smaller particles will also have an effect on the rheology
of the fluid. While this is not so relevant for e.g. the CFD studies conducted
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in this PhD project [IX, II, V, VI, XVI, VIII] as well as in the concurrent
experiments [4] because the particle diameter was sufficiently large, the
very small particle sizes occurring in wellbore flows are known to affect
the rheology of the drilling fluid [46, 282].

Even though we have performed our rheometric analysis [IV] with
drilling fluid model systems rather than real drilling fluids as used in the
field, the results are applicable to the modeling of real systems. However,
the order of magnitude may be different. In fact, an evaluation of the
thixotropic-viscoelastic degree of a particular fluid of interest is required
for every sample.

In essence, more rheometric data and a quantitative evaluation are
required to further understand the effect and limitations of the GNF
approach. Mainly because real drilling fluids exhibit comparable GNF
behavior (see figures 4-7 in [XIII] for a comparison), partly caused by
the very same natural polymers we have used. However, we have only
investigated a small part of the design space for the specific example of
PAC solutions. More data is necessary to cover the entire design space in
terms of amplitude, frequencies, and shear rate steps as well as other fluid
systems.

More generally, additional rheometric data is required to capture the
effect of temperature on viscosity for the particular fluid used in an ex-
perimental campaign in order to allow modeling of field situations, for
instance following the CFD modeling approach of Schwalbert [283].

In addition, the practical implications of potential GNF errors need to be
investigated. For instance, the conclusion of our paper [XIV] is that in some
cases the use of a GNF model is not accurate. However, we generally do not
know the quantitative effect of a specific GNF error on integral solutions
of a particular (wellbore) flow problem. For instance, what is the error on
volumetric flow rates or mixture pressure drop when conveying particles?
Specific cases have to be studied, both with a simple GNF approach and
more complex thixotropic-viscoleastic concepts, and compared with each
other to properly asses GNF model error quantitatively.

In hindsight, the approach presented in paper [XIV] should have dis-
tinguished more clearly between non-particle loaded and particle loaded
flows. The analysis conducted on the annulus scale implicitly assumed the
absence of particles. Clearly, the presence of sufficiently small particles
affects the rheometric properties. Larger particles, or more precisely the
presence of a bed, will affect the timescale definitions.

Finally, as in the previous section, the effect of turbulence needs to be
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understood, in particular on the annulus scale. Rheometric flows are laminar
by definition. Wellbore flows may be turbulent or at least transitional [XIII].
Therefore, thixotropic and viscoelastic effects may become less relevant for
larger Reynolds numbers, where turbulent eddies and inertial instabilities
may prevail.

7.3. The capabilities of the TFM-KTGF-SM approach

The TFM-KTGF-SM approach has hitherto been used in many cuttings
transport studies (see section 1.4). Yet the results of papers [IX, V, VIII]
indicate that the TFM-KTGF-SM approach (both the implementation in
Fluent and the general concept) may not be the optimal choice for cuttings
transport modeling.

Most importantly, the top-bed velocity defect identified in [IX, V] needs
to be understood and an adequate mitigation of the error needs to be
implemented in order to rectify the associated quantitative error on solids
transport.

Secondly, the viscosity correction as applied in paper [II, XVI] needs to
be introduced into the TFM. Generally, the viscosity of the first phase is
not affected by the second phase. However, the particles exert shear and
thereby have an effect on the total shear rate and thus viscosity.

In addition, the TFM was originally developed for solid-gas flows and
according to some researchers solid-liquid flows are out of the scope of
validity of the model. However, there does not appear to be any relevant
literature addressing these concerns.

A known failure of the TFM is its inability to accurately reproduce a jet
of solids directed at a wall or two crossing jets. Using the TFM, particles are
trapped in wall-adjacent cells or lead to a single jet directed downwards,
respectively, as there is just one averaged velocity for the solid phase in
a cell [284]. A DEM approach will correctly lead to two crossing streams
with some colliding and randomly dispersed particles [284]. The moment
quadrature method is known to cure the TFM inabilities [284, 285] but has
not yet found its way into Fluent.

Polysized systems may be modeled more straightforwardly with a DP-
M/DEM concept. While in the Eulerian-Eulerian realm every particle size
has to be represented as an additional phase, in an Eulerian-Lagrangian
world the solids are tracked individually and may thus simply be described
by a specified particle size distribution.
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A potential alternative, combining the strengths of both worlds, is the
Dense Discrete Phase Model (DDPM) available in Fluent [86, 87]. Here, the
first phase is modeled as a continuum and the second phase is treated in a
Lagrangian manner with the specialty that particle effects such as collisions
are modeled by means of the KTGF. Particle size distributions can be easily
accounted for with a conventional DPM/DEM approach, and the DDPM
is also capable of correctly solving the crossing jet problem [286].

Regardless of the modeling approach utilized, a scale issue is prevalent
in wellbore flows. The size of particles in cuttings transport may be up to
several millimeters large [I, X]. For small particles (O

(
dp
)
< 10−4 m), an

individual particle is much smaller than a typical computational cell and
the continuum assumption inherent in the TFM holds. However, for larger
particle sizes (O

(
dp
)
> 10−4 m), the particles size approaches or even

exceeds the usual computational grid size. DPM and DEM methods just
as well require the particle size to be much smaller than the grid size. In
recent versions, Fluent has the option to perform a node-based averaging
of DPM source terms such that the solid’s effect on the fluid is distributed
to neighboring cells. Nevertheless, a critical assessment seems required to
further understand the potential errors.

7.4. The state of turbulence modeling

At the time of writing, we have not yet finished our CFD-DNS benchmark
activities. However, we may tentatively conclude that if the standard
turbulence models available in commercial codes are utilized without
further elaboration such as model tuning, no quantitative modeling of
wellbore flows appears possible. We offer the following reasons for this:

• The inter-dependencies with non-Newtonian fluid behavior, e.g.
shear-thinning and the phenomena of drag reduction due to ex-
tensional viscosities, as shown in [VII].

• The application of Newtonian wall functions, where the wall prox-
imity is described by wall functions based on a constant viscosity, as
mentioned in [VI, XVII].

• The assumption of an isotropic turbulent stress tensor and the conse-
quently bad modeling of rotational flows, as indicated in [VII].

• The transitional flow regime, which is the predominant case for most
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industrially relevant flows [XIII] and is not predicted well by any
model investigated [VII].

The first can be handled by adopting turbulence models accounting
for fluid viscosity being a fluctuating quantity [242, 279, 287]. If based
on a viscoelastic fluid description, elastic-inertial effects such as DR may
also be handled. Alternatively, DR may be accounted for by simpler
models [e.g. 288]. In any case, to further develop fast-computing models,
wall functions accounting for a non-constant viscosity [245–247] should be
further developed and implemented in in (commercial) codes followed by
subsequent validation and model benchmark activities.

Improving modeling of rotational flows (e.g. drill string rotation and
whirl) may require more complex models such as RSM or LES. Further
activities should include the quantitative benchmarking of two-equation
models, RSM, LES, and DNS for the industrially-relevant dimensional
design space as given in [I]. This should also include the computation-
ally cheap VLES [232, 233] approach to handle large scale turbulence,
which may be beneficial to better modeling of turbulence. In addition, it
allows for large scale eddies and hence may perturb sediment beds and
cause dune formation (see chapter 4). Moreover, VLES seems to handle
rotating/swirling flows surprisingly well [233].

Model calibration may be required to fine-tune any approach to the
transitional flow regime. Alternatively, transitional turbulence models
available in ANSYS Fluent may be employed. These include the k-kl-ω-
transition model based on the laminar kinetic energy as an additional scalar
quantity to predict boundary layer development and transition [289] or the
Intermittency Transition Model, where an additional transport equation for
the intermittency is solved [290]. However, while the latter may also handle
crossflows it is based on proprietary formulation of the source terms [87].
Furthermore, the aforementioned non-Newtonian inter-dependencies and
the effect of flow rotation would also need consideration.

From a pragmatic modeling point of view [XV, 291], it is not obvious
which of the aforementioned steps is the most relevant one to pursue first
because it is not clear to what extent each of the aforementioned model
deficiencies affects the overall picture. Quantifying the error is not possible
straightforwardly and also depends on what integral quantity is to be
considered most important. For instance, capturing near wall effects, i.e.,
wall functions, seems most important if one aims for a correct pressure
estimate and is needed to avoid resolution of the near wall layer.
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Finally, note that the above mentioned reasons and the potential ap-
proaches presented here already apply to single-phase cases, i.e., either 1
or 3 as categorized in figure 1.4 in section 1.4. In the case of multiphase
flows of non-Newtonian fluids, i.e., 7 in figure 1.4, momentum exchange
mechanisms need to be considered adequately, such as the effect of the
second phase on the first phase. Hence, for multiphase systems comprising
non-Newtonian fluids, a critical review of the Tchen theory of dispersion of
discrete particles by homogeneous turbulence [133–135] may be required
in addition to the aforementioned steps.

7.5. Implications for three-dimensional wellbore
flow modelling

The findings of this project have implications for the wellbore flow prob-
lems presented in chapter 6. We here focus on the drill pipe rotation flow
problem presented in section 6.2 because it represents an actual wellbore
flow, whereas the particle trajectory flow case presented in section 6.1 only
represents a subset of the full problem. Moreover, most of the potential
particle trajectory flow model issues have been discussed in section 6.2 and
section 7.2.

More sophisticated turbulence models may be required. There are
missing links between classical RANS turbulence models and rheological
models. In addition, as discussed in section 7.4, the SST k-ω model utilized
did not perform well in case of the rotational flow problem investigated
in manuscript [VII]. In the case of the laterally moving drill string prob-
lem [VIII], we nevertheless used the SST k-ω model because it correctly
collapses to a laminar solution in case of low Reynolds numbers and allows
for a certain flexibility when it comes to the y+ values of the wall-adjacent
cells, which due to the mesh deformation are not constant. Therefore, the
boundary layer should be excluded from the scope of the dynamic grid
adaption. Generally, a VLES or RSM modeling approach as mentioned in
section 7.4 may be a better choice.

A DEM approach may provide better results when it comes to quan-
tification of solid transport. The TFM-KTGF-SM approach has been used
primarily because the first version of the model was not based on periodic
BC and thus the computational domain was considerably larger. However,
with periodic BC in place, the number of particles in the system becomes,
depending on the particle size, considerably smaller such that DEM may
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become a viable option.
The parameter range investigated here represents only a small part of

the industrially relevant range and needs to be enlarged. More viscous
fluids and more laminar regime data needs to be gathered. Other particle
sizes, densities and particle loadings need to be investigated as well as
intermediate inclinations.

Experimental data is required for validation purposes. We could not find
experimental data sets that contained all the required information needed
to replicate the respective drill string motion.

Assuming an extensive and comprehensive experimental data set allow-
ing for quantitative model validation is available, several other elements of
the model need to be improved prior to future validation attempts:

• As discussed in section 7.3,

– the local viscosity concept for particles developed in [II] needs
implementation.

– the top-bed velocity defect identified in [IX, V] needs rectification.

• Depending on the particular model fluid system used in an experi-
mental campaign as well as the flow regime and the corresponding
relevance of viscosity-related or instability-related effects,

– a more suitable viscosity material function covering the entire
shear rate range of interest is to be used, as discussed in sec-
tion 3.1.

– a more complex rheological description appears required to
account for viscoelastic and thixotropic effects, as discussed in
section 7.2.

Regarding the local viscosity concept: This most likely would not have a
major effect in a non-moving drill pipe situation at steady-state because
typically most of the solid transport takes place as bed load, i.e., in a sliding
and rolling manner on top of the cuttings bed. However, in case of a
laterally moving drill pipe, the periodic agitation and re-suspension leads
to a significant part of the solids being transported in a dispersed manner
and thus the correct estimate of the surrounding fluid viscosity is of utmost
importance.

In contrast, the top-bed velocity defect is most likely of minor importance as
the solids velocity at the top of a potential sediment bed is more determined
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by fluid drag caused by the heavy drill pipe motion and the axial flow,
rather than relative weight.

Regardless of the physical modeling approach utilized, the dynamic
meshing concept needs further attention. The dynamic mesh moving
feature of Fluent R17.2 led to severe mesh deformation with flow time.
Depending on the orbital frequency, the mesh had to be replaced after
several seconds of flow time in order to avoid mesh deformation errors.
One workaround in serial computations is to replace the entire mesh after
several seconds of flow time and interpolate all fields from the old to the
new mesh. However, this has not worked in parallel on our Linux cluster.
The dynamic meshing feature of Fluent R17.2 is not meant to be applied
in the case of large rotational mesh deformations [86]. A sliding mesh
approach as utilized by Bicalho et al. [265, 266] may be a viable alternative.

7.6. Commercial CFD codes vs. Open Source
Alternatives

A simple answer to the question "What CFD code should be used for this
problem?" is often not straightforward and depends on many parameters.
For several reasons, the commercial code Fluent has been used in this
research project. However, all codes both define and limit the model-
ing approaches for a particular problem. Hence, for future prospects, a
reassessment of available codes and their capabilities is recommended.

While many commercial codes are pretty comprehensive in terms of their
capabilities, outside the commercial realm a variety of dedicated codes
exist, either open-source or in-house. For instance, Semtex is a dedicated
DNS code for turbulent flows based on spectral elements [292], which has
been used by SINTEF to investigate turbulent flows (see manuscript [VII]).
MFIX is a dedicated multiphase flow code and offers many of the physical
models available in Fluent [124, 293].

Fluent is a stable and reliable code that allows for ease of use and features
a broad variety of model implementations from the fields 1 , 2 , and
4 in figure 1.4. However, interdependent phenomena, i.e., 3 as well

as 5 – 7 , are not well represented. The UDS, UDF, and dynamic mesh
capabilities have been successfully used to some extent in this project and
in principle allow for further implementation of more complex models, for
instance the aforementioned viscoelastic constitutive equations. However,
we have also encountered many obstacles, e.g. the velocity effect [IX,
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V] discussed in chapter 4 or the mesh degradation issue described in
the previous section. Moreover, due to the proprietary nature, relevant
information is not fully disclosed in the manuals [86, 87], for example the
exact implementation of pressure-velocity coupling in multiphase flows
is implemented. In addition, some of the definitions and equations in
the documentation are incorrect, or inconsistent or simply not provided.
For example, the Malin [249] modification of the Lam-Bremhorst [248]
turbulence model is available in the text user interface, but no information
is provided in the manuals. If customized via UDF programming, the
frictional pressure needs to be returned to the solver directly, while the
frictional viscosity needs to be returned divided by the solid volume
fraction. Several available computational routines are not disclosed in the
UDF manual, e.g. macros for the wall shear stress or the different frictional
pressure models.

Documentation of Fluent is extensive and, despite the issues mentioned
above, comparatively good. However, debugging and implementing new
features becomes complicated because the actual code is proprietary and
hence undisclosed.

Besides the aforementioned MFIX code, other potential alternatives
include OpenFOAM, which has seen many contributions in the area of
DEM multiphase models recently [e.g. 294, 295], or the SIMCOFLOW [296–
298] framework for complex 3D multiphase and multi physics flows.

However, a critical review is necessary in terms of code features and
extension capabilities. Any potential alternative should be evaluated based
on relevant requirements, for instance, the dynamic meshing feature of
Fluent is, despite the mesh degradation issues, a perfectly-suited tool to
simulate orbital drill string motion. Any code substitute needs to either
feature similar means of mesh deformation or allow for implementation of
these.
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Obtaining a PhD is about figuring out
what you don’t know.

Unknown

8
Conclusions and Outlook

8.1. Conclusions

We investigated the cuttings transport process in its entirety and specific
aspects such as the role of drill pipe rotation and eccentricity. Our major
contributions are presented in chapter 2 to chapter 6 and can be summa-
rized as follows:

• Prior to any experimental or numerical campaign, an unequivocal
definition of the process to be investigated along with its inputs
and outputs is required. We provide such an analysis for drilling
on the NCS, along with relevant numerical value ranges for each
input parameter. We emphasize the need for completeness by the
example of drill pipe rotation. For a field scenario as well as many
experimental setups, drill pipe rotation has to be broken down into
the plain rotational rate and other parameters describing any existing
lateral drill pipe motion.

• By means of Dimensional Analysis, we established a scaling concept
for the cuttings transport process accounting for shear-thinning fluid
and yield behavior based on a set of dimensionless numbers (Π-
space). Using a polynomial fit function on the established Π-space
and accompanying comprehensive experimental data, a steady-state
cuttings transport model may be built by means of RSA/DoE regres-
sion methods.
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• For the lab fluids used in our research project, we showed that these
do feature viscoelastic and thixotropic properties and that the GNF
constitutive equation typically used in cuttings transport studies does
not hold under all circumstances. A critical assessment based on
fluid and process timescales is required for a particular experimental
or numerical setup in order to justify a GNF approach.

• We evaluated the TFM-KTGF-SM approach often used in cuttings
transport CFD studies by means of the cliff collapse problem and
showed that, while generally and qualitatively providing physically
sound results, the model was unable to describe the top interface of
a sediment bed correctly. This may result in an error when it comes
to quantitative solid transport investigations.

• We investigated an alternative modeling approach used in research of
environmental flows, where the dense sediment bed is dynamically
excluded from the computational domain and the evolution of the
sediment bed is tracked via the Exner equation. While this may be a
potential alternative, we found that major model tuning is required
to quantitatively predict solids transport. Furthermore, the efforts
required to extend the approach to 3D and account for possible
contact problems (e.g. collision of the sediment bed and the drill
pipe) were out of the scope of this PhD project.

• Wellbore flows may become transitional based on a simple Reynolds
number estimate. Considering geometrical obstructions such as drill
collars as well as laterally moving and rotation drill strings and a
cuttings bed, wellbore flows should be considered intermittent if not
transitional. In a second step, we investigated the performance of sev-
eral commercially available turbulence models and compared these
with DNS results. While this work is ongoing, a preliminary con-
clusion is that none of the turbulence models typically employed in
cuttings transport studies was able to describe the entire range of rel-
evant Reynolds numbers and at the same time provide quantitatively
correct results for PL and Cross fluids.

• We numerically replicated a UiS experimental campaign, namely
the settling of an individual particle in a channel flow of a non-
Newtonian (shear-thinning and mildly viscoelastic/thixotropic) fluid.
Our results showed that the current state of the art of Lagrangian
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particle tracking by means of a Discrete Phase Model cannot predict
the exact particle trajectories found in the experiments. Even though
we have improved the numerical evaluation of the viscosity as seen
by the particle by accounting for the particle-induced shear, the
numerical and analytical solution is an S-shaped trajectory, while the
experimental trajectories feature a J-shape.

• By means of dynamic meshing, we accounted for the lateral motion
of drill pipes. Specifically, we investigated the influence of whirling
motion on cuttings transport and showed that whirling motion sig-
nificantly changes the picture as it contributes tremendously to hole
cleaning. Thus, it is essential to strictly distinguish between plain
drill pipe rotation and the additional effect of whirling motion in
case the drill string may move freely in the well or test section of a
flow loop.

8.2. Future outlook

Cuttings transport modeling has been a major research field for several
decades, yet many aspects remain unclear. At the same time, new research
as well as technological and procedural advancements have increased the
number of research questions to be investigated. The very same holds for
this PhD project. Therefore, we provide a brief overview of potential future
research prospects:

• The developed scaling concept requires further elaboration with
respect to:

– Treatment of the viscosity as it is predominantly based on the
PL. YPL and YP/PV models can be inferred via the MR local PL
assumption. However, the equations become cumbersome and
a more holistic approach may be required.

– Consideration of further relevant process parameters. The ob-
tained Π-space should be adequately extended to cover addi-
tional effects such as thixotropy, viscoelasticity, particle size
distributions and non-spherical shapes, temperature, and drill
pipe lateral motion.

– The correct basis for scaling the viscosity. Currently, because of
the MR method employed, the scaling concept is based on a priori
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known quantities such as bulk velocity and geometry. However,
the wall shear stress and the wall viscosity are directly linked to
the pressure gradient ∆p/∆x rather than the bulk velocity of the
fluid phase or the mixture. Further work is required to formulate
a ∆p/∆x-based formulation of the established Π-space.

• More comprehensive rheometric data is required to adequately assess
the limitations of a GNF modeling approach. In addition, a holistic
benchmark of drilling fluid model systems and actual drilling fluids
is required to understand the error introduced by simplifying drilling
fluid systems with polymeric solutions.

• To yield models with better quantitative performance, more sophisti-
cated models and closures should be developed on several levels:

– Turbulence models could be improved regarding their interac-
tions with the rheological models applied, their ability to handle
swirling/rotational cases, and their stability throughout the
entire industrially-relevant Reynolds number range.

– Computationally simple rheological models should be imple-
mented into CFD solvers accounting for more complex rheologi-
cal effects such as viscoelasticity, NSDs, and drag reduction as
well as thixotropy.

– Drag laws as well as models for other particle forces may be
improved by accounting for a non-constant fluid viscosity as
well as particle clusters.

– All of the above need calibration and tuning on simplified yet
physically-related subproblems such as the cliff collapse problem
or even simpler particle settling experiments.

• The particle trajectory flow problem needs further concurrent model-
ing and experimental work to overcome the trajectory discrepancy
in the lower wall region. In addition, turbulent flows and settling of
more than one particle should be investigated to extend the current
model to cover these effects.

• Further research is required concerning lateral drill string motion,
both with numerical and concurrent experimental efforts:
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– A better-suited turbulence model, validated with single-phase
and simpler multiphase flows, should be identified and imple-
mented.

– The correct description of viscosity accounting for the particle-
induced shear should be implemented into the model.

– The multiphase approach should be critically reassessed. Bench-
marking with a DEM and a DPDM approach is recommended.
If the TFM-KTGF-SM approach remains a viable option, the
reason for the top-bed velocity defect is to be identified or, at a
minimum, quantified.

– The industrially-relevant parameter space should be explored
more comprehensively. The effect of more viscous fluids and
more laminar flows, other particle properties and loadings, as
well as inclinations, have to be investigated.

– The current model needs to be improved in terms of the dynamic
meshing concept utilized. Sliding meshes or other mesh defor-
mation alternatives may be considered and special attention is
required for parallelization.

On a final note, we emphasize that future research projects should be
based on tightly coupled experimental-numerical simultaneous activities
in order to optimize outcome and impact. For validation and further
development of numerical models, high-quality experimental data is re-
quired. Moreover, the BC in experiments should correspond to the BC of
numerical models. In addition, locations and specifications of sensors in
the experiments must be precisely aligned with the numerical model setup.
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1      INTRODUCTION

Polyanionic Cellulose (PAC) is frequently used as drilling
fluid viscosifier in oil drilling [1 – 6] and, dissolved in dis-
tilled water, as drilling fluid substitute in cuttings trans-
port studies [7 – 16] or other multiphase flow studies
[17 – 19] relevant to the oil & gas industry. Cuttings trans-
port is the process of adequately flushing drilled-off
solids (“cuttings”) out of a petroleum wellbore. Inade-
quate flushing of cuttings from the bore hole (poor hole
cleaning) leads to accumulation of solids in the wellbore.
Problems associated with cuttings transport are a major
contributor to downtime during drilling operations. In
drilling fluids, PAC may act as a loss agent (preventing

loss of drilling fluids into permeable formations) as well
as a viscosifying agent (developing viscosity depending
on concentration and other variables such as water
chemistry and salinity). In laboratory studies of cuttings
transport, PAC is used as a drilling fluid substitute, i.e. a
drilling fluid model system, since it yields transparent,
non-hazardous, shear-thinning fluids when added to
(distilled) water. The translucency allows for optical in-
vestigations of the flow as well as optical measurement
techniques such as particle image velocimetry.
         The relationship between experimental cuttings
transport studies in a laboratory, the real drilling process
(cuttings transport in a wellbore), and cuttings trans-
port modeling as well as the role of rheometric testing
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Abstract:
In petroleum drilling, aqueous Polyanionic Cellulose solutions (PAC) are often used as a drilling fluid model system in experi-
mental laboratory studies to investigate cuttings transport. Cuttings transport refers to the transportation of drilled-off solids
out of the wellbore. In these studies, PAC solutions are typically assumed to behave purely viscous, i.e. they do not show time-
dependent/thixotropic and/or viscoelastic properties. In this study, a rheological characterization of PAC has been performed
in combination with an evaluation of time scales characterizing the fluid to verify the conventional assumption of a purely-
viscous fluid. It is found that PAC solutions are generally not purely viscous: They feature viscoelastic behavior on time scales
of the order of 0.01 to 1 s, such as normal stress differences, as well as thixotropic behavior on larger time scales of the order
of 10 to 1000 s because of their polymeric microstructure. If simplified to a purely viscous fluid, the degree of uncertainty in
representing the measured apparent shear viscosity may increase by an order of ≈ 75 to 90 % depending on the relevant time
scale. When obtaining flow curves, a sufficiently long measurement point duration (sampling time for a particular torque
reading) is required to ensure that the liquid microstructure has reached its dynamic equilibrium at the desired shear rate.
Due to their polymeric nature, PAC solutions feature Newtonian viscosity plateaus at both low and high shear rates. For mod-
eling purposes, the application of a Cross/Carreau material function is recommended because it both best describes the flow
curve data and minimizes extrapolation errors compared to the conventionally used Power Law material function.
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is conceptually depicted in Figure 1. PAC may be used
both in the real drilling process, e.g. as a viscosifying
agent, and/or in an experimental study in a laboratory
as a test fluid modeling the real drilling fluid. Numerical
modeling of cuttings transport using e.g. Computation-
al Fluid Dynamics (CFD) methods is another methodol-
ogy, which may be used to investigate cuttings trans-
port, or more generic, multiphase problems [a]. CFD re-
sults are usually validated against experimental data
generated in the laboratory. CFD models require a con-
stitutive equation describing the fluid’s rheology [b]. In
the petroleum industry, both on engineering and re-
search level, drilling fluids in 3D CFD cuttings transport
studies are typically modeled as incompressible and
purely viscous, i.e. Generalized Newtonian Fluids (GNF),
where the stress tensor of the Cauchy equations of mo-
tion is given as

                                                     (1)

where D is the rate of deformation tensor

                                                    (2)

and the shear rate γ ̇ is a total shear measure defined as

                                                                     (3)

In Equation 1, the apparent dynamic shear viscosity η(γ)̇
of the fluid may be a function of the shear rate γ ȯr is con-
stant in case of Newtonian fluids. Commonly used models
in the drilling industry to represent η(γ)̇ are the Bingham
model [20] (accounting for yield stress phenomena), the
Ostwald/de Waele “Power law” (PL) [21] (accounting for

( )=− + h gT pI 2 D•

shear-thinning behavior) or the
Herschel-Bulkley (HB) model [22]
being a combination of the former
two. More sophisticated models
such as the Cross [23] or Carreau
[24] models (accounting for limit-
ing viscosities at both low and high
shear rates) are used on a very lim-
ited basis. Higher-order fluid de-
scriptions, i.e. constitutive equa-
tions accounting for time-depen-
dent and/or viscoelastic behavior,
have – to the awareness of the au-
thors – not been applied in CFD
cuttings transport studies.

The selection of a particular
type of material function for the apparent viscosity η(γ)̇
is based on the particular rheometric data available. A
rheological model for the fluid under consideration is
built by fitting the material function to the rheometric
data in order to obtain numerical values for the corre-
sponding model coefficients. Rheometric data is ob-
tained from rheometric testing, e.g. obtaining value
pairs of the apparent viscosity vs. shear rate in case of a
GNF, for the fluids used in the experiment. Alternatively,
one may deduce rheometric data from available exper-
imental pressure loss data using a pipe viscometer [25].
Both real drilling fluids, which may show any combina-
tion of shear-thinning, yield stress, viscoelastic and
thixo tropic behavior, and model drilling fluids such as
e.g. aqueous PAC solutions, may be used as experimen-
tal fluids. Preparing and mixing of constituent compo-
nents is important for both real and model fluids.
         Polyanionic cellulose (PAC) is a water-soluble bio -
poly mer derived from carboxymethyl cellulose (CMC,
E466) with a high degree of substitution (DS) of hydrox-
yl groups with sodium (NaCl), i.e. PAC is a high-quality
sodium CMC with higher DS and thus molecular weight
(Mw) [26]. Like sodium CMC, PAC is produced from nat-
urally occurring cellulose by etherification, where hy-
droxyl groups are substituted with sodium groups. The
properties of the polymers, such as viscosity, and mol-
ecular weight may be tailored by substitution of other
functional groups into the chain. The DS determines the
specific performance. As opposed to sodium CMC (0.4
< DS < 0.8 [26]), PAC features a DS > 0.9 [27] and features
less residual sodium [28]. In drilling fluids, the main ad-
vantage of PAC compared to CMC is the better resis-
tance to salt which provides improved shale inhibition
characteristics as well as filtrate control [27]. The anions
stabilize clay particles which improves filter cake tex-
ture and reduce risk of swelling of clay rich formations.
However, salts do have a strong impact on the rheology
of PAC and may even cause transition to Newtonian be-

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   2 |

Figure 1: Overview of cuttings transport modeling via CFD and/or laboratory experi-
ments and the role of rheometric testing.
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havior [29]. For CMC solutions it is known that they are
generally shear-thinning and viscoelastic [30, 31] and
feature thixotropic-like behavior [31 – 33]. They gener-
ally seem to obey the Cox-Merz rule [30]. However, as
a consequence of restructuring processes they deviate
from the Cox-Merz rule at high shear [34]. PAC solutions
have so far been investigated much less. Given their re-
lation to CMC, it is not surprising that they feature
shear-thinning and viscoelastic properties [2].
         The rheological information of aqueous PAC solu-
tions used in cuttings transport studies [7 – 16] is usually
disclosed in the form of model coefficients, such as the
Ostwald/de Waele “Power law” model [21], without any
indication of the uncertainty of the measurements and
model fit. PAC solutions in these studies are considered
purely viscous, i.e. they are considered to feature nei-
ther viscoelastic nor time-dependent/shear-history de-
pendent properties [7 – 15,17, 18, 19] and are thus mod-
eled as GNF, most commonly employing a PL model.
However, indication of viscoelastic [2, 16] and time-de-
pendent [19, 29] behavior of PAC solutions exists, which
is not surprising given the polymeric nature of PAC so-
lutions.
         This paper reports a complete rheological charac-
terization of PAC solutions with regards to apparent vis-
cosity, yield stress, time-dependent behavior, and vis-
coelastic properties. Characteristic time scales of the
fluid (further referred to as ”rheological time scales”)
are derived from the experimental data gathered. An

estimate of the uncertainty associated with simplifica-
tion of the physics of the fluid by assuming a purely
shear-thinning rheology, i.e. treating it as a GNF is pro-
vided. In Section 2, we present the methodology and
materials used to obtain the experimental data along
with definitions of some of the rheological time scales
later used in the interpretation of data. In Section 3, the
different rheometric test results are presented along
with the derived time scales. Section 4 provides a dis-
cussion of the rheometric testing results as well as the
corresponding time scales. Finally, in Section 5, a con-
clusion and outlook is provided.

2     MATERIALS & METHODS

2.1    EQUIPMENT AND GENERAL RHEOMETRIC TEST
PROTOCOL

Various rheometric tests were per formed on different
PAC solutions (generated with the same PAC granules)
with two different rheo met ers:
n   Flow curves (FC), with both controlled shear rate

(CSR) and controlled shear stress (CSS)
n   Amplitude sweeps (AS) with constant angular fre-

quency as well as frequency sweeps (FS) with con-
stant strain

n   3 interval time tests (3ITT), with rotational-rotation-
al-rotational (RRR) interval settings

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   3 |

Figure 2: Test plan as applied in this study. Monitoring of natural degradation of fluid over duration of experimental campaign
by obtaining flow curves at times indicated. All preparation and testing was conducted at ambient pressure, i.e. p ≈ 101325 Pa.
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Figure 2 provides a timeline overview of this study’s test
protocol. The individual process steps (mixing, resting,
rheometric measurements) will be presented in the fol-
lowing sections. To monitor phenomena such as natur-
al degradation, fermentation, or off-gassing, additional
flow curves were obtained regularly during the rheo-
metric characterization at the times indicated in Figure
2 (0, 2, 5, 12, 48 h) with fresh samples from the prepared
fluid stored in the glass jar. Due to equipment availabil-
ity, different mixers and rheometers operated by dif-
ferent operating personnel were utilized, as depicted in
Figure 2. The majority of the data was generated with
the Waring LB20E*/Anton Paar MCR102 combination.
Additional testing was conducted with the Silverson
L4RT-A/Anton Paar MCR302 combination to supple-
ment and cross-check the results.
         The measuring systems utilized were concentric
cylinders (CC27) with a gap size of 1.13 mm, conical bot-
tom, and a nominal sample volume of 19.35 ml. The ac-
curacy of the rheometers is specified with ± 5 % relative
SD (SDr) for a torque T > 5 nNm for rotation and T > 7.5
nNm for oscillation in case of the MCR102 and T > 1 nNm
and T > 0.5 nNm in case of the MCR302, respectively. An
accuracy of ±1% SDr is specified for T > 10 mNm [35]. For
the CC27 geometry utilized, the latter may be converted
[36] to an apparent viscosity threshold given by

                                                    (4)

In case of higher shear rates, i.e. rotation speeds, inertial
instabilities such as Taylor vortices may develop. For the
CC27 geometry utilized and a gap-dependent critical
Taylor number of 1884 [37], the maximum apparent vis-
cosity threshold to avoid Taylor vortices is then given
by

                                                            (5)

2.2    FLUIDS

MI-Swaco Polypac R, as used in this study, is a white,
odorless granulated powder with a molecular mass of
881.2 kDa (Mw). No treatment method such as aging
[38] was applied. Three different mixtures of MI-Swaco
Polypac R and distilled water as summarized in Table 1
were used for all tests. The concentrations were chosen
such that a typical drilling fluid apparent viscosity range
[39] is covered. Most tests were done on PAC2 and PAC4,
as these concentrations represent an apparent viscos-
ity range resulting in transitional wellbore flows.

h gmax .≈ ⋅ ·−8389 10 6

h gmin .≈ ⋅ − −202 1 •0 1 1

2.3    SAMPLE PREPARATION, RESTING, AND LOADING

Two different types of mixers as given in Figure 2 were
used to mix the granular PAC with distilled water. The
mixers were non-compliant with ISO 10416 [38] because
they did not feature the required high-speed range. To
obtain homogenously mixed samples for rheometric
testing with the available mixers, the mixing proce-
dures given in Table 2 were established and followed to
prepare all samples. The utilized rotational speeds of
the different mixers during “Addition” and “Mixing”
are a resulting best-working and mixer-dependent
com promise of two contradictory requirements”:
n   In order to keep the developing viscosity low and en-

sure homogenous mixing, the rotational speed has
to be as high as possible

n   In order to entrain as little air as possible during mix-
ing, the rotational speed has to be as low as possible

After mixing, air bubbles were observed in all samples.
However, in the case of the Waring LB20E* mixer, the
observed bubbles were considerably smaller, probably
due to the higher mixing speed utilized. After the resting
periods, no air bubbles were observed in either sample.
The respective resting times were mainly due to labora-
tory availability constraints. However, a resting interval
of 1 hour represents a realistic industrial time frame as
applied by drilling service companies that perform on-
site rheological measurements on drilling fluids on a
daily basis. The fluid samples were gently poured from

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   4 |

Table 1: Fluid specification (T = 21°C, distilled H2O).

Table 2: Sample preparation procedures.
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the glass jar into the cylinder of the rheo meters mea-
suring system up to the marking line. The cylinder was
inserted into its fixture on the rheometer and the mea-
surement system/inner cylinder was lowered into the
outer cylinder containing the sample. Measurements
were not started until the rheometers indicated a steady
temperature of 21 °C.

2.4   RHEOMETER SETTINGS

The main rheometer settings of the different tests con-
ducted in this study are summarized in Table 3. Tem-
perature was controlled to T = 21 °C by the rheometers
in all cases. All measurements were conducted at am-
bient pressure. The reason is that typically cuttings
transport studies are also conducted at ambient condi-
tions and temperature scaling of polymeric solution is
fairly well understood [31, 32]. No pre-shearing was con-
ducted in any of the tests summarized in Table 3. Stan-
dard pre-shearing definitions do not exist in the petro-
leum industry [38, 40, 41], other than that typically Fann
rheometer measurement are conducted as a down-
ward sweep, i.e. from high to low shear rates. Pre-shear-
ing as used in various studies has been quite subjective,
and has for instance been based on the high shear rates
experienced at the drill bit. As the fluids resting time at
the drill bit is very short, the relevance of such high pre-
shear is not clear. Moreover, our overall objective is nu-
merical cuttings transport modeling, where the com-
putational domain is an annular subsection quite some
distance from the bit. The influence of the high shear
rate at the bit (applied to the fluid in a very short time
only) is not expected to be of much relevance at an ar-
bitrary wellbore element far from the bit. Finally, any
other pre-shear would either be subjective or have to
be based on the wall or average shear rate of annular
flow, which is a function of fluid velocity, wellbore
geometry, and flow exponent n, i.e. problem-specific.
Thus, we decided for the following reproducible and
unified approach: After gentle pouring of the sample
into the measurement cylinder all samples where sub-
ject to a resting time (≈ 30 – 90 s) until the rheometers
temperature control reached the set point of T = 21 °C.

Note that for every rheometric measurement, a fresh
sample from the glass jar was loaded into the rheome-
ter and discharged after the measurement. Hence,
every measurement was performed with a sample hav-
ing a relatively comparable state of microstructure,
since the shearing due to pouring should be equal for
all the samples used.

2.5    RHEOLOGICAL TIME SCALES OF THE FLUID

Various microscopic effects such as molecular motion
(in the order of 10 – 15 seconds and therefore negligible)
or structural changes may occur in a complex fluid. Con-
sequently, there exists a corresponding variety of char-
acteristic time scales for the respective relaxation
times. Particular formulations of these fluid time scales
often depend on the constitutive equations and/or ma-
terial function used and may also depend on test data
available. Since the degree of viscoelasticity and
thixotropy is to be estimated, four rheological time
scales are defined as follows [42]:

n   The GNF relaxation times λPLand λCr, which are based
on the respective GNF material models, namely the
Ostwald/de Waele “Power law” (PL) model [21] in its
rearranged form, where the ordinary PL coefficient
KPL is expressed as KPL = m0(λ)nPL-1, which then yields

                                                              (6)

      and the Cross (Cr) [23] model

                              (7)

      Note that the PL material function may be considered
a special case of the Carreau [24] material function

                             (8)

      which approaches a PL material function for the case
of higher shear rates and neglected infinite-shear
viscosity m∞. Hence, the model coefficients in Equa-
tion 6 may be considered equivalent to the coeffi-
cients and fit of a Carreau material function; how-
ever, they are not exactly identical.

n   The “Recoverable Shear”-based relaxation time λRS,
which is constructed from the GNF PL coefficients
and coefficients of a PL fit of the First Normal Stress
Difference (FNSD).

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   5 |

Table 3: Rheometer settings.
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                                                           (9)

      A PL material function does not capture the New-
tonian viscosity plateaus at low and high shear
rates. Therefore, PL coefficients are determined for
a given point of the flow curve with the following
conditions:

                                                                (10a)

                                                         (10b)

n   The Maxwell relaxation time λMaxwhich is based on
the linear viscoelastic Maxwell model represents
time scales on which the fluid acts in a linear vis-
coelastic manner. 

                                                             (11)

      Experimental FS data may be used to estimate the
order of magnitude of these time scales.

n   The 3ITT relaxation time λ3ITT is estimated based on
time-dependent changes of the apparent viscosity
due to instantaneous start-up/shut-down of a
steady shear flow using 3ITT data. An exponential
function of the form

                                             (12)

      is used for this purpose, with the rheological relax-
ation time λ3ITT being the corresponding time con-
stant it takes to relax to 63% to the dynamic equi-
librium value.

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   6 |

Figure 3: Flow curves (FC) for different concentrations tested and FC obtained from the literature. Solid lines are means of up-
ward and downward sweeps, respectively (PAC4 based on 13, all others based on three consecutive measurements), the means
of the two sweeps are represented by the dashed lines. Small dotted lines represent means of up-/downward sweep ± 3SD,
thick dashed line represents logarithmic MPD. Colored arrows indicate direction of rheometer sweeps. The dashed black line in-
dicates the rheometer accuracy [35] threshold as given by Equation 4, the smaller black lines in the bottom left and right cor-
ners indicate the end of the rheometer accuracy threshold and the beginning of the Taylor vortices regime as given by Equa-
tion 5, respectively.
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3      RESULTS

3.1    FLOW CURVES

A flow curve (FC) is considered to represent the equilib-
rium apparent shear viscosity of a fluid sample over a
range of relevant shear rates. Figure 3 depicts the ob-
tained FCs for all PAC concentrations. The apparent vis-
cosity indicated is the mean of 13 (PAC4) and three
(PAC2, PAC8) measurements. Additionally, data ob-
tained from the literature is displayed using unfilled
symbols. For all concentrations tested with a constant
MPD of Δt = 5 s, a prominent hysteresis effect was
found. Figure 3 shows two solid lines for each PAC so-
lution, representing means of the upward (higher
curve) and downward (lower curve) sweep respectively,
the mean of these two means is represented by the solid
line. The FC obtained with a logarithmically decreasing
MPD of Δt = 120 - 2 s log (here depicted with a thick
dashed line) shows almost no hysteresis effect and thus
may be considered the equilibrium FC [43]. Most of the
FC data sets from the literature do not show any hys-
teresis effect. However, the data of Johnsen (2014) [13]
and [18] (not displayed) also indicate a small hysteresis
effect for intermediate shear rates. Additionally, in the
case of PAC4, the natural scatter of the whole measure-
ment process was identified through measurements of
13 FC (Not depicted in Figure 3). Each FC was obtained
with a fresh sample from the prepared mixtures. Arith-
metic mean and standard deviation (SD) were estab-
lished for both upward and downward sweeps sepa-
rately. For PAC4, the obtained mean ± 3 SD of up -
ward/downward sweeps are respectively indicated in
Figure 3 by dotted lines.
         All results indicate a constant Newtonian viscosity
at low shear rates for all tested concentrations. FCs ob-
tained with a constant MPD of Δt = 5 s show a large vari-
ance of data at very low shear rates, as indicated by the
diverging dotted lines in Figure 3. Most of the FC data
sets from the literature do not cover the low shear rate
range (γ =̇ 0.01 - 1 s-1). However, Time et al. [19] and Khat-
ibi et al. [29] have covered the shear rate range γ ̇= 0.1
- 1 s-1 and the respective data sets also do indicate a New-

tonian viscosity plateau in the low shear rate range. The
different data sets plotted in Figure 3 are not coinciding
for a particular fluid concentration. However, in case of
PAC4, most datasets are fully enclosed by the arith-
metic mean ± 3 SD boundaries of our data. The five FCs
obtained in order to monitor natural degradation (as
described in Figure 2, not displayed in Figure 3), are
within the arithmetic mean ± 3SD boundaries. No time-
dependency, i. e. different FC at different points in time,
was observed over the duration of the experimental
campaign. Fitting the PL, Carreau and Cross material
functions (Equations 6 – 8) to the equilibrium FCs yields
model coefficients as summarized in Table 4.

3.2    AMPLITUDE SWEEPS

Amplitude sweeps (AS) provide the dependence of the
loss modulus G'' (characterizing the viscous property of
a material sample) and storage modulus G' (characteriz-
ing the elastic property of a material sample) over a range
of relevant strain for a given frequency of oscillatory mo-
tion and thus allow for quantification of the viscoelas-
ticity of a material. Results for PAC4 and PAC2 are depict-
ed in Figure 4. The loss modulus G'' exceeds the storage
modulus G' for the entire strain range tested. While for
the lower strain range, e.g. γ < 10 %, G' and G'' do have
the same order of magnitude, G' and G'' differ by more
than one order of magnitude for the higher strain range,
e.g. γ > 500 %. The phase shift angle ϕ, defined as

                                                                      (13)

is an indication of ideal solid behavior for 0° and ideal
fluid behavior for 90°. In case of the investigated PAC4
sample, the phase shift angle ϕ ranges from 66° to 70°
for strains smaller than 1% and reaches 86° at a strain
of 1000% (corresponding to a shear rate of γ ̇= 100 s-1

for the set  angular frequency of ω = 10 rad/s). The PAC2
phase shift angle exceeds the PAC4 phase shift angle
for the entire strain range investigated.

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   7 |

Figure 5: Frequency sweeps (γ = 0.2 %) for PAC2 and PAC4.Figure 4: Amplitude sweeps (ω = 10 rad/s) for  PAC2 and PAC4.
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3.3    FREQUENCY SWEEPS

As opposed to AS, frequency sweeps (FS) provide the de-
pendence of the storage modulus G' and the loss mod-
ulus G'' over a range of relevant oscillation frequencies
for a given amplitude of strain. Results of PAC2 and
PAC4 FS are depicted in Figure 5. In the low angular fre-
quency range (ω = 0.1 - 10 rad/s), G' is smaller than G''
by almost one order of magnitude. Towards the high
angular frequency range, the G' increases more than
G''. Between ω = 20 rad/s and ω = 30 rad/s, the G''equals
the G' for the PAC2 data, and at ω = 20 rad/s for the
PAC4 data. Based on Equation 11, the upper Maxwell
time scale representing viscoelastic effects is estimated
as λMax(ω = 0.1 rad/s) ≈ 0.67 s for PAC4.

3.4   THREE INTERVAL THIXOTROPY TESTS

Three Interval Thixotropy Tests (3ITT) were conducted
with PAC2 and PAC4 in order to establish the time-de-
pendent behavior of the apparent viscosity due to mi -
cro structural changes. Figure 6 shows 3ITT-RRR (→ RRR:
Three intervals of rotational shear) results for a 100-50-
500 s interval definition and Figure 7 for 300-600-500
s, where the length of the third interval was limited by
laboratory availability constraints. Apparent viscosity is
plotted as a function of time as a response to the step-
like changes of the imposed shear rate. The PAC2 data
was partly smoothed with a time average filter because
it featured quite some scatter, presumably due to the

much lower apparent viscosity level. In all cases, the ap-
parent viscosity follows the step change from the very
low to the very high shear rate instantly. However, after
the intermediate high shear-rate interval, the apparent
viscosity shows a remarkable time-dependent recovery
in the third interval. In the case of the 100-50-500 s in-
tervals (Figure 6), the apparent viscosity overshoots the
reference level, almost instantly for PAC 2 and exponen-
tially for PAC4. In both cases, a second relaxation phase
follows the overshoots in which the apparent viscosity
develops almost back to the reference level. In the case
of the 300-600-500 s intervals (Figure 7), the apparent
viscosity undershoots the reference level, almost in-
stantly for PAC 2 and exponentially for PAC4. Again, the
apparent viscosity develops further and gradually in-
creases to almost the reference value of the first interval
towards the end of the experiment. For the immediate
response to the step from high to low shear rate, the
rheological relaxation times λ3ITT, estimated based on
curve fitting of Equation 12 to the experimental data and
depicted in black in Figure 6 and Figure 7, are in the order
of 101 s for the initial response of PAC 4. Zooming in to
the very few seconds after the step (red subplot in Fig-
ure 7), reveals a time scale in the order of 1 s for PAC2 [c].
         The second relaxation phase features much larger
time scales in the order of several 101 s for PAC2 (Figure 7)
to several 102 s for PAC4, as depicted in Figure 8, where
the PAC4 3ITT data is normalized with the correspond-
ing FC apparent viscosities. Fitting the growth function,
i.e. Equation 12 to the more gentle increasing part of the
third interval provides a time scale of 392 s for the 300-
500-300 test and 126 s for the 100-50-500 test. The in-
termediate, i.e. high shear rate intervals do show time-
dependent apparent viscosity as well. Using a decay
function, similar to Equation 12 but with η0 and η∞ ex-
changed, reveals the time constant for the second high
shear rate interval of the 300-600-500 s interval case
to be in the order of 615 s. In addition, Figure 8 provides
a clearer picture of the first interval, the purpose of
which is to establish an equilibrium reference level. The
apparent viscosity readings are not stable and equal to

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   8 |

Figure 6: 3ITT-RRR, 100-50-500 test, PAC2 (partly smoothed)
and PAC4 apparent viscosity η response to shear rate steps (γ·
= 0.1→1200→0.1 s-1).

Figure 7: 3ITT-RRR, 300-600-500 test, PAC2 (partly smoothed)
and PAC4 apparent viscosity η response to shear rate steps (γ·
= 0.1→1200→0.1 s-1).

Table 4: Model coefficients for PL (γ· > 48 s-1), Carreau and
Cross models, equations (6 - 8) for PAC2 and PAC4 data with
goodness-of-fit R² and sum of squared errors SSE.
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the equilibrium FC values. Assuming that the time scale
identified in the third interval is the relevant one for the
low-shear situation of the first and third interval, one
may conclude that the first interval needs to have a du-
ration of approximately 1200 s (3λ3ITT) in order to yield
stable reference values for any initial state of the sam-
ples microstructure.

3.5    NORMAL STRESSES & COX-MERZ EMPIRISM

Since we are only interested in order of magnitude es-
timates, we did not directly measure normal stresses
but rather exploited the FS results, namely the complex
viscosity η* as a function of the angular frequency ω,
and estimated the first normal stress differences
(FNSD) N1 based on the first normal stress coefficient
(FNSC) Ψ1 using Laun’s rule [44]

                                          (14)

Figure 9 shows the estimated FNSC Ψ1 for the case of
PAC2 and PAC4 as well as the corresponding time scale
estimates λRS as defined in Equation 9, where the PL co-
efficients are determined point-wise to more closely
follow the apparent viscosity function using the condi-
tions (10). Additionally, the Cross fit of the apparent vis-
cosity as provided in Table 4 and the complex viscosity
η* are depicted. The complex viscosity η* is plotted over
the shear rate utilizing the Cox-Merz rule [45]. The time
scale estimate λRS is in the order of 5·10-2 s for PAC2 and
2·10-2 s for PAC4. The relevance of normal stresses and
thus viscoelasticity may be judged by comparing it to
the shear stress for a given shear rate. Figure 10 depicts
the shear stress τ based on the Cross fit of the apparent
viscosity as given in Table 4, the estimated FNSD N1 =

Ψ1γ
· 2 as well as the recoverable shear N1/2τ. The recov-

erable shear exceeds a value of 0.5 for shear rates larger
than approximately 13 s-1 (PAC2) and 25 s-1 (PAC4).

4     DISCUSSION

4.1    RANGE OF TIME SCALES

The obtained rheological time scales for PAC2 and PAC4
are summarized in Figure 11. Two groups may be distin-
guished: The 3ITT time constants have the order of mag-
nitude 101 - 8∙102, the GNF time constants, the Maxwell
relaxation time and the FNSD time constant have the
orders of magnitude 10-3 - 1. Since the Maxwell as well
as the RS time scales are characteristic for the viscoelas-
tic behavior of the PAC solutions, we attribute these
time scales range to viscoelasticity. With the same rea-
soning, we attribute the 3ITT time scale range to mi-
crostructural changes of the PAC solution as a conse-
quence of accumulated shear, i.e. thixotropy. This dis-
tinction is important if one wants to design constitutive
equations accounting for both the viscoelastic and
thixotropic features [46]. While the RS time scales cer-
tainly indicate the correct order of magnitude, its nu-
merical values are not correct over the entire range of
shear rate. As may be seen from Figure 10, the simple
FNSD fit does not accurately capture the lower shear
rate range.

4.2   SHEAR-THINNING BEHAVIOR

4.2.1 Transient effects at low shear rates
The FC data indicates a transient behavior of the fluid
samples at very low shear rates resulting in large un-
certainty ranges of the apparent viscosity (Figure 3). As
the equilibrium PAC4 FC data demonstrates, a MPD of
Δt = 120 - 2 s log (or longer) is much better suited than
a constant value of 5 s to allow for an equilibrium fluid
microstructure at very low shear rates. This is confirmed
by the 3ITT results, where a preliminary quasi-equilib-
rium is reached only after approximately 30 s ≈ 3λ3ITT
(Figure 7) for the investigated shear rate step. For the
very low shear rate range γ· = 10-2 - 10-1 s-1, a MPD of Δt
= 120 - 2 s log yields a total strain of γ = 1.2 - 6 as opposed

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   9 |

Figure 9: Cox-Merz-rule (η(γ· ) ≈ η*(ω = γ· )) and PAC2 and PAC4
time scales λrs, where the respective coefficients are based on
PL-fits of the FNSD N1 (here plotted as PL of the FNSC ψ1 =
N1/γ· 2) and η(γ· ) via Equation 10.

Figure 8: 3ITT-RRR, 300-600-500 test, η3ITT normalized with
respective FC apparent viscosity value ηFC.
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to γ = 0.05 - 0.5 for the MPD Δt = 5 s, i.e. the logarithmic
MPD used leads to much more strain and thus mi-
crostructural equilibrium. In general, a strain of γ = 5 is
considered a minimum to ensure microstructural equi-
libration [47].

4.2.2 Hysteresis
The FCs obtained with a constant MPD consistently fea-
ture a hysteretic area indicating thixotropic [48], or
more general, time/shear-history-dependent behavior.
Most of the benchmarked data obtained from the lit-
erature do not show a hysteresis loop. In the case of
PAC4, the logarithmic MPD and Johnsen [13] data show
a much smaller degree of hysteresis in some parts of
the investigated shear-rate range. Primarily, this may
also be attributed to MPD settings, as described in 4.2.1.
Since FCs are considered to refer to the equilibrium be-
havior of the fluid, a full equilibrium of the loaded sam-
ple needs to be established prior to sampling the ap-
parent viscosity. Another important factor is the total
time of shear, which varies greatly between the two
MPD concepts. For instance, in the case of the constant
MPD of Δt = 5 s, the total time of shear is about 150 s at
γ· = 16.1 s-1 (upward sweep). In the case of the logarith-
mically decreasing MPD of Δt = 120 - 2 s, the correspond-
ing total time of shear is about 663 s, which may allow
for a better dynamic equilibrium of the fluid microstruc-
ture and consequently an apparent viscosity value con-
sistent with the upward sweep.

4.2.3 Scatter of different flow curves
The SD for most of the shear rate range tested is in the
order of the specified accuracy of the rheometer. When
expressed as SE, the order of magnitude is consistent
with the typical experimental error of 1 – 10 % for rota-
tional rheometry [49]. The FC obtained from the litera-
ture coincide neither with each other nor with our log-
arithmic MPD data. The spread is consistent with tech-
nical work performed [50] to develop ISO 13500 [51],
where intra-lab  differences, when obtaining FC of PAC
according to ISO 10416 [38], are estimated to be less than

10 % SD; however, using Fann viscometers. With refer-
ence to the elements of Figure 1, intra-lab differences
may arise due to various rheometric characterization
process parameters, which may differ between studies
and laboratories: (i) Rheometer: Type of rheometer,
measurement point duration (MPD) as in Section 4.2.2,
(true) sample temperature [49], measuring systems
(concentric cylinder, cone-plate), natural scatter of mea-
surement process/accuracy and (ii) Preparation & mix-
ing: Type of mixer, geometry of mixers utilized (blade
versus jug geometry/size), mixing speed and duration,
resting time, sample volume, effect of air bubbles, sam-
ple transfer, and impurities ( unclean equipment, usage
of non-distilled water with an effect on pH). The total
difference of one FC to another is a consequence of all
the possible differences of above mentioned process pa-
rameters. In case of our data, the observed test data dif-
ferences may be most likely attributed to the different
MPDs (see 4.2.2), but possibly also to the different mixer
types, and resting times utilized.
         The effective shear rate and the total strain of the
mixing process are a function of the mixer geometry,
mixer speed and the total mixing times. The two mixing
processes differ regarding the average shear rate,
which is higher for the Waring LB20E* case by a factor
of 1.65, regardless of whether estimated with the ratio
of circumferential velocity/blade radius or impeller ro-
tational speed times impeller geometry constant. Fur-
thermore, the degree of turbulence generated during
the mixing process is substantially higher for the War-
ing LB20E*/ mixer with a mixer impeller Reynolds num-
ber of the order ReImp ≈ 4650 - 11627 versus ReImp ≈ 600
- 1500 for the Silverson L4RT-A. Finally, cavitation may
have occurred in the case of the Waring LB20E* (Cavi-
tation number ≈ 1.5) as opposed to the Silverson L4RT-
A (Cavitation number ≈ 20). Hence, the overall mixing
quality of the Waring LB20E* seems to be much differ-
ent from the Silverson L4RT-A. Possibly the higher de-
gree of shear, turbulence and inception of cavitation
might have altered the polymeric microstructure and
affected the measurements.
         The nominal resting times applied in the two
preparation processes were very different (1 versus

© Appl. Rheol. 28 (2018) 25154 |   DOI: 10.3933/ApplRheol-28-25154 |   10 |

Figure 10: PAC2 and PAC4 recoverable shear N1/(2τ), where
the FNSD N1 is based on PL fits to the FNSD N1L = ψ1γ

· 2 and the
FNSC ψ1 is obtained from FS data via Laun’s rule [44].

Figure 11: PAC2 and PAC4 time scales overview.
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48 h). This may have allowed further development of a
higher-quality solution in the case of the 48 h samples,
as diffusion processes may have further dissolved re-
maining granules and completely hydrated the poly-
mer. In addition, more and smaller air bubbles (which
were more likely to occur in the case of the Waring
LB20E* due to the higher degree of shear and turbu-
lence) may have left the system. For a time frame of one
hour (Waring LB20E*), the cut-off size for bubbles that
would have degassed from the bottom of the jar to the
top (liquid height ≈ 0.1 m) is dp = 0.1 mm, whereas dp =
0.0146 mm for a time frame of 48 h (Silverson L4RT-A)
[d]. However, the effective resting times in case of the
Waring LB20E* fluid samples were substantially longer
for most of the samples, as the prepared fluid was fur-
ther left to rest in the sealed glass jars until the actual
sample for the individual measurement was taken. No
significant differences (with respect to the established
SDs) were observed in the subsequent FC measure-
ments at the times indicated in Figure 2, indicating that
the discussed MPD is the primary influence on the dif-
ferent FC.

4.2.4 Newtonian plateau at low and high shear rates
PAC solutions feature a Newtonian viscosity plateau at
low shear rates, as one would expect because of their
polymeric nature. This low shear-rate Newtonian vis-
cosity plateau requires the application of an appropri-
ate viscosity model such as the Cross [23] and Carreau
[24] family of models if one is interested in that shear-
rate range, e.g. the settling of particles in drilling fluids,
and a GNF rheology model is assumed to adequately
describe the FC data. The same applies if one is inter-
ested in higher shear rate ranges, as the PAC solutions
investigated feature a corresponding Newtonian
plateau, which, in the absence of data available, may
be taken equivalent to the solvent viscosity. However,
precise high-shear rate data becomes important to not
underestimate the laminar shear viscosity of the fluid,
as it would occur using a PL material function [53].
         In the context of CFD modelling, where a rheolog-
ical model is required as input (Figure 1), it is also very
beneficial for the computational process if a four-para-
meter material function of the Cross [23] and Carreau
[24] family of models is used, as some control volumes
in the domain will always feature low shear rates and,
during the iteration process, some other might see
shear rates much higher than the final value. This may
increase numerical stability because iterations are
based on fitted rather than extrapolated rheometric
data or cut-off values. Furthermore, regions of low
shear are ubiquitous in every flow problem. In addition,
the high shear rate region above the range of interest
is important when it comes to turbulent flow modeling

in order to avoid extrapolation errors of the laminar
shear viscosity [53]. In addition, for higher shear rate
ranges, extensional viscosity effects may lead to turbu-
lent drag reduction (DR) because of stretching of poly-
mer molecule chains. This is well understood for CMC,
where comparable concentrations may lead to DR of
10 – 35 % [54]. If relevant, one may account for DR by ap-
propriate models, e.g. [55].

4.3   VISCOELASTIC BEHAVIOR

4.3.1 Relevance of elastic properties
The investigated PAC solutions exhibited relevant vis-
coelastic properties for very low strains (Figure 4) or
high frequencies (Figure 5), since both loss and storage
modulus were of the same order of magnitude. How-
ever, elasticity seems negligible for continuous defor-
mation, i.e. strains larger than 1000 %, since the phase
shift angle ϕ at a strain of 1000 % has a value of 82.5°
for PAC4 and 86° for PAC2, with a phase shift angle ϕ =
90° representing purely viscous behavior. In that sense,
PAC2 is less viscoelastic because the phase shift angle
is exceeding the one of PAC4 over the entire range of
strain, i.e. for a given strain PAC2 is more fluid-like than
PAC4. Hence, PAC4 represents a worst-case in terms of
viscoelasticity. If continuous deformation, i.e. flow over
a sufficient amount of time and therefore large strain,
takes place, the elastic response of the microstructure
seems negligible. This is the case in a steady-state
drilling operation; hence, PAC solutions used to inves-
tigate such operations may be treated as purely viscous.
However, in regions of low deformation, for instance
the interstitial drilling fluid in a cuttings bed, viscoelas-
ticity may not be negligible.
         On the other hand, normal stresses, which are
caused by strain-induced microscopic anisotropy
where polymer molecules depart from their equilibri-
um shape, become more relevant at higher shear rates,
as depicted in Figure 10. The recoverable shear N1/(2τ)
is usually considered as a degree of elasticity, where a
value of larger than ½ indicates high elastic behavior
[56]. The effect of normal stresses on particle settling
is well-known and may have to be accounted for in case
of high settling shear rates using the estimated vis-
coelastic time scales provided in Figure 11 and an appro-
priate model [57]. The estimated viscoelastic time scale
range λMax is only valid for small deformations as it is
based on the Maxwell model. The Maxwell model does
not describe the data completely as the slopes of both
G' and G'' in the FS are not equal to 2 and 1, respectively
[48]. However, comparing the FC apparent viscosity
with the results from the FS by utilizing the Cox-Merz
rule (Figure 9), we find that the two curves do reason-
ably well coincide for the lower shear rate range, i.e. the
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Maxwell-based time scales may serve as a first approx-
imation. However, like CMC solutions [34], PAC solu-
tions deviate from the Cox-Merz-empiricism for higher
shear rates as a consequence of the internal restructur-
ing processes. Viscoelasticity is relevant on short
timescales. This is also apparent from Figure 8, where
viscosity and corresponding stress overshoots are ob-
servable just after the shear rate step from interval two
to three. These overshoots do have a quite large ampli-
tude; hence, on these short time scales, elastic effects
are both present and significant quantitatively.

4.3.2 Yield stress
No yield stress is evident for the strain range investi-
gated since the loss modulus G'' always exceeds the
storage modulus G' and no crossing of the two moduli
occurs (Figure 4). In addition, the CSS FC tests (not de-
picted) did not show any evidence of yielding. This may
seem conflicting with other studies stating that PAC in-
creases the yield point/yield stress in drilling fluids [1,
3, 5, 6] or, more generally, that anionic surfactants af-
fect the yield stress of Bentonite slurries [58]. However,
as opposed to this study, where purely PAC in an aque-
ous solution is used to create a model drilling fluid, the
above cited studies actually investigated drilling fluid
systems, where PAC is one of multiple additives to e.g.
Bentonite-based suspensions. Here, the PAC anions
may stabilize the clay particles and thus stabilize the
suspension and indeed increase an existing yield stress.
In addition, as per drilling industry convention, all these
studies have applied either the HB or the Bingham [20]
material function to their data, which were obtained
with Fann viscometers. Thus, yield point/yield stress as
employed in these studies and defined in the drilling in-
dustry [40] is to some extent a model artefact rather
than a feature of the obtained rheometric data since it
is purely based on the two conventionally taken data
points at Fann viscometer speeds θ300 and θ600 (Bing-
ham model) or θ3 and θ6 (Herschel-Bulkley model) [40].
A more firm (but also more time-consuming and com-
plex) approach may be taken by adopting a material
function which better describes the data, e.g. HB in-
stead of Bingham, and by determining a yield stress
based on e.g. crossover points in the AS test or perform-
ing shear stress sweeps in a CSS mode and plotting
stress versus strain [59].  For higher concentrations or
smaller strains than the ones investigated in this study,
i.e. 8 g/L a yield stress may develop in pure PAC solu-
tions. However, for higher polymer concentrations, the
resulting increase in apparent viscosities disqualifies
such high concentrations for use as they are exceeding
the typical range of drilling fluid viscosities [39].

4.4   TIME-DEPENDENT BEHAVIOR

The tested PAC fluids generally show time-dependent,
or more precisely shear-history dependent behavior.
After the step from low to high shear rates, stress/vis-
cosity jumps almost instantly to a new preliminary
equilibrium value; however, followed by a transient be-
havior of stress/viscosity with large rheological relax-
ation times in the order of 103 s. From high to low shear
rates, transient behavior and relaxation are observed
with a rheological relaxation time in the order of 100 s
(PAC2) and 101 s (PAC4), with a second subsequent tran-
sient behavior of stress/viscosity with large rheological
relaxation times in the order of 102 s (PAC2) and 103 s
(PAC4). The observed dynamics are not a result of the
change of the flow field (high to low shear rate step and
subsequent change of the velocity field) as the time
scale associated with the change of the velocity field is
in the order of < 10-2 seconds [e].
         The general change of apparent viscosity with time
in the second and third 3ITT intervals confirms the time-
dependent behavior of the investigated PAC fluids, as in-
dicated by the hysteretic flow curves. Physically, this may
be attributed to the interaction of the long-chain PAC
molecules and the break-down/development of a three-
dimensional structure in the solution. The high deforma-
tional load in the second interval will cause the polymer
chains to align with the shear forces, resulting in a de-
creasing viscosity. In the transition to the recovery inter-
val, the high load may have initiated a spontaneous re-
arrangement or crystallization of the polymer chains,
which may further entangle over time, leading to an in-
crease in viscosity. This may already be observed in the
reference values of the 3ITT, where a transient behavior
of the sample is visible indicating time-dependent be-
havior of the apparent viscosity. An even longer first in-
terval, i.e. a sufficient amount of strain as described in
Section 4.2.1, is required to get rid of all dynamics in the
sample and reach dynamic equilibrium, i.e. stable refer-
ence values. A large scatter of the amplitude of viscosity
occurs in the third interval of the 3ITT. We consider this
a consequence of the apparent viscosity levels (in partic-
ular regarding PAC2) as well as a MPD setting issue since
the MPD in the third test interval is just 0.5 s, whereas
the MPD in the first interval is 5 s and thus acting as a
time filter. Strikingly, PAC2 shows more pronounced
over- and undershoots than PAC4, even though it can
build less microstructure due to its lower concentration.
Within this study, the described time-dependent behav-
ior has been observed for two different concentrations
as well as two shear rate steps only. A more comprehen-
sive test matrix combined with much longer time inter-
vals seems required and thus further work is needed to
investigate the time-dependency of PAC solutions.
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4.4.1 Long-term behavior
Within the time frames of our experiments, we could
not observe a full structural recovery of the viscosity un-
der- and overshoots. Viscosity overshoots have also
been observed with oil-based drilling fluids. However,
these fluids may fully relax to the reference value after
sufficient time [59]. This is also observed in the case of
the 100-50-500 3ITT data, where the apparent viscosity
eventually relaxes back to the reference value (Figure 8).
However, this relaxation takes place on even larger time
scales than the ones describing the initial transient re-
sponse given in Figure 7. The large time scales identified
in the 3ITT tests (λ3ITT ≈ 391 – 615 s) indicate that even the
FC obtained with a logarithmically MPD is not yet fully
representing the dynamic equilibrium: For small shear
rates such as γ· = 0.1 s-1, the apparent viscosity changes
by ≈ 8 % with λ3ITT = 391 s (Third interval, Figure 8) and
for large shear rates such as γ· = 1200 s-1, the apparent
viscosity changes by ≈ 5 % with λ3ITT ≈ 615 s (Second in-
terval, Figure 8). These time scales also show that the
sample’s resting time in the measurement device could
have been longer in order to ensure better structural re-
formation after the pouring process.

4.4.2 Thixotropic versus time-dependent behavior
The fluid samples behavior is of classic thixotropic na-
ture because the change in viscosity is fully reversible,
which is associated with a microstructure breakdown
and complete reformation [48]. However, the observa-
tion of complete structural reformation depends on the
time frame of the experiment. If the time scale of ob-
servation is chosen to be shorter, for instance in the or-
der of the initial transient response (Figure 7), the re-
formation process is still occurring and the apparent
viscosity difference is in the order of 10 %.

4.4.3 Simplification to viscous behaviors
We have shown that PAC solutions generally feature
time-dependent behavior. For small deformations
and/or high frequencies, a linear viscoelastic behavior
is evident; for high shear rates normal stresses differ-
ences may become important. Furthermore, PAC solu-
tions show thixotropic behavior on larger time scales,
with a nonlinear increase of the time scale as a function
of the concentration. In principle, a simplified treat-
ment of the investigated PAC solutions as GNF is to be
justified with respect to the actual flow problem as it
depends on the ratio of i) the elastic or microstructural
rheological time scales and ii) the characteristic process
time scales and the time of observation in a Deborah
number sense [60]. For very short process time scales,
elastic effects are relevant, especially as they apparent-
ly may result in large amplitudes. For longer process
time scales, the thixotropic microstructural effects be-

come relevant. However, here the corresponding am-
plitude ratios are much less pronounced, as may be ver-
ified both from the FC hysteresis (Figure 3) and normal-
ized 3ITT apparent viscosity plots (Figure 8). For the
PAC4 hysteresis, the downward sweep mean apparent
viscosity at an intermediate shear rate is 83 – 90 % of
the upward sweep mean apparent viscosity. For the
PAC4 3ITT relaxation, the apparent viscosity values
reach 95 % of the reference value in 2λ3ITT by definition
and for the PAC4 examples given in Figure 7, the appar-
ent viscosity has reached approximately 80 % of the fi-
nal value in Δt = 5 to 7 s, which corresponds well with
the apparent viscosity ratio of the FC downward and
upward sweep given above.
         For a PAC4 flow problem where the relevant time
scale is in the order of the MPD Δt = 5 s, e.g. particles
falling out of suspension and settling to the lower part
of a horizontal wellbore section, the hysteretic FC pre-
sented in Figure 3 may be used to estimate the increase
of uncertainty if the observed hysteretic loop, i.e. the
change in time-dependent apparent viscosity due to
change of the microstructure is neglected. For model-
ing purposes, one may represent this hysteretic FC with
the mean of the upward and downward sweep means,
i.e. the dotted line in Figure 3 plus/minus a respective
tolerance. For the given example, these tolerances may
be estimated from the extremes as a result of natural
scatter (Dotted lines of PAC4 FC in Figure 3). Thus, in-
stead of having one FC, which may be used to fit a ma-
terial function, one now has a FC with an increased un-
certainty accounting for time-dependent effects.
         For the given FC example, the relative standard un-
certainty of both the upward and downward sweep is
in the order of ≈ ± 5 % for γ· > 140 s-1 and ≈ ± 10 % for γ·
< 30 s-1 (based on respective means (solid lines) depicted
in Figure 3 ± 3SD) [f]. If the hysteresis loop is neglected,
the dashed lines are taken as ± 3SD and hence the un-
certainty for this mean of the upward and downward
sweep mean (dotted line) increases to ≈ ± 15 % for γ· <
30 s-1 and ≈ ± 18 % for γ· < 5 s-1, which is a relative increase
of 75 to 90 %. The uncertainty of the range γ· > 140 s-1

remains the same and for shear rates γ· < 0.3 s-1 there is
no reliable uncertainty estimate possible as the MPD
effect (see 4.2.1) overshadows and thus increases the
hysteretic loop uncertainty intervals. In addition, the
3SD interval is approximately equal to the range of scat-
ter representing intra-lab differences. Figure 3 shows
that the uncertainty estimate (dashed lines) encloses
the PAC4 results obtained from the literature as well as
the assumed equilibrium FC. Thus, for the case of MPD
Δt = 5 s, intra-lab differences (which may be due to one
or a combination of the factors given in 4.2.3) lead to an
apparently equivalent uncertainty magnitude as time-
dependent effects.
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         It is important to note that this uncertainty esti-
mate additionally includes the natural scatter of the FC
measurement process as well as discussed factors such
as MPD, mixing process and resting times as it is based
on 3SD of both the upward and downward sweeps.
Note also that the order of magnitude of the FC hys-
teresis is dependent on the MPD, i.e. the time scale of
observation, as well as the shear rate step. The latter is
small for a FC sweep, in case of larger shear rate gradi-
ents the above given uncertainty range may underes-
timate the apparent viscosity. Hence, performing 3ITT
tests for different shear rate steps will provide a better
understanding of how uncertainty scales with shear
rate steps and the time scale of observation. However,
a better approach for modeling activities obviously is
to use the equilibrium FC instead of averaging the hys-
teretic FC. This imposes a constraint on experimental
modeling in order to minimize the uncertainty when it
comes to validation as indicated in Figure 1. Proper dy-
namic equilibrium i.e. a constant apparent viscosity
needs to be ensured prior to sampling the variables of
interest. Given the largest time scales identified (λ3ITT =
615 s), this may not be practically possible as it yields
very long laboratory times.
         Finally, with respect to CFD modeling, the total un-
certainty associated with a rheological model utilized
may be estimated with the root of the sum of the
squares of individual uncertainties of every process
step required to construct the rheological model. With
reference to Figure 1, the fluid may feature more com-
plex physics, which if neglected, increase uncertainty
by potentially 75 to 90 % as described above. The prepa-
ration process may increase uncertainty due to the var-
ious reasons mentioned in 4.2.3, in particular mixing
procedures and resting times. The measurement
process as such provides scattered data with a certain
SD, here ± 1 to ± 5 %, and is sensitive to the measure-
ment settings (Sections 4.2.1 and 4.2.2). Uncertainty will
further increase (at least for certain ranges of shear
rate) if an inappropriate material function is selected to
represent the data as discussed in Sections 4.2.4 and
4.3.2. The fit of the material function to the rheometric
data by regression may further increase uncertainty
(Table 4).

4.5   SUBSTITUTION OF DRILLING FLUIDS IN
LABORATORY STUDIES

In general, the investigated PAC solutions seem capable
of serving as model systems for drilling fluids in labo-
ratory cuttings transport studies (referring to “Test flu-
id” in Figure 1) since they feature shear-thinning behav-
ior, and also show viscoelastic and thixotropic behavior.
The identified large thixotropic time scales (λ3ITT ≈ 102 -

103 s) do have the same order of magnitude as water-
based drilling fluids (WBDF) such as bentonite [43, 61]
and KCl [61] dispersions, as well as oil-based drilling flu-
ids (OBDF) [59]. Moreover, the relative change in ampli-
tude is also comparable to the behavior of WBDF [43,
61] and OBDF [59]. However, as opposed to bentonite-
based WBDF, the investigated PAC solutions do show a
much smaller thixotropic time scale (λ3ITT ≈ 10 s) for the
first part of the microstructure build-up after stress re-
lieve [43]. PAC solutions do not show a yield stress for
the concentrations investigated. Regardless of how to
define and measure a yield stress, a yield stress is as-
sumed a desirable property of a drilling fluid, keeping
particles in suspensions at zero flow. The addition of
Xanthan gum may be one way to develop a yield stress
and keeping translucency as it is known to add vis-
coelasticity (but may also further increase shear thin-
ning) [62]. Another important parameter to consider is
density, which is basically equal to water for the inves-
tigated PAC solutions. The variations in relative fluid
density between drilling fluids and rock may vary with
a factor of 1 to 3 [39]. However, relative density effects
are well understood and there is no need to match rel-
ative density in experiments  as long as the variation is
smaller than one order of magnitude [g]. It is more im-
portant to match the sedimentation velocities of cut-
tings which may be controlled by the particle size.

5      CONCLUSIONS

Aqueous PAC solutions apparently feature linear vis-
coelastic properties in case of low strains and/or high fre-
quencies and exhibit relevant normal stress differences
in case of high shear rates, but no yield stress. They further
show time-dependent, or more precisely shear-history
dependent behavior. When performing flow curve mea-
surements, sufficiently long measurement point dura-
tions over the entire range of shear rates are required to
obtain a microstructural equilibrium in the sample. This
is critical in order to minimize the uncertainty due to
thixotropic effects and to obtain the most reliable fit to
applied rheological models. For cuttings transport mod-
eling purposes, it seems reasonable to treat PAC solutions
as purely viscous, shear-thinning, fluids as long as:
n   small deformations and/or large frequencies as well

as higher shear rates are not relevant for the prob-
lem, hence neglecting elastic properties

n   the time of observation is sufficiently longer than
the fluids rheological relaxation times, i.e. that an
equilibrium of the problem with respect to the fluids
flow field and microstructure is achieved, hence
time-dependent restructuring effects are becoming
irrelevant
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If this is not satisfied, the overall uncertainty of the
rheometric flow curve data, i.e. square root of sum of
squares of the general experimental uncertainty and
an additional uncertainty associated with the purely
viscous interpretation of the data and corresponding
model coefficients may increase by an order of ≈ 75 to
90 %. Further work is required to detail this estimate
with regards to the time scale of observation as well as
shear rate steps and relate it to specific cutting trans-
port process time scales. Instead of a yield stress, pure
PAC solutions feature a low-shear viscosity plateau and
require a corresponding material function, e.g. Cross/
Carreau if the low shear rate range (γ· < 1 s-1) is relevant
for the particular problem investigated. For modeling
purposes, the application of a Cross/Carreau material
function is beneficial because it minimizes the negative
effects of extrapolation of the conventionally used
Power Law material function.
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FOOTNOTES
[a]     CFD methods are hereafter considered as multiphase fi-

nite volume Reynolds Averaged Navier Stokes models,
where the particles are either treated as point masses
(Eulerian-Lagrangian) or second continuum (Eulerian-
Eulerian). Hence, various closures are required, such as
considered particle forces as well as turbulence and rhe-
ology models.

[b]     A constitutive equation is considered as a mathematical
expression relating stress and strain and/or strain rates,
or even other flow/material properties. A rheological
model comprises a particular constitutive equation as
well as certain assumptions made for a set of experimen-
tal data to fit material functions such as shear viscosity
and first normal stress coefficient. However, in many
cases these terms are used interchangeably.

[c]     The rheological relaxation time λ3ITT may alternatively
be defined as the time it takes to fully relax to an equi-
librium state. Here, the definition of a time constant is
used as described in Equation 9. The applied definition
of λ3ITT therefore represents the time it takes to relax to
≈ 63 % of its final value.

[d]     Based on zero shear rate viscosity h0 of the system and
Schiller-Naumann [52] drag law.

[e]     This estimate may be obtained by rearranging the mo-
mentum balance for pure shear flow in the rheometer
gap and inserting the two extremes of apparent viscosity
h = 0.0275 Pas and h = 0.2 Pas, the density r = 999 kg/m³
and the rheometer gap size y = 1.013 mm.

         
          The inverse of the RHS yields the corresponding time

scales dt(h = 0.0275 Pas) = 0.046 s and dt(h = 0.2 Pas) = 0.0064 s
for the change in velocity dt as a result of the change in
shear rate d γ.

[f]      Usually, standard uncertainty is based on SD. Here, we
base it on 3 ·SD as this encompasses 99 % of the scat-
tered data and is consistent with Figure 3.

[g]     Besides scaling the problem, addition of Laponite may
be considered in order to increase density and further
develop time-dependent behaviour [63] by keeping the
required translucency [64].
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As a subproblem of solid transport in wellbores, we have investigated the cliff collapse problem bymeans of the
Two-Fluid-Model (TFM), where the rheological description of the second phase (sand) is governed by the Kinetic
Theory of Granular Flows (KTGF) and additional closures from soil mechanics for dense (frictional) regions of the
solid phase. Using ANSYS Fluent R17.2, we have studied the influence of the aspect ratio and scale of the initial cliff,
the scale of the particle size, four different interstitial fluids (air, water, and two viscous but shear-thinning solu-
tions), and the role of the initial condition (IC) of the solid volume fraction. The latter was evaluated by two differ-
ent strategies: (1) Let solids settle to establish a compacted granular bed in dynamic equilibrium prior to allow the
cliff to collapse and (2) simply patch the solid volume fraction into the computational domain at t= 0.
While most of the simulations produced a final deposit featuring a slope, validation with experimentally
obtained scaling laws from the literature was not comprehensively successful. The primary reason iden-
tified is that, at steady-state, for which a sloped deposit must exist, a thin layer at the top of the sedi-
ment bed remains flowing, yielding a scale-dependent disintegration of the cliff over longer periods
of time which ultimately results in a flat bed. We suspect this phenomenon, hereafter termed top bed
velocity defect, to be a consequence of the numerical solutions strategy of Fluent which may result in some
momentum solid flux imbalance at top-bed regions where the gradient of the solids kinetic/collisional
pressure is high.
Comprehensive model tuning is required to yield a better physical representation of the IC. In addition,
alternative closures for both solid frictional pressure and solid viscosity may be helpful to better repli-
cate the experimental data. On the other hand, experimental spread and missing experimental data for
the shear-thinning fluids requires more comprehensive experimental data for validation purposes.
If the model in its current form is used for transport modeling of cuttings in wellbore flows, the velocity defect
will lead to an unknown overestimation of themass flux of solids.When it comes to themodeling of dunemigra-
tion, the top bed velocity defectwill likely cause disintegration of the dune over longer periods of time.

© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).
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Cliff collapse
Two fluid model
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Frictional
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1. Introduction

Granular cliff collapse, i.e. the disintegration of a pile of granu-
lar material over time because of gravity, is an often-researched
problem because it represents the physics of landslides and it is

a comparatively simple problem to study on a laboratory scale.
When it comes to modeling, it is the granular flow analog to the
dambreak problem in fluid mechanics. Our motivation, however,
is slightly different: we are concerned with wellbore flow model-
ing, where the transported solids may form a bed at the bottom of
the annular conduit. Depending on the local inclination of the
wellbore and on operational parameters (e.g. fluid throughput,
drill pipe rotation, and inclination), ripples and dunes and even
avalanches may occur. Due to the scale of the actual wellbore,
model validation is often difficult. Hence, we apply our modeling
approach, the Two-Fluid-Model (TFM) with closures from the Ki-
netic Theory of Granular Flows (KTGF) and additional closures
from soil mechanics (SM) to handle dense granular regions, to
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the Cliff Collapse Problem (CCP), which constitutes an extreme
case of what might happen in a inclined wellbore in the absence
of flow and pipe rotation.

1.1. From cuttings transport modeling to the CCP

When decomposing cuttings transport in wellbores into smaller and
simpler cases, one retrieves the classic CCP. Here, a granular column
with an initial with x0, height y0 and solid volume fraction αs,0, as con-
ceptually depicted in Fig. 1, disintegrates under the influence of gravity
as soon as one of the side walls, here the Right Hand Side (RHS), is
removed.

At steady-state, the final shape features the final run-out length xf,
the final deposit height yf and an inclination angle in the order of the
angle of repose of the respective granularmaterial. A review of granular
flows in general and dam-break granularflows and the CCP in particular
was recently provided by Delannay et al. [1], who pointed out deficien-
cies of conventional modeling approaches and conclude that only very
limited modeling work is available which has actually addressed prob-
lems encompassing flows in which dense and dilute regions coexist.

1.2. Experimental work

TheCCP has been intensively researched throughout the years as it is
both a numerical test case as well as a real-world problem (e.g. land
slides, avalanches). While various specific scaling laws for xf and yf
have been suggested in the literature, some depending on the experi-
mental setup and/or interstitial fluid [2–7], a universal trend is a
power-law dependence on the aspect ratio a= y0/x0. Distinct behaviors
are found at small and large a, aswell as for different interstitial fluids. A
generic non-dimensional framework [1] for xf and yf is given as

xn; f ¼ λxanx ð1Þ

and

yn; f ¼ λyany−1 ð2Þ

respectively, where the dimensionless x-coordinate is defined as

xn ¼
x−x0
x0

ð3Þ

and the dimensionless y-coordinate is defined as

yn ¼
y
y0

ð4Þ

where the index 0 denotes the initial configuration at flow time t = 0.
The coefficients λimay account for granularmaterial properties and

experimental setups [3], and the exponents ni account for large aspect
ratio effects [3], and both may also account for the granular fluid flow
regime [2]. In addition, in case of interstitial liquids, λi and ni may also
account for the then relevant role of the initial solid volume fraction [2].

Various experimental studies have shown that in case of dry granu-
lar media the CCP scales predominantly with the initial aspect ratio
[1–3,6,8,9]. For instance, Lube et al. [3]1 determined for2

a b 1:8 : λx ¼ 1:6 & nx ¼ 1

a N 2:8 : λx ¼ 2:2 & nx ¼
2
3

ð5Þ

for the scaling law (1) and for

1 The parameter values of Lube et al. were determined with quartz sand (\rho_p
= 2600 kg/m£, d_p = {0.15, 1.5} mm and \alpha_repose = 29.5°. In addition, rice and
sugar were used. Concerning the nondimensional run-out length, there was no difference
between the different particles. However, the deposit height for the fine quarts sand (d_p
= 0.15 mm) is better described with \lambda_y = 1.1.

2 Note that in the scaling framework of both Lube et al. [3] and Bougouin and Lacaze [2],
yn= y/x0. Hence, to suit the scaling law definition as used in this study, these yn(a) scaling
laws of have to be divided by the aspect ratio awhich then yields the coefficients as given
in Eqs. (6) and (8)

Nomenclature

Greek symbols
α Volume fraction
_γ Shear rate, total shear measure
Δ Difference
η Apparent shear viscosity
κ Bulk viscosity
λ Parameter in Cross material function and cliff collapse

scaling law
μ Newtonian shear viscosity
ϕ Angle of internal friction
ρ Density
Θ Granular temperature

Latin symbols
a Aspect ratio
c Coefficient
d Diameter
D Rate of deformation tensor
e Coefficient of restitution
f Functional
f Force vector
g Radial distribution function
g Gravity
I Inertial number
I Identity tensor
k Granular conductivity
K Interphase exchange coefficient
n Parameter in Cross material function and cliff collapse

scaling law
p Pressure
r Square root of the fluid-solid density ratio
Re Reynolds number
St Stokes number
t Time
T Relaxation time
T Stress tensor
u Phase velocity
V Volume
w Width
x, y Spatial dimension

Indices
0 Zero, initial, t= 0, _γ→0
∞ Infinity, _γ→∞
c Collisional
Cr Cross
D Drag
f Fluid (if used as first index), Frictional (if used as second

index, e.g. s,f)
i, j Index
k Kinetic
mpd Maximum packing density of the model
n Non-dimensional
p Particle
s Solid
T Transposed
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a b 1:15 : λy ¼ 1 & ny ¼ 0

a N 1:15 : λy ¼ 1 & ny ¼−
2
5

ð6Þ

for the scaling law (2), in contrast to Bougouin and Lacaze [2],3 who
recently established for the scaling law (1)

a b 2 : λx ¼ 2:7� 0:3 & nx ¼ 1
a N 2 : λx ¼ 3:7� 0:3 & nx ¼ 0:64� 0:02 ð7Þ

and for the scaling law (2)

a b 0:75 : λy ¼ 1 & ny ¼ 0
a N 0:75 : λy ¼ 0:80� 0:07 & ny ¼−0:65� 0:04 ð8Þ

The CCPwith an interstitial liquid has been far less investigated. The
final run-out length and deposit height does not differ much from the
dry case [8]. However, the initial solid volume fraction arises as a rele-
vant parameter [10,11]. Rondon et al. [10] showed that the initial solid
volume fraction of the cliff (for instance αs, 0 = 0.55 corresponding to
a loose state as a result of plain sedimentation vs. αs, 0 = 0.60 corre-
sponding to a dense state as a result of enforced precompaction) is a
major parameter affecting the dynamics of the collapse. The loose con-
figurations collapse rapidly on time scales proportional to the initial
heights and result in elongated final deposits with a decreasing slope
for decreasing volume fractions. Dense configurations feature much
smaller dynamics on time scales that increase with increasing volume
fractions. For instance, for initially loose beds (αs= 0.55) of sand col-
lapsing in a fluid, the time to steady-state of the collapsing cliff is in
the order of 1 s, whereas for initially dense beds (αs= 0.60), it takes
about 30–40 s until the final state is reached [10]. The final slopes of
these deposits are approximately constant and equal to the material's
angle of repose. A physical explanation is that for the dense cliff to
flow the solids need too dilate first, which results in liquid flowing
into the cliff due to a negative pore pressure opposing the disintegra-
tion. By contrast, the loose column ejects liquid because of positive
pore pressure which enhances the disintegration of the cliff.

Recently, Bougouin and Lacaze [2] showed that collapses of a granu-
lar column and the corresponding flow regimes may be characterized
by a Stokes number in the form of

St ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ρsΔρ gk kd3s

q
18η

ð9Þ

and the square root of the fluid-solid density ratio

r ¼
ffiffiffiffiffiffi
ρs

ρ f

s
ð10Þ

andmay be consequently categorized into one of the following granular
flow regimes:

• Free Fall Regime (FFR) for St ≫ 1 and r ≫ 1, typically the dry case,
where the ambient fluid has no effect on the collapse.

• Inertial Regime (IR) for St≫ 1 and r ≪ 1, where the individual grain
reaches its inertial limit velocity and gravity is balanced by fluid
drag force.

• Viscous Regime (VR) for St≪ 1, where the individual grain reaches its
Stokes limit velocity.

Furthermore, Bougouin and Lacaze [2] showed that the coefficients
given in Eq. (7) and (8) only apply to the FFR and the IR. The VR features
different coefficients instead. The coefficients for the VR run-out length
are

a b 2 : λx ¼ 1:5� 0:1 & nx ¼ 1
a N 2 : λx ¼ 1:9� 0:1 & nx ¼ 0:64� 0:02 ð11Þ

and for the deposit height

a b 0:75 : λy ¼ 1 & ny ¼ 0
a N 0:75 : λy ¼ 0:87� 0:03 & ny ¼−0:52� 0:02 ð12Þ

1.3. Modeling work

Two major modeling approaches are typically utilized for the rheo-
logical description of the granular matter:

1. Simplifying the granular media to a single phase yet complex fluid, a
so-called η(I)-rheology, where the viscosity coefficient is a function
of the inertial number I ¼ 2 _γds=

ffiffiffiffiffiffiffiffiffiffi
p=ρs

p
and goes from a minimum

value for low I characterizing the quasi-static regime to an
asymptotical finite value for large values of I [1,12–16].

2. Using a Two-Fluid-Model framework and assuming additivity [17],
the solid stress tensor is decomposed into two contributions, the
first, namely Ts,k/c, based on the Kinetic Theory of Granular Flows
(KTGF) developed by Savage [18–20] handling the loose, i.e. the
collisional/kinetic regime1F4 (αs b αs,f) and the second, namely Ts,f,
utilizing closures from soil mechanics describing the dense regime

Fig. 1. Conceptual sketch of the CCP with dimensions used in this study. Solid line rectangle filled with particles represents initial condition at t=0, dashed line represent a possible final
shape. Large black solid line rectangle represents the dimensions of the computational domain.

3 Bougouin and Lacaze used spherical glass beads with \rho_p = {2500, 2230} and d_p
≈ {1, 3} mm, respectively. 4 By some researchers referred to as inertial regime or viscous regime.
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(αs N αs,f)5, where frictional contacts dominate. Various closure laws
exist for the solid pressure ps,k/c [20] and solid viscosity ηs, k/c [20]
being mainly a function of the granular temperature θ and the solid
volume fraction αs. Some closures exist for the frictional pressure
ps,f [21,22] and frictional viscosity ηs,f [22,23] being a function of the
solid volume fraction αs and the magnitude of the solid shear rate
tensor _γs ¼ k _γsk as well as the solid pressure ps,.respectively.

The inertial number dependent rheology may be considered much
more general than the TFM-KTGF-SM framework. The former accounts
for the transition between frictional and collisional regimes in a contin-
uous and physical manner (It can be correlated to physical parameters
like particle diameter, inter-particle friction and particle stiffness)
while the latter is simply based on a discrete solid volume fraction
threshold. Recently, inertial number dependent rheology formulations
have been successfully applied to the TFM approach [24,25]. However,
such models have not yet found its way into commercial codes.

CFD cuttings transport studies typically employ the second ap-
proach. For the sake of completeness, relevant alternative approaches
to describe granular flows are Discrete Element Modeling (DEM), e.g.
[9,26], where individual particles or parcels are tracked in a Lagrangian
manner in addition to the continuummodeling of the carrier phase and
Smooth Particle Hydrodynamics (SPH) [27]. DEMmethods are however
severely limited by affordable and available computational power for
larger systems and SPH has not yet gainedwide application in industrial
environments yet.

The inclusion of the frictional regime is particularly relevant when
heap building is of relevance [28]. For instance, when modeling the
hour glass problem, heap building in the lower chamber does not
occur if the solid stress tensor does not include Tf with a solid viscosity
material function accounting for plasticity [28]. A widely used model
is the one of Schaeffer [23], which is based on a Mohr-Coulomb yield
criteria and produces large frictional viscosities in case of vanishing
shear rates and high solid pressures such that flow is effectively blocked.

For small aspect ratios, the frictional viscosity is dominating the dy-
namics [29], while for larger aspect ratios, where inertia and velocity
magnitudes become much larger, the inclusion of either a η(I)-
description [15] or a KTGF-description [30] appears required to account
for the different dynamics.

Savage et al. [31] recently showed that a mixture model approach
with the inclusion of the Schaeffer [23] frictional viscosity model is a
suitable alternative to model the collapse of granular media for both
air and water as interstitial fluid. However, for three-dimensional cut-
tings transport modeling, the mixture model is not as suited as the
TFM because of very heterogeneous solid concentrations.

1.4. Scope and structure

Recent studies [32,33] question the applicability of the classical
Schaeffer frictional viscosity model [23] and found that different yield
criteria and frictional viscosity closures are required. In contrast, the in-
clusion of these models is required to properly describe dense granular
shearing flows with the KTGF [30].To evaluate the validity of the pre-
scribed modeling approach for cuttings transport problems, where
dense sediment bedsmay form at the lowerwall of the annularflowdo-
main,we investigate the cliff collapse problem for granularmedia (sand
in air, water and two shear-thinning aqueous polymer solutions) on
nine different spatial scales (respective combinations of three domain
sizes and three particle diameters) for different initial aspect ratios
and solid volume fractions of the cliff.

The important question is whether in the absence of external flow,
i.e. the drilling fluid flushing the annulus, the solid phase behaves like
a true granular matter under the pure influence of gravity and

eventually stops flowing by building a static bed, satisfying a prescribed
angle of repose.

We first provide a description of the physical model, followed by all
relevant information on the various cases investigated and the CFD
setup and numerical method. We then present all results, where we
compare the numerical findings with the aforementioned scaling laws
of Lube et al. [3] and Bougouin and Lacaze [2]. In the following discus-
sion,we focus on the observed differences between scaling laws andnu-
merical results as well as the role of the initial solid volume fraction in
case of liquid interstitial fluids and the computational procedure
utilized.

2. Materials & methods

2.1. Physical model

In the TFM, both the fluid (index f) and the solid (index s) phase are
treated as a continuum and assumed both isothermal and
incompressible3F6. Hence, for an arbitrary volume element Vi, the
phase volume fractions αi must sum to one, i.e.

Vi ¼
Z
V

αidV ∧
X
i

αi ¼ 1 ∧ i∈ f ; sf g ð13Þ

and mass conservation is given by

∂
∂t

αiρið Þ þ ∇ � αiρiuið Þ ¼ 0 ð14Þ

where the index i ∈ {f,s} and ρi and ui denote the intrinsic volume aver-
ages of density and velocity, respectively.

Both phases obey a general form of the Cauchy momentum trans-
port equation of the form, which for the fluid and solid phase respec-
tively reads

∂
∂t

α fρ fu f

� �
þ ∇ � α fρ fu fu f

� �
¼−α f∇pf þ ∇ � α fτ f

� �
þ α fρ f g−

1
V

X
p∈V

f j ð15Þ

∂
∂t

αsρsusð Þ þ ∇ � αsρsususð Þ ¼−α f∇pf−∇ps þ ∇ � τs þ αsρsg

þ 1
V

X
p∈V

f j ð16Þ

where τi is the phasic deviatoric stress tensor comprising some consti-
tutive equation, here a compressible Generalized Newtonian Fluid
(GNF) and phase-dependent material functions for the shear and bulk
viscosities, ηi and κi,

τi ¼ 2ηiDi þ κ i−
2
3
ηi

� �
∇ � uið ÞI ð17Þ

where Di is the symmetric part of the fluid or solid velocity gradient
(also known as the rate of deformation tensor, or alternatively the rate
of strain tensor)

Di ¼
1
2

∇ui þ ∇ui
T� �

ð18Þ

and the shear rate _γi is the magnitude of the rate of deformation tensor
Di,

5 By some researchers referred to as plastic regime or frictional regime.

6 Note that the solid phase may feature some closure law which accounts for the com-
pressibility of granular matter.
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_γi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Di : Di

p
ð19Þ

The closures for the granular viscosities are provided in Section 2.3
and the rheological closure of the fluid is given in Section 2.2.

The last term in Eqs. (15) and (16) represents themomentum trans-
fer of one phase to the other, where the force sum is to be taken over all
particles in the volumeV.We here only consider the drag force fD, which
is typically modeled based on the relative velocity

ur ¼ us−u f ð20Þ

as

1
V

X
p∈V

f j ¼ Kur ð21Þ

where the interphase exchange coefficient K is generically expressed as

K ¼ αsρs f
Ts

ð22Þ

with the Stokes relaxation time Ts written as

Ts ¼
ρsds

2

18η f
ð23Þ

The functional f in Eq. (22) includes specific a drag function cd(Rep)
and depends on the particular model utilized. We use the formulation
of Gidaspow [34], which is a combination of the Wen and Yu model
[35] and the Ergun equation [36], where the interphase exchange coef-
ficient K is given as

αs ≤ 0:2 : K ¼ cD
3αsρ f urk k
4α f

0:65ds

αs N 0:2 : K ¼ 150
αs

2η f

α f ds
2 þ 1:75

αsρ f urk k
ds

ð24Þ

where the coefficient of drag is defined as

cD ¼
24

α f Rep
1þ 0:15 α f Rep

� �0:687� �
ð25Þ

and the particle Reynolds number is defined as

Rep ¼
ρ f ds urk k

η f
ð26Þ

2.2. Fluid rheological properties

We here limit the rheological description of a drilling fluid model
system to purely shear-thinning behavior. Often, experimental cuttings
transport studies utilize polymeric solutions because these are easy to
produce, non-hazardous and translucent. The shear viscosity of poly-
meric solutions is well-characterized by the Cross (Cr) [37] material
function

η f ¼
μ0−μ∞

1þ λCr _γ f

� �nCr þ μ∞ ð27Þ

because this represents the shear viscosity data much better for a wider
shear rate range since it accounts for Newtonian viscosities at both low
and high shear rates [38]. Here, μ0 is the zero-shear viscosity, μ∞ is the
infinite-shear viscosity, λCr is the Cross time constant and nCr is the
Cross exponent. Moreover, this model collapses to the simple Newto-
nian case for e.g. μ0 = λCr = nCr = 0.

The fluid phase is assumed incompressible and consequently the
bulk viscosity in Eq. (17) becomes zero.

2.3. Solid rheological properties

As mentioned in the introduction, the KTGF framework developed
by Savage [18–20] is used to describe the loose, i.e. the collisional/ki-
netic regime4F7 (solid volume fractionαs bαs, f=0.55) and additionally
closures from soil mechanics are applied to describe the dense regime
(αs ≥ αs, f) of the solids.

Assuming additivity [17], the entire solid stress tensor, namely Eq.
(17) with index s and including the solid pressure ps, is then given by
the sum of collisional/kinetic and frictional components

Ts ¼ Ts;k=c þ Ts; f

¼
X

j∈ k=c; ff g
−ps; j þ κs; j−

2
3
ηs; j

� �
∇ � us

� �
Iþ 2ηs; jDs

	 

ð28Þ

Even though the general stencil is that of a compressible Newtonian
fluid, namely Eq. (17), the rheological properties of the solid phase
given by the respective material functions as summarized in Table 1
are highly non-linear. They depend on a variety of parameters and var-
iables such as the granular temperature Θs as a measure for the degree
of random particle motion (granular fluctuations due to individual par-
ticle collisions), for which the general transport equation reads [39].

Table 1
Overview of solid phase state equations and material functions used to model the kinetic/collisional (index k/c) and frictional (index f) regimes.

Regime Quantity Closure law Source

Kinetic/collisional ( j = k/c) Pressure ps;k=c ¼ αsρsΘs þ 2αs
2ρsΘs

�
1þ ess

�
g0;ss (31) [20]

Shear viscosity
(collisional) ηs;c ¼

4
5
αs

2ρsdsg0;ssð1þ essÞ
�
Θs

π

�1
2

(32)
[20]

Shear viscosity
(kinetic) ηs;k ¼

10ρsds
ffiffiffiffiffiffiffiffi
Θsπ
p

96ð1þ essÞg0;ss

�
1þ 4

5
αs

�
1þ ess

�
g0;ss

�1
2

(33)
[34]

Bulk viscosity
κs;c=k ¼

4
3
αs

2ρsdsg0;ssð1þ essÞ
�
Θs

π

�1
2

(34)
[20]

Frictional ( j = f) Pressure
ps; f ¼ 0:05

ðαs−αs; f Þ2

ðαs;mpd−αsÞ5
(35)

[21]

Shear viscosity
ηs; f ¼

ps sinϕsffiffiffi
2
p
kDsk

(36)
[23]

Bulk viscosity n/a n/a

7 In the literature, these regimes are alternatively known as the inertial or viscous re-
gime and the plastic or frictional regime, respectively.
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3
2

∂
∂t

αsρsΘsð Þ þ ∇ � αsρsusΘsð Þ
	 


¼ Ts : ∇us þ ∇ � kΘs∇Θs
� �

−DΘs þ Kfs

ð29Þ

where kΘ s
is the granular conductivity [e.g. 21] and the two final terms

in Eq. (29) are the collisional dissipation of energy [20] and the inter-
phase exchange between the particle fluctuations and the fluid phase
[34].The granular temperature Θs is defined as

Θs ¼
1
3

us;i
0us;i

0� �
ð30Þ

where us,i′ is the i-th fluctuating component of the solids velocity and
the bracket represents an ensemble average of the fluctuating velocities
of all particles within a finite volume [39].

Eq. (29) is simplified to an algebraic equation by neglecting the con-
vection and diffusion terms—an often used assumption in dense, slow
moving fluidized beds where the local generation and dissipation of
granular temperature far outweigh the transport by convection and
diffusion.

In Eqs. (31)–(34), ess is the coefficient of restitution for particle colli-
sions and

g0;ss ¼ 1−
αs

αs; max

� �1
3

2
4

3
5
−1

ð37Þ

is the radial distribution function accounting for the probability of parti-
cle collisions, which has been used frequently in the history of granular
flows [20,40–42] in the form presented in Eq. (37).

2.4. Test matrix

We investigated the influence of the aspect ratio and scale of the ini-
tial cliff (a= y0/x0= 1, 2, 3, and x0= 0.1, 1,10m, respectively), the scale
of the particle size (ds = 10−4, 10−3, 10−2 m), four different interstitial
fluids (air, water, and two viscous but shear-thinning polymer solutions,
namely Polyanionic Cellulose with concentrations of 2 g/L and 4 g/L,
hereafter termed PAC2 and PAC4, respectively, allmaterial data provided
in Table 2), and the role of the initial conditions (ICs) such as solid vol-
ume fraction αs, 0 and solid pressure fields. Fig. 2 provides the logical re-
lationship of the investigated parameters for the example of a = 3.

By letting the solids settle and establish a granular bed in a pre-
simulation, smooth fields for αs, 0 (average αs, 0 ≈ 0.59) and ps as well
as other quantities are obtained which allow for a smooth simulation
startwhen the RHSwall of the cliff is being removed instantly. The alter-
native is to simply patch the respective αs, 0 into the computational do-
main, which we have also investigated for a αs, 0 = {0.55, 0.60}, as
depicted in Fig. 2.

For each IC, we investigated the role of four different interstitial
fluids (see Table 2) and nine different cases. The latter are spatial com-
binations of the particle diameter range and the initial cliff scale, as pro-
vided in Table 3 and depicted in Fig. 2.

In all cases, the solid phase was replicating sand, represented by
mono-sized spherical particles with a density ρs = 2560 kg/m3. In the
frictional closures, namely Eqs. (35) and (36), the angle of internal fric-
tion ϕs was assumed to be 45° in order to yield an angle of repose of the
final deposit of approximately 25°…30° [28], the coefficient of restitu-
tion for particle collisions ewas taken as 0.9, themaximumpackingden-
sity of the solid phase αs,mpd was defined as 0.63 and the solid volume
fraction threshold for the dense regime, where the frictional model ac-
tivates, was αs, f = 0.50.

2.5. CFD setup & numerics

For the three cliff scales investigated, three structured quadrilat-
eral 2D meshes with an initial grid size Δx = 0.002, 0.02, 0.2 m
were generated. In order to precisely track the evolution of the col-
lapsing cliff, adaptive meshing was used throughout the simulations
to refine the mesh based on the magnitude of the solid volume
fraction gradient ‖∇αs‖ every fifth timestep. Depending on the
fluid type, simulations were run for 4 s (air, Δt = 10−4 s) or 100 s
(all liquids, Δt = 10−3 s) to obtain the final solution.

Table 2
Fluid densities and rheological model coefficients at room temperature (21 °C) and atmo-
spheric pressure (1.01 bar).

Fluid ρf [kg/m3] Cross model coefficients

μ0 [Pa∙s] μ∞ [Pa∙s] λCr [1/s] nCr [−]

Air 1.225∙100 0 1.79∙10−5 0 0
H2O 9.980∙102 0 1.002∙10−3 0 0
PAC2 1.000∙103 7.210∙10−2 1.002∙10−3 1.090∙10−2 0.586
PAC4 1.000∙103 2.140∙10−1 1.002∙10−3 2.610∙10−2 0.608
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Case combina�on matrices as 
given by Table 3, material 
proper�es given by Table 2.

Ini�al solid volume frac�on 
simply patched into domain

Ini�al solid volume frac�on obtained by pre-
simula�ons of se�ling granular columns

Fig. 2.Different cases investigated. For each combination of aspect ratio a and initial volume fractionαs, 0, the nine spatial combinations provided in Table 3where simulated for each fluid
phase indicated.
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We used ANSYS Fluent R17.2, a commercial Finite Volume code
and hereafter simply termed Fluent, to solve the physical model.
The flow fields were solved using the Phase-Coupled SIMPLE
scheme [43] in a segregated manner (but coupled by phases) with
conservative underrelaxation factors, as conceptually shown in
Fig. 3.

A shared pressure correction equation is solved, based on total con-
tinuity. Fluent is based on a collocated grid and uses a “Rhie and Chow
type of scheme to calculate volume fluxes” [45,46]. The solid volume
fraction is solved for the secondary phase and the primary phase value
is then obtained from the constraint (13). After solving the granular
temperature Eq. (29), the solid pressures (31) and (35) are obtained
from the solid volume fractions.

The QUICK scheme [44] was applied for spatial discretization and
the Green-Gauss node-based gradient scheme to evaluate all gradi-
ents. The term ∇ps in the momentum equation of the granular
phase, namely Eq. (15) with index s in combination with Eq. (28),
is numerically resolved by ∇ps≈ ∂ps/∂αs∇ αs. The time discretization
was implicit second order. The algebraic multigrid method with the
Gauss-Seidel solver was used to solve the system of discretized
equation.

3. Results

First, we provide amapping of our investigated cases on the flow re-
gimemap of Bougouin and Lacaze [2] because the scaling laws to use for
model validation depend on the granular flow regime. Our numerical
results are subsequently presented in the following manner: For each
of the first phase fluids and initial solid volume fractions investigated,
we depict the numerical results in the form of the dimensionless final
run-out length and final deposit height per aspect ratio a together
with the scaling laws of Lube et al. [3] and Bougouin and Lacaze [2].

Examples of the dimensional final shapes of the deposit, together with
the initial shapes and snapshots of the evolution of the cliff disintegra-
tion using thematrix framework given in Table 3 and Fig. 2 are provided
in Appendix A.

Both the dimensional final run-out length and the dimensional final
deposit height were determined based on the maximum of the volume
fraction gradient, with restrictions imposed on the y- and x-coordinate,
respectively:

xf ¼ x max ∇αs x; y ≥ dsð Þk kð Þ
yf ¼ y max ∇αs Δx; yð Þk kð Þ ð38Þ

3.1. Granular flow regimes

By expressing our design space in terms of the quantities defining
the granular flow regime of Bougouin and Lacaze [2], namely eqs.
(9) and (10), we can identify the respective granular flow regimes for
the individual cases as depicted on Fig. 4.

The spatial scale of the cliff is not a parameter in the space of
Bougouin and Lacaze [2], hence the different spatial scales of the cliff
as investigated in this study collapse on one single point, respectively.

The granular flow regimemapping shows that when it comes to the
scaling laws of Bougouin and Lacaze [2], the correct scaling benchmark
for the air numerical results are given by the coefficients (7) and (8). For
the H2O and PAC2 cases, the coefficients (7) and (8) aswell as (11) and
(12) apply, however, depending on the particle diameter. The PAC4
cases are entirely covered by the coefficients (11) and (12).

3.2. Sand in air

Fig. 5 provides the dimensionless final run-out length and final de-
posit height for αs, 0 ≈ 0.59, i.e. where the IC conditions of the

Fig. 3. Computational sequences of ANSYS Fluent R17.2, adapted from [45,46].

Table 3
Investigated combinations of spatial scales for initial cliff and particle. Thematrix given by Table 3 is the framework of eachof the individualmaterials for a given aspect ratio as depicted by
Fig. 2. The symbols indicated are respectively used in all remaining figures of the paper (unless indicated otherwise).

Particle scale

Small (ds = 0.0001 m) Medium (ds = 0.001 m) Large (ds = 0.01 m)

Cliff scale Small (w = 0.1 m, y0 = 0.04 m, Δx = 0.002 m) 1 / ○ 2 / ○ 3 / ○
Medium (w = 1 m, h = 0.4 m, Δx = 0.02 m) 4 / ◊ 5 / ◊ 6 / ◊
Large (w = 10 m, h = 4 m, Δx = 0.2 m) 7 / □ 8 / □ 9 / □
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simulation where obtained by letting a pile of sand settle in air in order
to obtain steady and smooth fields for all quantities. Figs. 6 and 7
depict the dimensionless final run-out length and final deposit height
for αs, 0 = 0.55 and αs, 0 = 0.60, respectively. Here, the IC were given
by the constantαs, 0 only, whichwas simply patched into the computa-
tional domain.

Most of the numerical run-out length data falls between the two
scaling curves of Lube et al. [3] and Bougouin and Lacaze [2]. Exceptions
are for instance the small particle diameters for the intermediate and
large cliff scale for a = 1 in case of the patched solid volume fraction
αs, 0 = 0.55 (Fig. 6 left) aswell as the intermediate and large particle di-
ameters for the large cliff scale for a = 2 in case of the pre-simulated
solid volume fraction αs, 0 ≈ 0.5 (Fig. 5 left).

Both exceptions are represented in the respective deposit height
plots, were in case of the latter the data points fall above (Fig. 5 right)
and in case of the former the data points fall below the scaling laws
(Fig. 6 right).The deposit height data for the large cliff scale cases fall
consistently on top of the scaling laws, i.e. the numerically obtained de-
posit height is always larger than the experimentally obtained as repre-
sented by the scaling laws.

For the non-dimensional run-out length xn, f, some data points coin-
cide at the maximum value. This is the end of the computational where
solids where stopped by the boundary wall.

On a more general note, for a particular aspect ratio all results fea-
ture a spread in the order of up to ± ≈ 50% for the run-out distances
and ± ≈ 50% for the deposit heights.

3.3. Sand in water

Fig. 8 provides the dimensionless final run-out length and final de-
posit height for αs, 0 ≈ 0.59, i.e. where the IC conditions of the simula-
tion where obtained by letting a pile of sand settle in air in order to
obtain steady and smooth fields for all quantities. Figs. 9 and 10 depict
the dimensionless final run-out length and final deposit height for
αs, 0 = 0.55 and αs, 0 = 0.60, respectively. Here, the IC were given by
the constant αs, 0 only, which was simply patched into the computa-
tional domain.
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Fig. 5. Final non-dimensional run-out xn,f (left) and height yn,f (right) for sand in air with
αs, 0 ≈ 0.59. The data points correspond to the dimensional xf and yf values depicted in
A.1.1. Grey solid lines represent the scaling of Lube et al. [3] with dashed lines indicating
± 10%, black solid lines the scaling of Bougouin and Lacaze [2] for the FFR with dashed
lines indicating uncertainty given in [2].

Fig. 4.Different cases investigatedmapped ongranularfluidflowregimemap (square root of grain density ratio r vs. Stokes number St) of Bougouin and Lacaze [2]. Colors indicatefluids as
defined in Fig. 2 (blue circled=air, bluefilled=H2O) and sizes of data points represent the three different particle diameters. Note that thedifferent symbols as defined in Table 3 fall onto
one point because the spatial size of the cliff is not part of the r-St-spaceof Bougouin and Lacaze [2]. (For interpretation of the references to colour in thisfigure legend, the reader is referred
to the web version of this article.)
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In contrast to the air results, most of the numerical run-out length
data is much more scattered. However, the majority falls between the
scaling curves for the VR and the IR of Bougouin and Lacaze [2]. Excep-
tions are for instance the small particle diameters for a={1, 2} in case of
the patched solid volume fractionαs, 0 = 0.55 (Fig. 9 left) as well as the
small particle diameters in case of the pre-simulated solid volume frac-
tion αs, 0 ≈ 0.59 (Fig. 8 left).

The numerical results for the deposit height are much less scattered
than the run-out length results, except for a = 1, where the small par-
ticle diameter data is only about 25% of the scaling lawmagnitude. Con-
sistently, for allαs, 0, the large particle diameter cases fall above, and the
small particle diameter cases fall below the scaling laws. Furthermore,
the large cliff scale (represented by squared boxes) produces the largest
deposit heights, while the intermediate and small cliff scales (repre-
sented by diamonds and circles, respectively) produce smaller deposit
heights and lie close together.

The corresponding dimensional results show that for some combi-
nations, e.g. αs, 0 ≈ 0.59 and a = 2, cases 1, 4, 7, 8 (Fig. A.11), the cliff
has entirely disintegrated and the steady-state is a flat sediment bed.
In some other cases, e.g.αs, 0 ≈ 0.59 and a=3, case 7 (Fig. A.12), it ap-
pears as if the simulation timewas to short and no steady-state has been
reached yet. For these two phenomena, our implementation of Eq. (38)
has difficulties capturing the final run-out length correctly, as may be
seen from e.g. αs, 0 ≈ 0.59 and a = 2, case 4 (Fig. A.12).

While the scaling laws state that the VR run-out lengths are shorter
than the IR ones, this is not represented by the numerical data. As
depicted on Fig. 4, the intermediate and large particle diameters cases
fall into the IR and the small ones into the viscous regime. However,

the order of the run-out length depicted on Figs. 8–10 is vice-versa in
most cases when compared to the respective scaling laws.

The same applies to the deposit heights, where small diameters al-
most consistently feature the smallest deposit heights. However, as op-
posed to the run-out lengths the virtual difference between the deposit
height scaling laws for the IR and VR is negligible.

3.4. Sand in PAC

For PAC, the same observations can be made as for the previously
discussed water cases. However, the scatter of the data is worse.
Hence, we only briefly summarize the major points of the PAC results8:

Many of the PAC2 results also fall between the two scaling laws for
the run-out length. The large particle diameter cases produce deposit
heights larger than what the scaling law predicts, and the order of the
numerical results does not reflect the order of the flow regime depen-
dent scaling laws.

An entirely leveled-out sediment bed also occurs for the small parti-
cle diameter cases. The not-occurred disintegration of the cliff occurs for
almost the same cases.

3.5. Initial conditions in case of αs, 0 ≈ 0.59

For all the cases αs, 0 ≈ 0.59, i.e. where the IC conditions of the sim-
ulation where obtained by letting a pile of sand settle in the respective
fluid in order to obtain steady and smooth fields for all quantities, the
obtained fields showed a very inconsistent picture when it comes to
smoothness.

For instance, in cases of the liquids where the cliff collapsed entirely
and eventually yielded a horizontal deposit, initial conditions obtained
by settling solids in a granular column do not feature a smooth frictional
viscosity field. Fig. 11 depicts contour plots of the frictional viscosity,
granular pressure and granular temperature at t = 4 s for a = 2 and
case 1.

While the latter two appear smooth, the frictional viscosity shows
regions of comparatively low viscosities in the lower center part and
walls of the granular column and especially at the top of the bed.

3.6. Non-zero velocity at top of sediment bed

For all cases investigated, including the pre-simulations to obtain IC
in case of αs, 0 ≈ 0.59, the top-cells of the steady-state5F9 sediment bed
features a non-zero solid velocity, regardless of how long simulations
are ran. Zooming in on the near-bed region of a pre-simulation as
depicted in Fig. 12, it becomes clear that some of the cells feature a pos-
itive vertical solid velocity.

These are corelated with large changes of the kinetic/collisional solid
pressure ps, k/c, as shown in Fig. 12 (right) or more in Fig. B.7 in Appendix
B,which shows the y-component of the gradient of thekinetic/collisional
solid pressure ps, k/c displayed in Fig. 12 (right).

A more comprehensive set of field plots covering all relevant quan-
tities is provided in Appendix B.

4. Discussion

At first glance, the numerical results appear to not scale well with
the scaling laws of Lube et al. [3] and Bougouin and Lacaze [2]. In the fol-
lowing, wewill first discuss the issue of non-zero velocities at the top of
the deposit bed, which overshadows the results, and provide potential
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Fig. 6. Final non-dimensional run-out xn, f (left) and height yn, f (right) for sand in air with
αs, 0 = 0.55. The data points correspond to the dimensional xf and yf values depicted in
A.2.1. For further description see caption of Fig. 5.

8 See https://www.youtube.com/playlist?list=PLfeJTTWUNqAXyvNppPBEMm5_
I531YQV2p for some PAC2 CCP results and https://www.youtube.com/playlist?list=
PLfeJTTWUNqAUFGIO9Gz-wFzHJxmTg1-cm for some PAC4 CCP results.

9 Here steady-state is a relative termas the discussionwill show. For now, it refers to the
final state as obtained in the simulations at maximum flow time.More generally, andwith
respect to real world experiments, it is a state, where the deposit flow has completely
stopped and the final shape is a deposit slope.
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explanations linked to the computational procedure. After briefly focus-
ing on the relevance of the utilized closures laws for the solid stress ten-
sor, we discuss the numerical results with respect to the scaling laws of
Lube et al. [3] and Bougouin and Lacaze [2]. Finally, we comment on the
applicability of the employed modeling approach for hydraulic convey-
ing applications such as cuttings transport in wellbores and dune
migration.

4.1. Non-zero velocity at top of bed

Because of the non-zero velocity in the grid cells at the top of the de-
posit bed, the entire top-layer of the granular bed remains in a—in the
framework of the TFM—low-viscosity-like state and thus keeps flowing
over long periods of time. Hence, the non-zero velocity in the grid cells
close to the top of the deposit bed is affecting the final run-out length
and deposit height because solids are continuously redispersed into
the fluid layer on top of the sediment bed and settle back down. The
top-layer of the sediment bed is a region of high shear and thus the fric-
tional viscosity is very low leading to the top layer of the sediment bed
remaining in a low-viscosity-like state, regardless of the total simulation
time. In case of the cliff collapse problem, this leads to a small but con-
tinuous downslope flow of sediment, which over longer time scales fur-
ther reduces the deposit height and consequently increases the run-out

length. It is important to realize that this hereafter called top bed velocity
defect not only avoids a steady-state (The system does not really reach a
true steady-state as the top layer of the granular bed remains in a dy-
namic state) but also affects the dynamics of the granular collapse by
a small degree.

The reason for this positive solid velocity component as shown
in Fig. 12 is the internal switching of Fluent when it comes to the
computation of the solid stress tensor, namely Eq. (28): For cells
where αs b αs,f=0.5, only the kinetic/collisional part Ts, k/c, is computed
and the frictional part Ts,f is zero, i.e., the solid phase in these cells is not
subject to the frictional models as given by eqs. (35) and (36), and is
only governed by the KTGF. However, the non-consideration of the fric-
tional viscosity ηs,f leads to very low values of the solid viscosity ηs and
thus results in a liquid-like state of the solids phase. Apparently, in
these cells the solid pressure gradient ∇ps,k/c (which is determined
based on Eq. (31) and not by pressure-velocity coupling) is then large
enough to overcome the effect of gravity and provide enough momen-
tum to lift the solids.

In case of an inclined bed, for instance the states of the cliff collapse
system after collapse andwhen reaching a first quasi steady statewhere
the deposit shape features an angle of repose, αs in the top layer cells
may have any numerical value between 0 and αs,mpd because the cell
is not necessarily entirely filled with the dense bed. While this is
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Fig. 7. Final non-dimensional run-out xn, f (left) and height yn, f (right) for sand in air with αs, 0=0.60. The data points correspond to the dimensional xf and yf values depicted in A.3.1. For further
description see caption of Fig. 5.
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perfectly representing the current shape of the deposit for the current
point in time, the numerical values lead to a granular rheological behav-
ior entirely governed by the KTGF because the frictional closures are
only activated for αs N αs, fric = 0.5. Hence this top layer sees some
self-induced flow due to the KTGF-governed cells.

4.2. Computational procedure

In order to better understand the described top bed velocity defect
phenomena, we tried alternative numerical approaches such as implicit
and explicit volume fraction treatment and the coupled (including
coupled with volume fractions) solving approach. However, the same
top bed velocity defect occurred. Letting the solver compute two volume
fractions instead of exploiting constraint (13) led to divergence.
Disactivating the KTGF state equation for the solid pressure, i.e. Eq.
(31), led to a significant reduction of the top bed velocity defect. The
granular temperature decreased significantly to very low levels.

Therefore, our hypothesis is that the observed phenomena is due
to a checker-board-like issue arising in the multiphase pressure-
velocity-coupling (PVC) concept employed by Fluent on a collocated
grid which does not fully account for the KTGF solid pressure. While
details of the “Rhie and Chow type of scheme to calculate volume
fluxes” are not disclosed [45,46], it appears that volume fractions are
held constant and the shared pressure is used as a basis. However,
the Rhie and Chow interpolation procedure [47] used to compute
the normal flux velocity components on the cell faces is known to

produce collocated velocities under certain circumstances e.g. the
presence of strong body forces such as when explicit solid pressure
or gravity become strong [48]. In the top-layer region where the top
bed velocity defect occurs, the solid pressures (31) and (35), which
act as source term in the momentum equations, are strongly depen-
dent on the solid volume fraction and hence should be considered in
the pressure corrections step [48].

In earlier versions of Fluent, a second pressure correction equation
appears to have been solved for the solid pressure [28,49]. In that
case, the introduction of the additional state equations ps = ps,c/k
(αs,…) + ps,f(αs,…) results in an overdetermined system [28].
Obtaining αs from ps instead is one way to remedy this problem [28]
and led to the Compressible Disperse Phase (CDP) method, which was
effectively applied to simulate the hour glass problem without any top
bed velocity defect phenomena and staple slopes of granular heaps
[28]. Later, it was unsuccessfully attempted to implement the CDP
method using a co-located mesh (A collocated mesh lead to negative
pressures for some solid volume fractions, while a staggered arrange-
ment ensured positivity for all solid fractions) [50].

More recently, Passalacqua and Fox [51] and Venier et al. [52] devel-
oped numerical approaches to handle granular flows for the open-
source CFD code OpenFoam, where the particle pressure contribution
to the solid flux is considered and two phasic pressure correction equa-
tions are solved. Both successfully employed a settling bed of solids as
test case, however, only solid volume fraction and no velocity plots
were disclosed.

An alternative explanation for the observed phenomena is the con-
cept of numerical storms due to unbalanced numerical schemes [53].
Well-balanced here refers to the property of conserving the
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Fig. 8. Final non-dimensional run-out xn, f (left) and height yn, f (right) for sand in water
with αs, 0 ≈ 0.59. The data points correspond to the dimensional xf and yf values
depicted in A.1.2. Grey solid lines represent the scaling of Bougouin and Lacaze [2] for
the VR and black solid lines the scaling of Bougouin and Lacaze [2] for the IR, with
dashed lines indicating uncertainty given in [2], respectively.
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Fig. 9. Final non-dimensional run-out xn, f (left) and height yn, f (right) for sand in water
with αs, 0 = 0.55. The data points correspond to the dimensional xf and yf values
depicted in A.2.2. For further description see caption of Fig. 8.
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fundamental balance of hydrostatic pressure and gravitational accelera-
tion down a slope at steady-state at a discrete level [53]. If this is not the
case, it can be shown that for the shallow-water equations, a lake at rest
will feature spurious oscillations of the water surface [53]. A much finer

grid will help tominimize the numerical artefacts andmay correspond-
ingly be beneficial in reducing the order ofmagnitude of the velocity de-
fect seen in our simulations.

4.3. Relevance of solid closure laws

The form of the stress tensor, namely Eq. (28), in combination
with the closure law for viscosity, namely Eq. (36), must allow a
quasi-static solution, where the fluid is so highly viscous that it
does not flow with respect to our time scales 1..0.100 s. For
vanishing shear rates in the frictional regime, a Bingham-type
flow behavior is obtained due to the yield feature inherent in Eq.
(36). For instance, for the thin layer flow at the top of the sedi-
ment, us becomes smaller with a decreasing bed slope and thus
also the shear rate and the stress become small. However, the vis-
cosity ηf is based on the magnitude of the deformation rate tensor
D in the denominator whereas a particular stress component of
the stress tensor T is a direct function of the corresponding com-
ponent of D. Now, the magnitude of D is always larger than the
magnitude of the individual components of D, which eventually
should lead to the cut-off viscosity (default cut-off value 105 Pa∙s
in Fluent) and to the above mentioned quasi-static state.

Another relevant factor contributing to the observed flowing state of
the deposit top layer may be the combination of frictional viscosity and
frictional pressure models describing the solid phase in dense regions.
Venier et al. [52] showed that the application of the Schaeffer frictional
model [23] in combination with the solid frictional pressure formulation
of Syamlal et al. [22] producesmuchhigher levels of solid volume fraction
in the region just below the sediment top-layer, with a very sharp drop at
the top of the sediment bed. Venier et al. [52] distinguish between the

• “Schaeffermodel” (the solid frictional pressure formulation of Syamlal
et al. [22] in combination with the frictional viscosity model of
Schaeffer [23] as employed in this study).

• “Johnson and Jackson model” (the solid frictional pressure model of
Johnson and Jackson [21] as employed in this study and the frictional
viscosity model of Johnson and Jackson [21] which, in contrast to the
model of Schaeffer [23], is independent of the shear rate).

However, it is the solid pressure formulationwhich in factmakes the
difference because the solid frictional pressure formulation of Syamlal

0.5 1 1.5 2 2.5 3 3.5
Aspect ratio a = y0/x0 [-]

0

2

4

6

8

x n
,f

 =
 (

x f-x
0
)/

x 0
 [-

]

0.5 1 1.5 2 2.5 3 3.5
Aspect ratio a = y0/x0 [-]

0

0.2

0.4

0.6

0.8

1

y n
,f

 =
 y

f/y
0
 [-

]

Fig. 10. Final non-dimensional run-out xn, f (left) and height yn, f (right) for sand in water
withαs, 0 = 0.60. The data points correspond to the dimensional xf and yf values depicted
in A.3.2. For further description see caption of Fig. 8.

Fig. 11. Result of pre-simulation (t = 4 s for air, a = 2, case 1), from left to right: frictional viscosity, granular pressure, granular temperature.
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et al. [22] diverges to levels of severalmagnitudes larger than the one of
Johnson and Jackson [21]. Hence, the combination of the solid frictional
pressure formulation of Syamlal et al. [22] and the frictional viscosity
model of Schaeffer [23] may be a viable option in order to decrease
the magnitude of the liquid-like state of the solid phase below the top
of the sediment bed. However, the frictional pressure formulation of
Syamlal et al. [22] is available as a solid frictional pressure model in Flu-
ent but its application does also lead to the velocity field disturbance at
the top of the sediment bed, as described in sections 3.7 and 4.1.

If an alternative material function is utilized for the frictional viscos-
ity, for instance the one put forward by Laux [28], heap building is gen-
erally enhanced because the material functions of Laux and the one
Schaeffer [23] differ by one order of magnitude.

4.4. Numerical results vs. scaling of experimental data

Major factors affecting the comparison of numerical and experimen-
tal results are:

• The previouslymentioned top bed velocity defectwhich leads to an on-
going flow of the outer layer after the deposit has reached a first quasi
steady-state similar to the angle of repose of the material. This flow
continuously decreases the deposit height, increases the run-out
length and ultimately leads to an entirely flat bed for sufficiently
long flow times.

• Factors not taken into account in the scaling laws of of Bougouin and
Lacaze [2] and Lube et al. [3] such as the materials angle of internal
friction, the particle diameter and the scale of the cliff as well as initial
conditions.

• The performance of the closures, in particular the frictional pressure
and stress models, utilized to describe the solid phase.

If the solid phase is simply patched into the domain, it is crucial to
identify the solid volume fraction of the model which relates to the
solid volume fraction in the realworld. In case ofwater as the interstitial
fluid, the collapse happens in about 2–3 s. For a liquidfirst phase, the ini-
tial solid volume fraction of the cliff is known to have a drastic effect on
the dynamics of the collapse [10]. From a logical standpoint, our results
obtained with the pre-simulated settled solid bed in dynamic equilib-
rium (αs, 0 ≈ 0.59) and more so our αs, 0 = 0.60 results are equivalent
with the loose solid bed (αs, 0 ≈ 0.55) of Rondon et al. (2011) [10] be-
cause the plain settling of solids in our numerical pre-simulation is pre-
cisely how Rondon et al. (2011) [10] obtained the initial granular
column in their experiments. Hence, the numerical model needs to be
tuned such that the pre-simulations result in settled beds with αs, 0 ≈
0.55, for instance by adjusting the maximum packing density αs, mpd

and the beginning of the frictional regime αs, f.

Now, considering our αs, 0 = 0.55 results, the full collapse of the
small particle size cliffs may be explained by the fact that the αs, 0 =
0.55 in our simulations corresponds to an unsettled and hence
uncompacted state in the real world. Therefore, in the framework of
the model, no significant frictional viscosity build-up could occurs
within the time scale of the collapse. Frictional viscosity builds up over
time because of the developing compaction process in the remaining
cliff. This process occurs on a certain time scale as the liquid must flow
out of the bed. This outflowprocess takesmuch longer in case of smaller
particles because the Stokes settling velocity scales with the square of
the particle diameter and so does the permeability of a packed bed of
solids. Hence, flow dynamics are governed by the liquid because of the
low Stokes numbers and the collapse of the granular column is thus
dominated by fluid inertia rather than the particles itself. Once liquid
is ejected from the granular pile and the granular collapse occurs
small particles do have insufficient inertia to resist the liquid flow and
counteract the collapse. The build-up of frictional pressure and thus fric-
tional viscosity does not occur sufficiently within the time scale of the
collapse. The granular media thus remains in a flowing state and may
level out prior to reaching sufficient frictional viscosity levels to repre-
sent the Mohr-Coulomb yield criterion inherent in the Schaeffer [23]
frictional viscosity model. The role of particle and fluid inertia also ex-
plains the different order of the various particle diameter results when
compared to the VR and IR scaling laws: Smaller particles follow the
flow and therefore less deposit height and smaller run-out length may
occur.

Therefore, to first compact the solid phase under the pure influence
of gravity is the preferred strategy to obtain correct IC, with sufficiently
accurate profiles of volume fraction, solid pressure, and frictional viscos-
ity. The failure of these in some simulations is attributed to the afore-
mentioned top bed velocity defect, which, as shown in Fig. 11, may
negatively affect the solid frictional viscosity field.

Various spatial scales seem to lead to different non-dimensional
deposit heights and run-out lengths. Apparently, these two quanti-
ties are not universal for a given granular material in the utilized
modeling framework. The top bed velocity defect is contributing to
this effect because the ratio of the outer layer flow thickness to
the scale of the cliff varies. In addition, the frictional pressure may
also play a role. In case of larger spatial scales, a more compacted
bed is produced which then yields higher average levels of the fric-
tional viscosity. For instance, αs, pack, defined as the maximum pack-
ing density observed in the entire domain, is larger for large systems
(αs, pack ≈ 0.625) and smaller for smaller systems (αs, pack ≈ 0.605).
As the build-up and break down of the frictional viscosity occurs on
time scales in the order of the initial collapse of the cliff, the differ-
ent average frictional viscosity levels may also contribute to the cliff
scale being a factor.

Fig. 12. Zoom of the top-bed region of the pre-simulation of air #5, air, a = 3 (For full field plots see Fig. B.1 and Fig. B.6 in Appendix B). Black arrows denote solid velocity. Left: Colored
horizontal lines represent constants of solid volume fraction. Right: Colored horizontal lines represent constants of kinetic/collisional solid pressure.
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The scaling laws are based on 3D experiments in a channel and may
thus be affected by the z-dimension in terms of friction between parti-
cles and the channel sidewalls. The 2D simulations assume an infinitely
wide channel.

With all these factors in mind, the performance of the numerical
model is much better than it seems at first glance. While in its present
form it does not allow accurate quantitative predictions of the final
run-out length and final deposit height it may be tuned with regards
to the solid frictional pressure and frictional viscosity formulations as
well as numerical coefficients such as the angle of internal friction to
yield better quantitative results. However, the time-dependency of the
results due to the top bed velocity defect remains an issue and needs fur-
ther attention.

4.5. Consequences for modeling of hydraulic conveying

In general, the TFM-KTGF modeling framework as utilized in this
study seems capable of modeling hydraulic conveying on a qualita-
tive basis. However, due to several factors such as the top bed veloc-
ity defect as well as the required tuning of model parameters,
quantitative results will most likely be incorrect. Especially the arti-
ficial agitation of the bed surface will lead to an overestimation of
transported solids. Presence of flow will thus immediately result
in transport of solids in the streamwise direction although physics
dictate a critical value of bed shear stress to be exceeded to mobilize
grains and transport solids. For the very same reason, modeling of
dune migration is not adequately possible, at least on larger time
scales. While the occurrence of reverse flow at the lee side of the
dune may help to sustain the dune shape, the top bed velocity defect
will cause a disintegration of the dune over extended flow times.

5. Conclusions & outlook

Wehave investigated the CCP for differentfluids, initial solid volume
fractions, aspect ratios as well as particle and cliff scale combinations
with the TFM-KTGF-SM framework.

At steady-state, themodel does not yield an accurate physical repre-
sentation of a stable deposit close to the angle of repose of the material.
Instead, a thin layer at the top of the sediment remains flowing, yielding
a scale-dependent disintegration of the cliff over longer periods of time.
We suspect this phenomenon to be a consequence of the numerical so-
lutions strategy of Fluentwhichmay result in some solid flux imbalance
at top-bed regions where the gradient of the solids kinetic/collisional
pressure is high.

Model tuning based on calibration of parameters (angle of internal
friction, solid volume fraction threshold for the frictional regime, maxi-
mum packing density) and possibly alternative closures for both solid
frictional pressure and solid viscosity are required to match the solid
volume fraction of the model with the solid volume fraction of the real
world and better replicate the experimental data. On the other hand,
experimental spread and missing experimental data for the shear-
thinning fluids require more comprehensive experimental data for val-
idation purposes.

If the model in its current form is used for transport modeling of
cuttings in wellbore flows, the top bed velocity defect will lead to an
unknown overestimation of transported solids. When it comes to
the modeling of dune migration, the top bed velocity defectwill likely
cause disintegration of the dune over longer periods of time.
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Appendix A. Dimensional final deposit shapes

A.1. Initial solid volume fraction αs, 0 ≈ 0.59

A.1.1. Air
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Fig. A.1. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0≈ 0.59 and aspect ratio a=2 as given by Table 3.
The individual shapes represent the collapsing cliff at t= 0, 1, 2, 3,4 s. The final values of xf = x(t= 4 s) and yf = y(t= 4 s) are highlighted and correspond to the values depicted in Fig. 5.
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Fig. A.2.Time evolution of dimensional shapes (x and ypositions of the cliff boundary) of sand in air for initial solid volume fractionαs, 0≈ 0.59 and aspect ratio a=3. For further description
see caption of Fig. A.1. Videos available here: https://www.youtube.com/playlist?list=PLfeJTTWUNqAWQZ6mgCWEXgR7_IpCQdfOo.
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A.1.2. H2O
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Fig. A.3. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand inwater for initial solid volume fraction αs, 0≈ 0.59 and aspect ratio a=2 and the different
cases as given by Table 3. The individual shapes represent the collapsing cliff at t = 0, 10, 20, …,100 s. The final values of xf = x(t = 100 s) and xf = y(t = 100 s) are highlighted and
correspond to the values depicted in Fig. 8.
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Fig. A.4. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in water for initial solid volume fraction αs, 0 ≈ 0.59 and aspect ratio a = 3. For further
description see caption of Fig. A.3. Videos available here.: https://www.youtube.com/playlist?list=PLfeJTTWUNqAVyrW3M9QMmxhN9v3jz9knq.
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A.2. Initial solid volume fraction αs, 0 = 0.55

A.2.1. Air
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Fig. A.5. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0 = 0.55 and aspect ratio a= 1 and the different
cases as given by Table 3. The individual shapes represent the collapsing cliff at t=0, 1, 2 s. Thefinal values of xf= x(t=2 s) and yf= y(t=2 s) are highlighted and correspond to the values
depicted in Fig. 6.
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Fig. A.6. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0 = 0.55 and aspect ratio a = 2. For further
description see caption of Fig. A.5.
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Fig. A.7. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0 = 0.55 and aspect ratio a = 3. For further
description see caption of Fig. A.5.

A.2.2. H2O
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Fig. A.8. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand inwater for initial solid volume fraction αs, 0 = 0.55 and aspect ratio a=1 and the different
cases as given by Table 3. The individual shapes represent the collapsing cliff at t=0, 1, 2 s. The final values of xf= x(t=2 s) and yf= y(t=2 s) are highlighted and correspond to the values
depicted in Fig. 9.
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Fig. A.9. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in water for initial solid volume fraction αs, 0 = 0.55 and aspect ratio a = 2. For further
description see caption of Fig. A.8.
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Fig. A.10. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in water for initial solid volume fraction αs, 0 = 0.55 and aspect ratio a = 3. For further
description see caption of Fig. A.8.
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A.3. . Initial solid volume fraction αs, 0 = 0.60

A.3.1. Air
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Fig. A.11. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0 = 0.60 and aspect ratio a=1 and the different
cases as given by Table 3. The individual shapes represent the collapsing cliff at t= 0, 2 s. The final values of xf = x(t=2 s) and yf = y(t=2 s) are highlighted and correspond to the values
depicted in Fig. 7.
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Fig. A.12. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0 = 0.60 and aspect ratio a = 2. For further
description see caption of Fig. A.11.
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Fig. A.13. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in air for initial solid volume fraction αs, 0 = 0.60 and aspect ratio a = 3. For further
description see caption of Fig. A.11.
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Fig. A.14. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand inwater for initial solid volume fractionαs, 0= 0.60 and aspect ratio a=1and the different
cases as given by Table 3. The individual shapes represent the collapsing cliff at t=0, 10, 20,…,60 s. Thefinal values of xf= x(t=60 s) and xf= y(t=60 s) are highlighted and correspond to
the values depicted in Fig. 10.
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Fig. A.15. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in water for initial solid volume fraction αs, 0 = 0.60 and aspect ratio a = 2. For further
description see caption of Figure Fig. A.14.
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Fig. A.16. Time evolution of dimensional shapes (x and y positions of the cliff boundary) of sand in water for initial solid volume fraction αs, 0 = 0.60 and aspect ratio a = 3. For further
description see caption of Fig. A.14.
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Appendix B. Field plots for αs, 0 ≈ 0.59, a = 3, air, #5

Fig. B.1. Solid volume fraction and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).

Fig. B.2. Solid pressure and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).
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Fig. B.3. y-component of solid pressure gradient (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).

Fig. B.4. Frictional pressure and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).
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Fig. B.5. y-component of frictional pressure gradient (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).

Fig. B.6. Kinetic/collisional pressure and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).
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Fig. B.7. y-component of kinetic/collisional pressure gradient and solid velocity (result ofαs, 0≈ 0.59, a=3, air, #5 pre-simulation, zoom on top of bed,maximumsolid velocity 0.47m/s).

Fig. B.8. Granular temperature and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).
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Fig. B.9. Solid strain rate and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).

Fig. B.10. Solid ∂u/∂y and solid velocity (result of αs, 0 ≈ 0.59, a = 3, air, #5 pre-simulation, zoom on top of bed, maximum solid velocity 0.47 m/s).
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a b s t r a c t 

For improving CFD models of particle transport in wellbore flows, i.e. cuttings transport , we have extended the 
Lagrangian Discrete-Particle-Model model of the commercial code ANSYS Fluent 17.2 to describe the motion 
of a particle settling in an orthogonal shear flow of a shear-thinning, mildly viscoelastic fluid. Essentially, the 
fluid strain rate as the magnitude of the fluid deformation rate tensor is corrected by a particle-induced shear 
rate. This corrected strain rate is used to compute an apparent viscosity. The fluid is treated as a Generalized 
Newtonian Fluid using Cross and Carreau material functions. Different drag laws are investigated, including one 
which accounts for the fluids viscoelastic wake structure behavior via a correction term. We validate the model 
with eight different particle trajectories representing different combinations of particle diameters, fluid flow rates 
and rheological properties (water and polymeric solutions) provided by Khatibi et al. [1] . 

In general, the experimental trajectories are satisfactorily replicated by the CFD model. However, for small 
particles a trajectory mismatch is observed close to the lower channel wall. We find this mismatch to be a conse- 
quence of unexpectedly high particle x -velocities in the experimental data. Various possible causes are identified 
and discussed. More detailed experimental near-wall data of both particle and fluid velocities as well as more 
sophisticated modeling of the fluids rheology, including the rheology effect on the forces acting on the particles, 
may be required to minimize the mismatch. 

In addition, we further conclude that in case of the polymeric solutions particle drag is the dominant particle 
force, that the viscoelastic wake of the particle is not significantly affecting the trajectories, and that a Newtonian 
drag law may be used as long as the particle-induced shear rate is estimated with ‖v r ‖/ d p and a material function 
accounting for the limiting zero-shear Newtonian viscosity is applied. 

1. Introduction 

Particle transport in complex non-Newtonian flows is an important 
problem in the oil and gas industry. In wellbore flows, shear-thinning 
(and often additionally viscoelastic and thixotropic) drilling fluid sys- 
tems are used to transport drilled-off particles also known as cuttings 

back to the surface. 
In recent years, Real-Time (RT) models have gained importance, 

especially when it comes to automated drilling. Computational-Fluid- 
Dynamics (CFD) simulations have just as well become increasingly im- 
portant in recent years as they may contribute with a better understand- 
ing of the complex flow physics involved and provide input for closure 
laws required for the one-dimensional (1D) RT models. 

A sub-problem of above mentioned complex wellbore flows and a 
comparatively simple benchmark for a CFD model would be a single, 
spherical, non-neutrally buoyant particle advected in a shear flow of a 
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E-mail addresses: alexander.busch@ntnu.no , alexander.busch@alumni.ntnu.no (A. Busch). 

shear-thinning fluid. In fact, single non-buoyant particles in orthogo- 
nal shear flows (of shear-thinning and/or viscoelastic fluids) have been 
intensively researched for years, e.g. [1–14] . 

1.1. State of the art of particles subjected to non-Newtonian shear flows 

Acharya et al. [2] proposed an empirical correlation to correct the 
drag coefficient of a settling sphere for elastic effects. This correlation 
has been satisfactorily applied in subsequent works, e.g. [3,4,15] . The 
latter have shown that the increase in settling velocity for lower Weis- 
senberg numbers followed by a decrease for higher Weissenberg num- 
bers known for Boger fluids is also observable in shear-thinning fluids. 

Novotny et al. [8] distinguished between settling in a quiescent 
shear-thinning fluid and settling in a shear flow of the same fluid. For 
the latter case, they computed an effective shear rate as the vector mag- 
nitude of the fluids and particles shear rate, respectively. Experimental 
results showed that the settling velocity dramatically increases as a con- 
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Nomenclature 

Greek symbols 

𝛾 Strain. 
�̇� Shear rate, total shear measure. 
𝛽 Confinement ratio. 
Δ Difference. 
𝜂 Apparent shear viscosity. 
𝜆 Rheological time scale, parameter in Cross and Carreau 

material functions. 
𝜇 Newtonian shear viscosity. 
𝜌 Density. 
Ψ First Normal Stress Coefficient. 

Latin symbols 

A Surface area. 
c Coefficient. 
d Diameter. 
D Rate of deformation tensor. 
f Functional. 
F Force vector. 
g Gravity. 
K Parameter in PL, PL Consistency Index. 
l Length. 
m Mass. 
n Parameter in PL , PL Exponent. 
N Normal stress difference. 
p Pressure. 
Re Reynolds number. 
t Time. 
T Transposed. 
T Stress tensor. 
u Fluid velocity. 
U Fluid bulk velocity. 
v Particle velocity. 
V Volume. 
w Width. 
Wi Weissenberg number as defined by [2] : Wi = 𝜆𝑓 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 
x, y, z Spatial dimensions. 

Indices 

0 Zero, �̇� → 0 . 
∞ Infinity, �̇� → ∞. 
Ca Carreau. 
Cr Cross. 
D Drag. 
f Fluid. 
f, c Fluid, as computed by the CFD code per grid cell. 
RL Rotational Lift. 
p Particle. 
PL Power-Law. 
r Relative. 
VM Virtual mass. 

Abbreviations 

2D, 3D Two-, Three dimensional in space. 
CFD Computational Fluid Dynamics. 
CMC Sodium Carboxymethyl Cellulose. 
FC Flow Curve. 
FNSC First Normal Stress Coefficient. 
FNSD First Normal Stress Difference. 
GNF Generalized Newtonian Fluid. 
PAC Polyanionic Cellulose. 
PL Power-Law. 

sequence of the additional shear and its effect on the local viscosity as 
seen by the particle. 

Roodhart [11] as well as Highgate and Worlow [16] introduced the 
concept of horizontal and vertical viscosities (corresponding to veloci- 
ties and respective shear rates), i.e. an anisotropy of viscosity, as a con- 
sequence of alignment and/or stretching of polymer molecule chains 
due to imposed shear. 

Van den Brule and Gheisary [5,13] showed that the settling of a 
sphere in a viscoelastic orthogonal shear flow is retarded, i.e. the drag 
is enhanced, in line with newer results [6,9,12,17] . The retardation may 
be attributed to different elastic stresses in the converging flow ahead of 
the particle and diverging flow in the wake of the particle due to elas- 
tic relaxation processes [17] , wall effects and/or inadequate rheological 
data [6] , breakage of stress-symmetry [9] , or due to lift-generating nor- 
mal stress differences [12] . 

Renaud et al. [18] investigated the flow of a Power-Law (PL) fluid 
over a sphere and provided analytical equations for a Reynolds Number 
and a drag coefficient. Based on Stokes stream function and the rate of 
energy dissipation, they derived an average shear rate of a particle as √
6 𝑣 𝑝 ∕ 𝑑 𝑝 . 
Talmon and Husman [19] showed that for particles settling in shear 

flows of a viscoplastic fluid co-rotation of particles with the flow as well 
as equilibrium of forces in the vertical direction fully determine the set- 
tling velocity. Their derived settling equation, however, is only valid for 
cases were the particle-induced shear rate is smaller than the shear rate 
of the background flow field. 

Pereira et al. [20] computed trajectories of a single particle in an 
annular viscoplastic flow by means of CFD. They used a Lagrangian- 
Eulerian approach where the solid phase was modelled using the “Dis- 
crete Phase Model ” (DPM) using Fluent 6.2.16. The fluid was modeled 
with a yield-power-law/Herschel-Bulkley [21] material function and the 
drag coefficient was modeled with an empirical correlation using an “ef- 
fective viscosity ”–based Reynolds number and experimental data of pre- 
vious studies. However, as the advected particle was neutrally-buoyant, 
no settling occurred and hence no particle-induced shear. 

Padhy et al. [10] showed that shear-thinning and elasticity are 
counteracting effects: the shear-thinning property of the polymers used 
tended to decrease the drag coefficient whereas the elastic property of 
the polymers used tended to increase the drag coefficient. 

Hu et al. [7] measured the settling velocity of a single particle in 
orthogonal shear using a transparent Couette cell and a shear-thinning 
fluid. Based on the work of Tanner et al. [12] , they determined a ratio 
of the elastic and viscous contributions to the particle settling velocity. 
Increase of viscosity, elastic lift and elastic instability may enhance par- 
ticle suspension as a function of the shear rate and fluid relaxation time. 

Childs et al. [22] analytically investigated settling of small particles 
in shear flows of shear-thinning fluids, where the fluids apparent viscos- 
ity is assumed to be primarily determined by the background flow. They 
showed, that a “kinematic barrier ” in the center of the flow, i.e. regions 
where the velocity gradients become small and hence the apparent vis- 
cosity large, effectively slows down the settling process and thus greatly 
affects particle trajectories. 

Khatibi et al. [1] and Zoric et al. [14] have both experimentally and 
numerically investigated the trajectories of a single particle in a laminar 
channel flow of an aqueous polymeric solution with shear-thinning (and 
minor viscoelastic) properties. Their CFD simulations did not fit the ex- 
perimental results; the conclusion drawn was that the simulations did 
not consider the local flow field and thus viscosity as seen by the particle. 

1.2. Purpose, scope and structure of this paper 

To improve cuttings transport RT modeling by enhanced CFD 

models, we develop a comparatively simple non-Newtonian Eulerian- 
Lagrangian model accounting for the particle-induced shear rate by 
applying the shear rate magnitude concept introduced by Novotny 
et al. [8] . 
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As a simplified test case, we study the trajectory of a single, spher- 
ical, non-buoyant particle in a shear-thinning and mildly viscoelastic 
polymer solution and water. Specifically, the role of three different 
drag law formulations is investigated as well as the effect of the fluids 
viscoelasticity on the drag coefficient. The model is implemented in 
Fluent R17.2 and validation is conducted with the experimental results 
of Khatibi et al. [1] . 

In the following sub-section, the standard Fluent Eulerian- 
Lagrangian DPM is briefly summarized. In Section 2 , our amendments to 
Fluents’ DPM are presented, followed by a short description of the imple- 
mentation in Fluent R17.2. In addition, a reassessment of the experimen- 
tal results [1] is provided, as well as a summary of all relevant parame- 
ters investigated in this study. Finally, descriptions of the CFD setup and 
the numerics used are given. In Section 3 , a selection of relevant results 
is presented. The focus here is on the core of the model, i.e. the shear 
rate and drag law formulation. A critical and comprehensive discussion 
of possible influences not accounted for in the actual model is provided 
in Section 4 . A conclusion and outlook are given in the last section. 

1.3. The Eulerian-Lagrangian equations of motion 

Based on the Cauchy equations of motion and assuming an isother- 
mal system, a fluid phase is described by mass and momentum con- 
servation in an Eulerian frame of reference in an appropriate control 
volume. For an incompressible fluid, mass conservation is simply given 
by ∇ ( 𝜌𝑓 𝐮 ) = 0 , where 𝜌f is the fluids constant and homogeneous den- 
sity and u denotes intrinsic volume averages of the fluid velocity. The 
momentum balance for the fluid phase reads 

𝜕 
𝜕𝑡 
(

𝜌𝑓 𝐮 
)
+ ∇ ⋅

(
𝜌𝑓 𝐮𝐮 

)
= −∇ 𝑝 − ∇ ⋅ 𝐓 𝑓 + 𝜌𝑓 𝐠 + 

1 
𝑉 

∑
𝑝 ∈𝑉 

𝐅 𝑖 , (1) 

where p is the static pressure and T f is the deviatoric stress tensor com- 
prising some constitutive equation and material function(s) for the fluid. 
The last term in Eq. (1) is representing the momentum effect of the par- 
ticles on the fluid, where the force sum is to be taken over all particles in 
the volume V . As one of the necessary requirements of the DPM is that 
the solid volume fraction is low, no fluid volume fraction 𝛼𝑓 = 1 − 𝛼𝑠 is 
considered in the momentum balance of the fluid phase, i.e. Eq. (1) . 

Newton’s second law for an arbitrary inert particle subjected to a 
flow reads 

𝑚 𝑝 ̇𝐯 = 𝐅 𝐷 

+ 𝐅 𝐺,𝐵 + 

∑
𝐅 𝑗 , (2) 

where m p is the mass of the particle, v its Lagrangian velocity, F D and 
F G / B are the drag and combined gravity and buoyancy forces, respec- 
tively, 

𝐅 𝐷 

= 

1 
2 

𝜌𝑓 𝐴 𝑝 𝑐 𝐷 

‖‖𝐯 𝑟 ‖‖𝐯 𝑟 , (3) 

𝐅 𝐺∕ 𝐵 = 

(
𝑚 𝑝 − 𝑚 𝑓 

)
𝐠 . (4) 

Here, 𝐴 𝑝 = 𝜋d 2 p ∕4 is the particles projected area, c D is the drag coef- 
ficient and 𝐯 𝑟 = 𝐮 − 𝐯 the relative velocity of the particle. The term 

∑𝐅 𝑗 
in Eq. (2) may include other forces such as Magnus and Saffman lift, 
virtual mass and Basset/history. 

Alternatively, using 𝑚 𝑖 = 𝜌𝑖 𝑉 𝑝 and assuming sphericity ( ↔ 𝐴 𝑝 = 

𝜋d 2 p ∕4 and 𝑉 𝑝 = 𝜋d 3 p ∕6 ) the particles equation of motion may be rewrit- 
ten in a per unit mass manner as 

�̇� = 

3 
4 

𝜌𝑓 

𝜌𝑝 

𝑐 𝐷 

𝑑 𝑝 
‖‖𝐯 𝑟 ‖‖𝐯 𝑟 + 

( 

1 − 

𝜌𝑓 

𝜌𝑝 

) 

𝐠 + 

∑ 𝐅 𝑗 
𝜌𝑝 𝑉 𝑝 

↔ �̇� = 

𝐮 − 𝐯 
𝜏𝑝 

⏟⏟⏟
𝐅 𝐷 ∕ 𝑚 𝑝 

+ 

𝐠 
(

𝜌𝑝 − 𝜌𝑓 
)

𝜌𝑝 
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

𝐅 𝐺𝐵 ∕ 𝑚 𝑝 

+ 

∑𝐅 𝑗 
𝑚 𝑝 

(5) 

The denominator of the drag force per unit mass F D / m p is the particle 
relaxation time 𝜏p 

𝜏𝑝 = 

4 𝜌𝑝 𝑑 𝑝 2 

3 𝜂𝑓 𝑐 𝐷 

Re 𝑝 
. (6) 

Hence, the drag force per unit mass F D / m p may be expressed as 

𝐅 𝐷 

𝑚 𝑝 
= 

3 𝑐 𝐷 

Re 𝑝 𝜂𝑓 𝐯 𝑟 
4 𝜌𝑝 𝑑 𝑝 2 

. (7) 

In Fluent, the apparent viscosity of the fluid phase 𝜂f showing up 
in Eq. (7) as well as in the particle Reynolds number Re p and the drag 
coefficient 𝑐 𝐷 

= 𝑓 ( R e 𝑝 ) is based on the apparent viscosity of the back- 
ground shear flow field of the fluid without consideration of the ad- 
ditional shear induced by the slip velocity of the particle. For further 
distinction, this apparent viscosity is hereafter referred to as the —in a 
CFD sense —cell-based apparent viscosity of the fluid 𝜂f, c . In addition, 
we will hereafter refer to Eq. (7) , where the viscosity is purely based on 
the resolved fluid rate of deformation tensor D f in conjunction with the 
Schiller-Naumann drag law [23] and a particular rheology model such 
as the Cross [24] model as the Fluent state-of-the-art . 

In general, the drag coefficient 𝑐 𝑑 = 𝑓 ( R e 𝑝 ) is a function of the par- 
ticle Reynolds number 

Re 𝑝 = 

𝜌𝑓 
‖‖𝐯 𝑟 ‖‖𝑑 𝑝 
𝜂𝑓 

. (8) 

where 𝜂f is the fluids apparent viscosity. 
For small particle Reynolds numbers, i.e. Re p ≪ 1, the particle is sub- 

jected to Stokes flow and the settling velocity becomes 

𝑣 𝑠𝑒𝑡 = 

𝑑 𝑝 2 𝑔 
(

𝜌𝑝 − 𝜌𝑓 
)

18 𝜂𝑓 
. (9) 

The drag coefficient beyond the Stokes regime, i.e. Re p ≫ 1, may be 
iteratively computed by utilizing a drag law, e.g. Schiller and Naumann 
[23] . 

For the special case of a particle settling under the pure influence 
of gravity in dynamic equilibrium, the LHS and the RHS sum term ∑

𝑭 𝑗 ∕ 𝜌𝑝 𝑉 𝑝 in Eq. (5) become zero. Rearranging provides expressions 
for the steady-state settling velocity v set and the drag coefficient c D , re- 
spectively, 

𝑣 𝑠𝑒𝑡 = 

√ 

4 𝑑 𝑝 𝑔 
3 𝑐 𝐷 

( 𝜌𝑓 

𝜌𝑝 
− 1 

) 

↔ 𝑐 𝐷 

= 

4 𝑑 𝑝 𝑔 
3 𝑣 𝑠𝑒𝑡 

2 

( 𝜌𝑓 

𝜌𝑝 
− 1 

) 

. (10) 

Hence, an increase of the drag coefficient c D leads to a decrease of 
the settling velocity v set . 

2. Materials and methods 

The first three subsections of this section describe the model used in 
the CFD simulations, followed by a brief explanation of the implemen- 
tation of the model in Fluent R17.2. The last sections provide further 
information such as all case parameters and numerical settings. 

2.1. Rheological model 

For a shearing flow of an incompressible and purely viscous 
(here shear-thinning) fluid, i.e. no viscoelastic and time-dependent 
microstructural/thixotropic fluid properties, i.e. a Generalized Non- 
Newtonian Fluid (GNF), the deviatoric stress tensor T f of the Cauchy 
momentum equation reads 

𝐓 𝑓 = −2 𝜂𝑓 ( ̇𝛾) 𝐃 𝑓 , (11) 

where D f is the symmetric part of the fluid velocity gradient (also known 
as the rate of deformation tensor, or alternatively the rate of strain ten- 
sor) 

𝐃 𝑓 = 

1 
2 
(
∇ 𝐮 + ∇ 𝐮 𝑇 

)
. (12) 
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For a GNF, the fluids apparent viscosity 𝜂f in Eq. (11) is purely a 
function of the shear rate �̇�, which is the magnitude of the fluids instan- 
taneous rate of deformation tensor D f , 

𝜂𝑓 = 𝑓 
(

�̇�𝑓 
)

with �̇�𝑓 = 

√ 

2 𝐃 𝑓 ∶ 𝐃 𝑓 = 

√ 

2 
(

𝐷 11 
2 + 𝐷 12 

2 + ... 
)

, (13) 

where the functional f may be modeled with an appropriate GNF mate- 
rial function. 

For a particle settling in a shear flow of a shear-thinning fluid and 
in the realm of the DPM, the viscosity needs to be determined based 
on: (1) the pure shear of the fluid due to the mean fluid velocity u , and 
(2) the additional shear due to the relative velocity vector v r because 
of the local shear field induced by the moving particle, which is not 
considered/computed by the CFD solver. 

Dropping indices for the fluid phase f , the rate of deformation tensor 
D may correspondingly be decomposed into two parts describing the 
rate of deformation as introduced above 

𝐃 = 𝐃 𝑓 
⏟⏟⏟

1 . 

+ 𝐃 𝑝 
⏟⏟⏟

2 . 

, (14) 

where the index f now denotes the background flow field without pres- 
ence of the particle. 

The total shear rate �̇� may thus be generally computed as 

�̇� = 

√
2 𝐃 ∶ 𝐃 = 

√ 

2 
(
𝐃 𝑓 + 𝐃 𝑝 

)
∶ 
(
𝐃 𝑓 + 𝐃 𝑝 

)

= 

√ 

2 
(
𝐃 𝑓 ∶ 𝐃 𝑓 + 𝐃 𝑝 ∶ 𝐃 𝑝 + 2 𝐃 𝑝 ∶ 𝐃 𝑓 

)
. (15) 

For a laminar and simple 2D shear flow with 𝐮 = ( 𝑢 𝑥 , 0 , 0 ) and 𝐯 𝑟 = 

( 0 , 𝑣 𝑦 , 0 ) , where the velocity components and hence the induced shear 
are normal to each other, the total shear rate �̇� may be written as [8] 

�̇� = 

√ (
�̇�𝑓 
)2 + 

(
�̇�𝑝 
)2 . (16) 

This is a subcase of Eq. (15) , as it represents the first and second 
tensor contractions only. The mixed contraction computes to zero due 
to the orthogonal shear flow. 

In case of DPM-CFD simulations, the shear rate of the background 
flow field �̇�𝑓 is provided by the CFD code. The particle-induced shear 
rate, however, must be estimated. Based on Stokes stream function, the 
surface-averaged shear rate induced by a particle d p with relative ve- 
locity v r may be estimated with �̇�𝑝 = 2 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 [25] . Although, many 
alternative formulations exist, e.g. �̇�𝑝 = 0 . 39 𝑓 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 [26] , where f is 
a functional correcting for wall, density or particle shape effects or 

�̇�𝑝 = 

√
6 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 [18] , which is also an averaged shear rate based on 

Stokes stream function but representative for the rate of energy dissipa- 
tion instead. In the petroleum industry, a standard definition [27] is 
�̇�𝑝 = 12 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 . However, in many non-Newtonian drag law studies 
[28] , the shear rate is taken to be 

�̇�𝑝 = 

‖‖𝐯 𝑟 ‖‖
𝑑 𝑝 

, (17) 

which also conforms to dimensional analysis of a sphere settling in a 
PL fluid [29] and will be used primarily in this study unless indicated 
otherwise. 

The most simple material function accounting for shear-thinning be- 
havior is the Ostwald material function [30] , also known as Power Law 

(PL), here given in a time constant formulation [31] 

𝜂𝑓 ( ̇𝛾) = 𝜂0 
(

𝜆𝑃 𝐿 ̇𝛾
)𝑛 𝑃 𝐿 −1 . (18) 

Note, that the ordinary PL coefficient K PL may be obtained as 𝐾 = 

η0 𝜆
𝑛 𝑃 𝐿 −1 
𝑃 𝐿 , which then gives 

𝜂𝑓 ( ̇𝛾) = 𝐾 𝑃 𝐿 ̇𝛾
𝑛 𝑃 𝐿 −1 . (19) 

In case of a polymeric solution, however, the functional f in 
Eq. (13) is best-expressed with the Cross (Cr) [24] material function 

𝜂𝑓 ( ̇𝛾) = 

𝜇0 − 𝜇∞

1 + 

(
𝜆𝐶𝑟 ̇𝛾

)𝑛 𝐶𝑟 
+ 𝜇∞ (20) 

because this represents the apparent viscosity data much better for a 
wider shear rate range since it accounts for Newtonian viscosities at 
both low and high shear rates. Here, 𝜇0 is the zero-shear viscosity, 𝜇∞
is the infinite-shear viscosity, 𝜆Cr is the Cross time constant and n Cr is 
the Cross exponent. 

As an alternative, the Carreau (Ca) [32] material function 

𝜂𝑓 ( ̇𝛾) = 

(
𝜇0 − 𝜇∞

)(
1 + 

(
𝜆𝐶𝑎 ̇𝛾

)2 ) 𝑛 𝐶𝑎 −1 
2 + 𝜇∞ (21) 

may be used. Here, again 𝜇0 is the zero-shear viscosity, 𝜇∞ is the infinite- 
shear viscosity, 𝜆Ca is the Carreau time constant and n Ca is the Carreau 
exponent. 

Note that the Carreau material function collapses to a PL, i.e. 
Eq. (18) , for the case of higher shear rates and neglected infinite-shear 
viscosity 𝜇∞. The PL coefficients characterizing the low shear rate, i.e. 
Newtonian region and the intermediate shear rate, i.e. shear-thinning 
region may be obtained from the Carreau material function as follows: 

• Newtonian region 

�̇� < 

1 
𝜆𝐶𝑎 

→ 𝑛 𝑃 𝐿 = 1 , 𝐾 𝑃 𝐿 = 𝜇0 , (22) 

• Shear-thinning region 

�̇� > 

1 
𝜆𝐶𝑎 

→ 𝑛 𝑃 𝐿 = 𝑛 𝐶𝑎 , 𝐾 𝑃 𝐿 = 𝜇0 𝜆𝐶𝑎 
( 𝑛 𝐶𝑎 −1 ) . (23) 

Correspondingly, in case of the Cross material function, one may 
infer PL coefficients for any given point of the flow curve 𝜂𝑓 = 𝑓 ( ̇𝛾) by 
requiring: 

𝜂𝑃 𝐿 ( ̇𝛾) = 𝜂𝐶𝑟 ( ̇𝛾) 
𝜕 𝜂𝑃 𝐿 ( ̇𝛾) 

𝜕 ̇𝛾
= 

𝜕 𝜂𝐶𝑟 ( ̇𝛾) 
𝜕 ̇𝛾

. (24) 

Since the aqueous PAC solutions used in the experiments [1] are ex- 
pected to show minor viscoelastic behavior only, we here restrict our- 
selves to the GNF formulations presented, especially because the chan- 
nel flow is fully established and steady. However, when it comes to par- 
ticle settling, elastic properties of the fluid may become relevant for 
higher Weissenberg numbers 𝑊 𝑖 = ( 𝜏11 − 𝜏22 )∕( 2 𝜏12 ) and may be con- 
sidered by applying corrections to the drag law utilized. 

2.2. Non-Newtonian drag laws 

The standard way [28] of constructing drag laws for non-Newtonian 
fluids is to apply a correction factor 𝑌 = 𝑓 ( 𝑛 𝑃 𝐿 ) to the Stokes formula 
to account for the Stokes drag to be a function of the PL exponent n PL . 
Correspondingly, one may rewrite Eq. (7) with Stokes’ drag force 𝐅 𝐷 

= 

3 𝜋𝑑 𝑝 𝜂𝑓 𝐯 𝑟 as 

𝑐 𝐷 

= 𝑌 24 
Re 𝑝 

. (25) 

For the case of a PL fluid, the particle Reynolds number Re p may be 
manipulated by applying the PL, i.e. Eq. (19) , expressing the shear rate 
as ‖v r ‖/ d p , i.e. Eq. (17) , and simplifying to yield a Metzner-Reed-type 
[33] particle Reynolds number 

Re 𝑝 − 𝑀𝑅 = 

𝜌𝑓 
‖‖𝐯 𝑟 ‖‖2− 𝑛 𝑃 𝐿 𝑑 𝑝 𝑛 𝑃 𝐿 

𝐾 𝑃 𝐿 
. (26) 

If �̇� = 2 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 is used instead for the shear rate, one obtains the 
Reynolds number as given in (26) with an additional factor 2 𝑛 𝑃 𝐿 −1 in the 
denominator. Both Re p formulations, amongst others, have been used in 
many drag laws available in the literature. 

For more sophisticated GNF material functions such as Cross or Car- 
reau, it may be convenient to express the Reynolds number Re p based 
on the Newtonian zero-shear viscosity 𝜇0 instead [34] , 

Re 𝑝 0 = 

𝜌𝑓 
‖‖𝐯 𝑟 ‖‖𝑑 𝑝 
𝜇0 

. (27) 
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Table 1 

Non-Newtonian drag law formulations used in this study. 

# Drag law and applicability range Fluid model Re p Drag co-efficient c D Drag law coefficients Y 1 , Y 2 , Y 3 

1 Schiller and Naumann [23] ( Re p < 800) [35] Carreau or Cross based on Eq. (17) (8) 24 𝑌 1 
Re 𝑝 0 

+ 𝑌 2 
Re 𝑝 0 𝑌 3 

𝑌 1 = 1 
𝑌 2 = 3 . 6 𝑌 1 
𝑌 3 = 0 . 313 

2 Chhabra and Uhlherr [34] ( Re p < 394) Carreau based on ̇𝛾 = 2 𝐯 𝑟 ∕ 𝑑 𝑝 (27) 24 𝑌 1 
Re 𝑝 0 

+ 𝑌 2 
Re 𝑝 0 𝑌 3 

𝑌 1 = 1 + 0 . 65( 𝑛 𝐶𝑎 − 1 ) Λ0 . 2 

𝑌 2 = 3 . 6 𝑌 1 
𝑌 3 = 0 . 313 
Λ = 𝜆𝐶𝑎 

2 |𝐯 𝑟 |
𝑑 𝑝 

3 Acharya et al. [2] ( Re p < 1000) PL based on Carreau via Eqs. (22) and (23) , and Eq. (17) (26) 24 𝑌 1 
Re 𝑝 

+ 𝑌 2 
Re 𝑝 𝑌 3 

𝑌 1 = 3 
3 𝑛 𝑃 𝐿 −3 

2 

(
−22 𝑛 𝑃 𝐿 

2 +29 𝑛 𝑃 𝐿 +2 
𝑛 𝑃 𝐿 ( 𝑛 𝑃 𝐿 +2 )( 2 𝑛 𝑃 𝐿 +1 ) 

)

𝑌 2 = 10 . 5 𝑛 𝑃 𝐿 − 3 . 5 
𝑌 3 = 0 . 32 𝑛 𝑃 𝐿 + 0 . 13 

While a large variety of non-Newtonian drag laws exists in the lit- 
erature, most of them are based on the PL model and therefore require 
n PL and K PL as an input, which maybe obtained via conditions (24) in 
case of a Cross material function or Eqs. (22) and (23) in case of a Car- 
reau material function. However, in this study, three different concepts 
are employed as follows and briefly summarized in Table 1: 

1. an apparent viscosity concept, i.e. Eqs. (16) , (17) , e.g. (20) , and (8) in 
conjunction with the Newtonian Schiller-Naumann drag law [23] , 

2. the Chhabra and Uhlherr drag law [34] , which is explicitly designed 
for the Carreau [32] material function 

3. and the Acharya drag law [2] , which is based on the PL material 
function and additionally features a viscoelastic drag correction fac- 
tor. 

The Acharya drag law [2] additionally features a correction factor 
for viscoelastic effects such as normal stress differences, as the latter 
may significantly affect the drag coefficient: 

𝑐 𝐷− 𝑉 𝐸 = 𝑐 𝐷 

(
1 − 0 . 18 

(
Wi Re 𝑝 − 𝑀𝑅 

)0 . 19 ), (28) 

where the Weissenberg number Wi is given as Wi = 𝜆𝑓 ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 and 
𝑅 𝑒 𝑝 − 𝑀𝑅 is the Generalized Reynolds number [33] for the particle given 
by Eq. (26) . Wi in Eq. (28) is based on the time scale definition in- 
troduced by Leider and Bird [36] , where a time scale 𝜆f is formed 
from PL fits of the shear viscosity and the first normal stress difference 
𝑁 1 = 𝜏11 − 𝜏22 : 

𝜆𝑓 = 

𝐾 𝐹 𝑁𝑆𝐷 

2 𝐾 𝑃 𝐿 

1 
𝑛 𝐹 𝑁𝑆𝐷 − 𝑛 𝑃 𝐿 . (29) 

Here, K and n are the coefficients of a shear viscosity data fit (Index 
PL ) and a normal stress difference data fit (Index FNSD ). Depending on 
whether one starts with the stress ratio N 1 / 𝜏12 or the recoverable shear 
N 1 /(2 𝜏12 ), the factor 2 appears in the denominator of Eq. (29) or not. 

2.3. Other relevant forces F j 

Other contributing forces F j to the particle equation of motion (2) are 
for instance the virtual mass force representing the required acceleration 
of fluid mass displaced by the accelerating particle and lift forces as a 
consequence of velocity gradients acting on the particle and particle 
rotation. 

We will only investigate the relevance of these forces for a Newtonian 
case, assuming that in case of shear-thinning fluids the much higher 
apparent viscosity will lead to domination of the drag force. 

As the density ratio in the experiments of [1] is 𝜌f / 𝜌f > 0.1, the mass 
of the fluid displaced by the moving particle is considered via the virtual 
mass force 

𝐅 𝑉 𝑀 

= 𝑐 𝑉 𝑀 

𝜌𝑓 
𝑚 𝑝 

𝜌𝑝 

(𝐷𝐮 
𝐷𝑡 

− �̇� 
)

, (30) 

where the virtual mass coefficient c VM 

is taken as 0.5. 
Because of the hydrostatic pressure gradient, a particle feels the dif- 

fering pressure on opposite sides of itself and will be subject to a net 

force in the opposite direction of the pressure gradient given by the 
pressure gradient force 

𝐅 𝑃 = − 

𝑚 𝑝 

𝜌𝑝 
∇ 𝑝, (31) 

Since both shear gradients and rotation are present, both the low 

Re p Saffman [37,38] and the high Re p Magnus [39] lift force may be 
of relevance. The rotation rate of a spherical particle in non-Newtonian 
flows is of the (Newtonian) order 𝜔 = �̇�∕2 , but decreases with increasing 
viscoelasticity of the fluid [40] . This in principle indicates a relevance of 
lift due to particle rotation, i.e. the Magnus force as given by Rubinow 

and Keller [41] 

𝐅 𝑀𝑎 = 𝑐 𝑅𝐿 
𝜋
8 

𝑑 𝑝 
3 𝜌𝑓 ( 𝐮 − 𝐯 ) ×

(1 
2 
∇ × 𝐮 − 𝛚 

)
, (32) 

where 𝝎 is the particles’ angular velocity and the rotational lift coeffi- 
cient c RL may be used to correct for higher particle Reynolds numbers 
and/or particle shape 1 . In addition, the shear flow as such indicates a 
relevance of lift due to velocity gradients on the particle surface, i.e. 
the Saffman [37,38] force, hereafter given in a tensorial form as a 3D 

extension [42] to Saffman’s original formulation [37,38] . 

𝐅 𝑆𝑎 = 3 . 23 
𝑑 𝑝 2 

√
𝜇𝑓 𝜌𝑓 𝐃 𝑓 √

�̇�𝑓 
( 𝐮 − 𝐯 ) . (33) 

2.4. DPM implementation 

In Fluent, the drag force per unit mass F D / m p is defined according 
to Eq. (7) . The available macro DEFINE_DPM_DRAG allows to specify 
the drag coefficient c D. To additionally correct the purely cell-based ap- 
parent viscosity of the fluid 𝜂f, c in Eq. (7) , the following form is used 

𝑐 𝐷𝑃 𝑀 

= 

𝜂𝑓 

𝜂𝑓 ,𝑐 

3 𝑐 𝐷 

Re 𝑝 
4 

. (34) 

In Eq. (34) , the actual apparent viscosity of the fluid 𝜂𝑓 ( ̇𝛾) , the total 
shear rate is �̇� computed from Eq. (16) , the particle Reynolds number 
Re p ( 𝜂f ), and the drag coefficient c D (Re p ) are evaluated using one of the 
concepts summarized in Table 1 . 

2.5. Reassessment of the experimental setup and data 

2.5.1. Dimensions of the experimental setup 

Fig. 1 provides a conceptual sketch of the laboratory setup of Khatibi 
et al. [1] . 

The actual test section starts with the particle injection point (7) and 
features a 1.5 m long section (6) with particle traps (8) . Here, the particle 
trajectories were obtained via Particle Tracking Velocimetry (PTV) and 
velocity profiles were determined via Particle Image Velocimetry (PIV) 

1 In case of Magnus lift, an additional ordinary differential equation for the 
particles’ angular momentum is solved which balances rotational drag and the 
particle’s moment of inertia. 
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Fig. 1. Laboratory setup of [1] adapted from [1] . CFD domain of this study indicated with dashed blue line. Green numbers indicate a difference between actual 
numbers [43] and numbers reported in [1] . A, B, C refers to specific CFD cases introduced in Section 2.7 . (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 

at positions (9) and (11) , respectively. Upstream of the test section, the 
experimental setup featured a converging section (5) fed from a tank 
(4) followed by a honeycomb-like [43] flow straightener (10) . From a 
computational view point, the flow field at the exit of this straightener 
may be approximated with a uniform bulk velocity. Hence, the gen- 
eral CFD domain as used in this study (dashed blue rectangle in Fig. 1 ) 
encompasses the entire section from the straightener via the particle in- 
jection point to a point well downstream of the particle traps (1.5 m in 
total). 

The particle traps (8) on the bottom channel wall do affect the chan- 
nel (6) flow field. Hence, for the CFD computations it is vital to inject 
the particles at the correct position relative to these traps. The actual 
particle injection point (7) in the experiments [1] was at 0.255 m after 
the flow straightener [43] . 

2.5.2. Particle diameter 

The particles used for the settling experiments were glass beads. The 
diameters reported [1] represent the mean diameter of a distribution 
[43] ; i.e. there is some uncertainty associated with the nominal particle 
diameters [1] . In case of the smallest particle diameter used for the H 2 O 

experiments, the nominal particle diameter was d p = 0.00116 m [43] . 

2.5.3. Fluid properties 

The flow curve (FC) data of Khatibi et al. [1] has been refitted with 
both Cross and Carreau material functions as depicted in Fig. 2 ; a tabu- 
lated overview is provided in Table 4 in the Appendix . 

Polymeric solutions often feature elastic properties and in particular 
normal stress differences, which may lead to an increase of the drag coef- 
ficient compared to an inelastic fluids [2,12] . For the PAC fluids used in 
the experiments [1] , we showed that, for higher shear rates, these poly- 
meric solutions feature significant normal stress differences in the order 
of the shear stresses [44] . For the particular case of PAC4, second-order 
PL coefficients K FNSD and n FNSD for first normal stress data N 1 are avail- 
able [44] and may be used to construct a characteristic fluid time scale 
𝜆f as given by Eq. (29) . However, our normal stress data [44] was esti- 
mated based on Laun’s rule [45] , and no direct measurements of normal 
stresses were conducted. As an alternative, either the Cross or Carreau 
time constants, 𝜆Cr and 𝜆Ca respectively, may be used [46] . This is not 
identical to the normal stress based time scale 𝜆f as given by Eq. (29) ; 
however, it is of the same order of magnitude [44] . 

The rheometric uncertainty is unknown [1] . However, for identi- 
cal concentrations of the very same PAC granules, the uncertainty of 
the rheometric data is ≈± 5% SD [44] . The additional uncertainty intro- 
duced by the regression to either the Cross or Carreau material function 
is given in Table 4 in the Appendix ; however, the uncertainty of the 
rheometric data is much larger. 

2.5.4. Velocity profiles 

The experimental channel flow x -velocity profiles [1] (reprinted as 
circles in Fig. 3 ) do not provide wall-near information because this 
would have required higher resolution techniques [1] . Interestingly, 
they feature some degree of non-ideal parabolic curvature as well as 
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Fig. 2. Experimental flow curves (FC) [1] (circles) and corresponding Cross (dashed lines) and Carreau (solid lines) fits based on Eqs. (20) and ( 21 ), respectively. 
The Cross model fits the data slightly better (see numerical values of R 2 in Table 4 in the Appendix ). 

skewness. This may be a consequence of experimental scatter or possi- 
bly indicating wall slip, a phenomenon well-known for polymeric liquids 
[47,48] . 

Fitting polynomials of order two for the PAC solutions and order five 
for the water case 2 and extrapolating to the wall yields estimates for the 
slip velocities as indicated in Fig. 3 . 

While for the bottom wall the particle traps will effectively act as a 
slip-boundary for the channel flow and may thus explain a slip velocity 
this is not the case for the top wall. Sodium Carboxymethyl Cellulose 
(CMC) solutions — which are chemically and rheologically strongly re- 
lated to the PAC solutions utilized in the experiments [1] — show wall 
slip for fairly low concentrations [49] . The PAC solutions may lead to 
wall slip; however, this is certainly not the case for H 2 O. Nevertheless, 
the polynomial fits along with the slip velocities indicated in Fig. 3 , 
hereafter termed “experimental velocity profiles ”, are further used in 
the simulations in order to minimize the effect of an incorrect fluid ve- 
locity profile on the particle trajectory. 

Note that the wall slip values indicated in Fig. 3 are totally subjective 
as they are based on the extrapolation of the polynomial fits. Using only 
e.g. the first few data points of the H 2 O profile and extrapolating to the 
wall yields twice as large slip velocities. 

2.5.5. Particle injection conditions 

The initial velocities of the particle at the particle injection point 
provided by Khatibi et al. [1] were determined based on an average of 
the y -velocity components of the entire particle trajectory data [43] . 

The particle injection point, (7) in Fig. 1 , is the end of a small pipe of 
diameter d and length z . In the experiments [1] the particle was inserted 
at the top, settled through the pipe and entered the channel at the pipe 
end [43] . Hence, at the injection point, one would expect the particle 
velocity to be equal to the terminal settling velocity corrected by wall 

2 While this is physically reasonable for the PAC solutions because of the lam- 
inar flow regime, the 5 th order polynomial fit was chosen purely because it 
best-fits the observed velocity profile. 

Table 2 

Test matrix [1] , fluid density 𝜌f = 1000 kg/m 

3 , particle density 
𝜌p = 2560 kg/m 

3 . 

Case Fluid U d p v x 0 v y 0 

1 H 2 O 0.085 0.00116 5.95E-06 − 0.00014 
2 H 2 O 0.085 0.002 0 − 0.00031 
3 PAC2 0.048 0.002 0 − 2.75E-05 
4 PAC2 0.048 0.003 0 − 5.75E-05 
5 PAC4 0.048 0.002 0 − 1.04E-05 
6 PAC4 0.048 0.003 0 − 4.55E-05 
7 PAC4 0.085 0.002 0 − 1.57E-05 
8 PAC4 0.085 0.003 0 − 5.69E-05 

effects as the confinement ratios 𝛽𝑖 = 𝑑 𝑝,𝑖 ∕ 𝑑 for the different particle 
diameters ranges are 0.29, 0.5 and 0.75, respectively. However, we sim- 
ply estimated initial particle velocities based on a differential of the first 
two data points of the experimental trajectory data [1] , as provided in 
Table 2 . 

2.6. Test matrix 

Table 2 summarizes the main parameters, namely the fluid type, the 
fluids bulk velocity U and the particle diameter d p , which have been 
varied in the experimental campaign [1] . Additionally, Table 2 provides 
the initial particle velocities estimated from the experimental data [1] . 
The rheological model coefficients for the various fluids may be inferred 
from Fig. 2 or Table 4 in the Appendix , alternatively. 

The bulk velocity-based channel Reynolds number for the water case 
is 2294. However, as the entrance length of the flow is relatively short 
(the distance between injection point (7) and flow straightener (9) as 
depicted in Fig. 1 is just 0.255 m), we consider the flow at the trajectory 
section laminar. Due to the much higher apparent viscosity of PAC, all 
the PAC cases are also treated as laminar. 
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Fig. 3. Boundary slip velocity estimate based on extrapolation of polynomial fits (PAC solutions →degree 2, H 2 O →degree 5) to experimental velocity profiles [1] . 
As the dependent variable of the polynomials is defined as 𝒀 = 𝒚 − 0 . 02 , the last terms readily provide the boundary slip velocities at the channel top wall. Since for 
the PAC4, U = 0.048 m/s case no velocity profile is available [1] , this may be scaled from the PAC4, U = 0.085 m/s case based on superficial velocities. 

2.7. CFD setup 

To investigate the effect of 2D vs. 3D as well as the effect of the 
particle traps at the bottom channel wall, three different setups were 
used as depicted in Fig. 4 . 

Case A fully represents the laboratory setup in 3D. In contrast to the 
3D mesh depicted in the Appendix of Khatibi et al. [1] , the particle injec- 
tion pipe was not part of the computational domain because the injec- 
tion conditions were based on the experimental data, see Section 2.5.5 . 
Cases B and C are shortened by 0.247 m, i.e. the distance from the inlet 
to the first trap is 3 mm and to the particle injection point is 8 mm. 

In case of A, uniform velocity profiles, i.e. the superficial liquid ve- 
locities as given in Table 2 , were specified at the inlet. In case of B and C, 
either parametrized parabolic velocity profiles with the mean velocity 
equal to the bulk velocities given in Table 2 , or the actual experimental 
velocity profiles 3 [1] , see Section 2.5.4 , were specified at the inlet. B 

and C were used for 2D simulations, whereas A was additionally used 
for 2D and 3D simulations. 

The domain was entirely meshed with a structured quadrilateral 
grid. The mesh size was 1 mm in the inlet and outlet part of the do- 
main and 0.5 mm in the settling test section, i.e. in the part of the test 
section were particle traps were located. Fig. 4 additionally provides the 
total number of cells for the individual cases. The meshes as specified 
above were found sufficiently fine to provide mesh-independent results. 

3 The experimental velocity profiles of case 5 and 6 were not provided in 
[1] and were therefore scaled from cases 7 and 8 based on the ratio of superficial 
velocities. 

2.8. Numerics 

For the fluid phase, the SIMPLE scheme was used for pressure- 
velocity coupling and second order spatial discretization was applied. 
Gradients were evaluated using the Green-Gauss node-based gradi- 
ent scheme. The algebraic multigrid method utilizing the Gauss-Seidel 
solver with default under-relaxation factor settings were used to solve 
the discretized equation systems. 

The particle force balance Eq. (2) was integrated using the automatic 
scheme selection feature of Fluent, where a high-order semi-implicit 
trapezoidal scheme and a low-order unconditionally stable implicit Eu- 
ler scheme is used depending on the required accuracy, the stability 
range of the high-order scheme, and actual particle velocity and relax- 
ation time. Both one-way and two-way coupling were used, depending 
on the cases defined in Fig. 4 . However, as there is just one single par- 
ticle advected through the domain, one-way coupling is sufficient. As 
the hydrodynamic flow is steady and no particle break-up and/or col- 
lision may occur in the single-particle problem studied here, a steady 
flow particle tracking concept was applied. 

Note that the cases investigated somewhat violate the usual assump- 
tion that the particle size d p is smaller than the grid size, i.e. Δx, Δy , and 
Δz . This may lead to a significant error in regions of high fluid veloc- 
ity gradients since particle forces, for instance drag, will be computed 
merely based on the cell values where the center of the particles is lo- 
cated. 

3. Results 

We first briefly describe results of various pre-investigations which 
were conducted to either simplify the actual computations or reduce 

84 



A. Busch and S.T. Johansen Journal of Non-Newtonian Fluid Mechanics 263 (2019) 77–103 

Fig. 4. Different CFD cases used in this study. 

the CFD test matrix. This is followed by presenting the actual results, 
both particle trajectories 𝑦 = 𝑓 ( 𝑥 ) and particle velocity components v x 
and v y as a function of the channel height y , for the different drag law 

formulations investigated. 

3.1. Pre-investigations 

There is very little difference between a 2D and a 3D trajectory if the 
correct velocity profile is specified. If a 2D variant of Case A is utilized, 
a uniform velocity specification at the inlet yields a wrong velocity pro- 
file at the test section, as the boundary conditions (BC) incorporate a 
periodic BC in the z -direction, i.e. the channel is infinitely wide. If a 
parabolic profile is specified instead, the difference 2D vs. 3D is almost 
non-existent. The 3D simulations feature a secondary flow because of 
the particle traps at the lower channel wall. While the corresponding 
fluid y -velocity component is two orders of magnitude smaller than the 
particle y -velocity component in case of H 2 O ( Fig. A1 in the Appendix ) 
it is in the same order of magnitude in case of PAC4 ( Fig. A2 in the 
Appendix ). In addition, shear rate and viscosity fields are affected by 
the traps and secondary flows ( Figs. A3 and A4 in the Appendix ). How- 
ever, the effect on the actual particle trajectories of the viscous PAC 

cases is virtually non-existent ( Fig. A5 vs. Fig. A7 in the Appendix ) 4 . 
Regarding the x -velocity components, it is important to either in- 

clude these particle traps in the computational domain or, alterna- 
tively, specify corresponding slip velocities as BCs. Because of the par- 
ticle traps, the u x ( y ) velocity field features an effective slip velocity at 
y = 0.0 m. This may be verified from Fig. 3 , where the boundary slip ve- 
locity of the lower channel wall is significantly larger than the one at 
the top wall. 

To rule out the effect of the velocity profiles on the trajectory, the re- 
sults presented hereafter are purely based on the specification of tuned 
velocity profiles as described in 2.5.4. Both for the uniform inlet veloc- 
ity profile BC (case A) and the parabolic velocity BC (cases B and C), the 
CFD velocity profiles in the test section do not match the experimental 

4 This holds for the geometry and dimensions as specified in Figure 1 and 
for any other position of the injection point relative to the traps. Figure A2 to 
Figure A4 in the Appendix suggest that a shift of the position of the injection 
point relative to the traps may lead to a much further advected particle because 
that particle may end up just upstream of a trap tooth where fluid y -velocity 
components may be sufficiently large to transport it to the next trap instead. 
However, for any injection point variation in x , the simulations predict an almost 
identical shift of the impingent point. 

profiles. While the general magnitude is the same and the maximum ve- 
locities are matching well, the values differ close to the top and bottom 

channel walls. It is unclear whether this is due to polymeric wall slip or 
not 5 . 

The effect of the other particle forces F j , namely Eqs. (30) –(33) , on 
the particle trajectories is most prominent after the injection in the up- 
per half of the channel. Fig. 5 depicts the particle x -coordinate ratio 
(obtained x -coordinate with consideration of F j divided by obtained x - 
coordinate without consideration of F j ) for the case of water as a func- 
tion of the channel height y for two particle sizes. 

The difference between consideration and neglection of the other 
forces is up to 70% for the larger particle. As the larger particles inertia 
will reduce the effect of lift and drag, we expect this large difference 
to be primarily a consequence of the virtual mass force. However, the 
actual difference in trajectories is quite small as may be verified from 

Figs. A5 to A8 provided in the Appendix . 
The large and small particles show opposite behavior shortly after 

the injection point. As the smaller particle features less inertia, the ef- 
fect of virtual mass is smaller and the effect of streamwise lift is larger 
leading to additional acceleration into the flow direction. 

For the non-Newtonian PAC solutions, the effect of the other particle 
forces F j is less prominent because of the higher apparent viscosities 
and the thus over-proportional increasing drag force: The drag force 
scales linearly with viscosity for Stokes flow, whereas the Saffman force 
scales with the square root of viscosity. The other forces are independent 
of viscosity. Hence, we neglect F j in the particle force balance for the 
hereafter presented results. 

3.2. Particle trajectories 

In this section, we present results for the three different models sum- 
marized in Table 1 . All results are based on Case C, with a case setup as 
depicted in Fig. 6 . 

As mentioned in Sections 2.5.4 and 3.1 , the experimental velocity 
profiles specified at the inlet were tuned with the slip velocities indi- 
cated ( Fig. 6 , left), which explains the good match between CFD and 
experimental profiles ( Fig. 6 , right). 

Fig. 7 shows the numerically obtained trajectories for the apparent 
viscosity concept using the Cross model for all the different cases of 

5 No pressure data was obtained during the experimental campaign [1] . If 
pressure data for different flow rates is available, one can determine the slip 
velocity [49] . 
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Fig. 5. Relevance of other forces F j expressed as particle x -coordinate ratio (obtained x -coordinate with consideration of F j divided by obtained x -coordinate without 
consideration of F j ) for the H 2 O case. CFD case C, slip velocities and experimental fluid velocity profiles as given in Fig. 3 , Fluent-state-of-the-art. 

Fig. 6. Case setup for CFD case C (left) and fluid velocity profiles (right). Circles indicate the experimental velocity profiles [1] at x CFD (C) = 0.038 m, solid lines are 
our CFD profiles obtained at x CFD (C) = 0.038 m, dotted lines are the CFD profiles [1] obtained at x CFD (C) = 0.015 m. For color codes see Fig. 2 / Fig. 3 . 

Table 2 (solid lines), together with the experimental data (large circles 
represent the large particle diameter, small circles the smaller size) [1] . 

In addition, the CFD trajectories obtained by Khatibi et al. [1] are 
provided with dotted lines and trajectory results based on the Fluent 
state-of-the-art as are provided with dashed lines. 

The smaller particle trajectories do coincide with the experimental 
data reasonably well. The larger particle trajectories do coincide roughly 
until the channel centerline. The lower part of the larger particle trajec- 
tories, however, is overestimated in the H 2 O case and underestimated 
in most PAC cases. 

In case of H 2 O, the Fluent state-of-the-art results (dashed lines) co- 
incide with the apparent viscosity model results, as expected. For many 
PAC cases, the Fluent state-of-the-art results over-predict the experimen- 
tal trajectories, i.e. in the simulations the settling of the particle happens 
slower than in the experiments, in particular at the center of the flow. 

Results for the concept #2, i.e. the Chhabra and Uhlherr [34] drag 
law as provided in Table 1 , are depicted in Fig. 8 . The same qualitative 
trajectory trend as predicted by the apparent viscosity concept is ob- 
served, namely that CFD and experimental trajectories coincide reason- 
ably well apart from the lower channel half in case of the small particle 
sizes. 

For the H 2 O cases, the Fluent state-of-the-art results coincide with 
the apparent viscosity model results. 

Results for the concept #3 are depicted in Fig. 9 . Compared to the 
apparent viscosity concept results depicted in Fig. 7 , the PAC2 results 
show drag reduction as the impingement point has shifted towards the 
injection point. The PAC4 results show drag enhancement as the im- 
pingement point has moved further downstream. Small differences are 
also noticeable for the water cases, which may be due to comparatively 
high particle Reynolds numbers (see Table 3 in the Appendix ) and a 
possibly limited accuracy of the Acharya [2] drag law in that range 6 . 

3.3. Velocity components 

In order to further analyze the trajectory results of the apparent vis- 
cosity concept #1 provided in Fig. 7 , the velocity components of the 
particle velocity vector v , namely v x and v y , were computed based on 
point-by-point differentials, i.e. Δx / Δt and Δy/ Δt , from the time series 
data for both the numerical results of this study and the experimental 
data [1] . In case of the experimental data [1] , we additionally computed 

6 In the paper of Acharya [2] , the applicable range of Reynolds numbers is 
given as 10 −3 < 𝑅 𝑒 𝑝 < 10 3 . However, the validation of the drag law is only 
disclosed up to Re p ≈ 50 (Fig. 9 in [2] ) without any associated quantitative 
uncertainty. 
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Fig. 7. Apparent viscosity concept #1 CFD trajectories (solid lines; Schiller and Naumann drag law [23] with Cross [24] model coefficients as given in Fig. 2 ) vs. 
experimental particle trajectories (circles) [1] . Circle sizes represent particle diameters according to Table 2 . Dashed lines represent Fluent’s state-of-the-art, dotted 
lines represent CFD results of Khatibi et al. [1] . 

a time-averaged velocity based on the 9 nearest neighbor experimental 
data points. 

The x -velocity components normalized with the respective fluid x - 
velocity component u x ( y ) of all the cases of Fig. 7 are depicted in Fig. 10 
as a function of the channel y -coordinate. A normalized velocity value of 
( Δx / Δt )/ u x = 1 represents equal fluid and particle velocities. Some CFD 

results feature small spikes which is a consequence of the numerics of 
Fluent. 

For the case of H 2 O (left subfigures in Fig. 10 ), both numerical and 
experimental results match reasonably well. For the PAC cases with 
small particle diameter (three top right subfigures in Fig. 10 ), however, 
large mismatches in the lower part of the channel, i.e. y < 0.01 m, are 
observed. In the experiments, the particle moves faster than the fluid by 
a factor of 1.5 to up to 4-6 for y < 0.004 m, whereas in the simulations, 
the velocity ratio is about 1.1 for the PAC4 cases, and 1.1-1.8 for the 
PAC2 case. For the large particle PAC cases (three bottom right subfig- 
ures in Fig. 10 ), the match between experimental and numerical veloc- 
ity ratios is slightly better. However, in the case of PAC4, U = 0.048 m/s 
(second-right bottom subfigure in Fig. 10 ), the velocity ratio difference 
is of the same order as in the small diameter cases. For the case of PAC4, 
U = 0.085 m/s (right bottom subfigure in Fig. 10 ), the velocity ratio dif- 
ference is comparatively small close to the lower wall but larger in the 
center part of the channel flow. The PAC4 cases feature a velocity ratio 
in the order of 1 for the most part of the upper channel half, with the 
notable exception of the PAC4, U = 0.085 m/s case (right bottom subfig- 

ure in Fig. 10 ), where the experimental velocity ratio is in the order of 
0.5 for the upper channel half. 

The particles y -velocity components of all the apparent viscosity con- 
cept cases presented in Fig. 7 are depicted in Fig. 11 as a function of the 
channel y -coordinate. While the y -velocity based on the raw experimen- 
tal data (dots in Fig. 11 ) is very scattered, the time-averaged experimen- 
tal velocity provides a clearer picture of the y -velocity (dotted lines in 
Fig. 11 ). 

The overall magnitude matches well in all cases; however, the nu- 
merical results (solid lines in Fig. 11 ) shows curvatures which may not 
be directly seen in the experimental data. Two different types of curva- 
ture are to be distinguished: (1) Initial relaxation effects and (2), in the 
case of PAC, more prominent subsequent effects of varying shear rate 
and thus viscosity as well as possible relevance of other forces such as 
lift. 

Regarding (1), for the H 2 O cases (left subfigures in Fig. 11 ), the par- 
ticles y -velocity component approaches the steady-state value of a sin- 
gle particle settling in a quiescent fluid based on the apparent viscosity 
concept #1, see Table 1 . However, in case of the larger particle, the 
y -velocity component is larger than the terminal velocity. This is a con- 
sequence of the initial particle velocity specified in the simulations, see 
Section 2.5.5 . The PAC cases show a corresponding velocity relaxation 
effect; however, much of this relaxation occurs, as expected, much faster 
than in the case of H 2 O. 
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Fig. 8. Concept #2 CFD trajectories (solid lines; Chhabra and Uhlherr drag law [34] with Carreau [32] model as given in Fig. 2 ) vs. experimental particle trajectories 
(circles) [1] . For further information see caption of Fig. 7 . 

Regarding (2), in case of the numerical PAC results, a prominent 
curvature of the Δy / Δt -curve is observed over the entire channel y - 
coordinate, with y -velocity minima (in magnitude) at the channels cen- 
terline. Due to the channel shear flow and the corresponding change in 
shear rate and hence viscosity in the y -direction, one would expect that 
the experimental y -velocity component of the particles is varying along 
the channel y -direction. Unfortunately, this may not be directly inferred 
from the time-averaged experimental y -velocity component. 

The minimum particle y -velocity is the same for different fluid bulk 
velocities. This is to be expected as in the center of the channel the mean 
flow strain is vanishing and the apparent viscosity is purely determined 
by the particle induced shear rate. 

Another possibility of analyzing the results is to plot the ratio of the 
relative velocity components, i.e. ( 𝑣 𝑥 − 𝑢 𝑥 )∕( 𝑣 𝑦 − 𝑢 𝑦 ) over the channel 
height y , as depicted in Fig. 12 . While in the H 2 O and the large particle 
diameter PAC2 cases, the experimental data and the CFD results coincide 
fairly well, this is not so for the other PAC cases. 

A general trend is that close to the channel top wall, the relative 
velocity ratio is positive, as both the nominator and denominator are 
positive due to the particle lacking behind both the fluid velocity in 
the x - and y -direction. In the lower part of the channel, the particle x - 
velocity component is larger than the fluid x -velocity component, and 
hence the relative velocity ratio becomes negative. 

Towards the lower channel wall, the experimental ratio (dotted 
lines) becomes smaller than minus one for all but the U = 0.048 m/s, 
d p = 3 mm PAC case as the positive horizontal slip velocity ( 𝑣 𝑥 − 𝑢 𝑥 ) be- 
comes larger in magnitude than the negative vertical slip ( 𝑣 𝑦 − 𝑢 𝑦 ) . This 
is not so for the numerical results (solid lines). For the two U = 0.085 m/s 
PAC4 cases, the experimental ratio becomes larger than one both in the 
upper half and center of the channel. This implies that the negative 
horizontal slip velocity ( 𝑣 𝑥 − 𝑢 𝑥 ) becomes larger in magnitude than the 
negative vertical slip ( 𝑣 𝑦 − 𝑢 𝑦 ) . 

4. Discussion 

Macroscopically, the experimental trajectories [1] and the numeri- 
cal trajectories of this study match reasonably well for the drag law con- 
cepts #1 and #2 given in Table 1 (and even for concept #3, if the Cross 
time constant or, alternatively, no viscoelastic correction, i.e. Eq. (28) , 
is used). While the S-shaped numerical trajectories are qualitatively in 
agreement with the analytical results of Childs et al. [22] , there exists 
a large mismatch between the S-shaped numerical trajectories of this 
study and the J-shaped experimental trajectories [1] for the lower chan- 
nel wall region, i.e. y < 0.008 m, in particular for all the small particle 
diameter cases. In principle, possible reasons for such a mismatch may 
be due to: 
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Fig. 9. Concept #3 CFD trajectories (solid lines; Acharya [2] drag law with time scale 𝜆= 𝜆Ca and PL-coefficients obtained from Carreau [32] model coefficients as 
given in Fig. 2 using conditions ( 22 ) and ( 23 )) vs. experimental particle trajectories (circles) [1] . [1] . For further information see caption of Fig. 7 . 

1. Shear rate model and effect of particle-induced shear. 
2. Rheological description of the fluid. 
3. Wall presence. 
4. Anisotropic viscosity due to polymer chains. 
5. Drag law formulation. 
6. Other relevant forces than drag. 
7. Shape of fluid velocity profile at particle settling test section. 
8. Initial velocity of particles at injection. 
9. Uncertainty of all parameters. 

10. Experimental measurement errors. 

The points 1 to 10 will be individually discussed in the following 
subsections. 

4.1. Shear rate model and effect of particle-induced shear 

For the case of orthogonal shear, the validity of Eq. (16) has been 
proven in many studies so far, (see Section 1.1 ). Macroscopically, this 
is also the case for the problems investigated in this study. However, 
microscopically, close to the channel walls, the relative velocity of the 
particle does have a significant x -component (see Fig. 10 ), which may 
lead to non-orthogonal velocities violating the orthogonal shear rate as- 
sumption of Eq. (16) . Furthermore, Eq. (16) may not straightforwardly 
be used for arbitrary 3D problems where fluid and relative particle ve- 
locities and shear rates may have any angle with respect to each other. 
For such cases, D p in Eq. (15) needs to be detailed by e.g. expressing 
Eq. (17) in a tensorial form to yield an expression for D p . 

The particle-induced shear rate estimate �̇� = ‖𝐯 𝑟 ‖∕ 𝑑 𝑝 appears to rep- 
resent the correct order of magnitude because the y -velocity compo- 
nents are reasonably well met in case of the apparent viscosity concept 
( Fig. 11 ). The same applies for the other drag law formulations investi- 
gated. 

4.2. Rheological description of the fluid 

It is known that PAC solutions feature mild viscoelastic and 
thixotropic behavior [44] , the former for short time scales in the or- 
der of < 1 s, the latter for larger time scales in the order of 10 to 800 s 
[44] . Viscoelasticity in the form of normal stress differences may also 
affect the steady-state velocity profiles in the channel close to a flow ex- 
tension as well as the force balance acting on a particle moving relative 
to the fluid flow. 

Moreover, the rheological properties of the experimental fluids are 
generally subject to temperature influence. While “the rheology of wa- 
ter, PAC 2 g/l and PAC 4 g/l did not change before and after the experi- 
ment ” [1] , the in-situ temperature of the fluid in the channel flow is not 
known. The experiments were conducted at ambient room temperature, 
which may not have been exactly 21°C. In addition, the shearing of the 
fluid in the components of the flow loop, in particular in the centrifugal 
pump, may have raised the in-situ fluid temperature. 

We think that viscoelastic effects are not playing a major role. The 
PAC solutions used in the experiments [1] feature elastic properties 
[44] , which is known to affect the wake structure of a moving par- 
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Fig. 10. Particle x -velocity components normalized with fluid x -velocity components for the cases presented in Fig. 7 as function of the channel y -coordinate. CFD 

(solid lines) vs. experimental particle trajectories (circles) [1] . Dotted lines represent time-averaged experimental data. 

ticle [2,50] . However, a corresponding correction of the drag coeffi- 
cient, namely Eq. (28) applied in drag concept #3, does not significantly 
change the trajectories, if the time scale used is equal to the time con- 
stant of the Cross model (not shown here). If the Carreau time constant 
is used, however, the numerical results indeed show drag enhancement 
(see Fig. 9 ), which results in a better trajectory match close to the lower 
channel wall for PAC4. But it also leads to increased mismatch in the 
centerline for the PAC4 cases as well as significant drag reduction and 
thus mismatch in the PAC2 cases. While it is debatable which one is the 
more correct time scale to use, the Cross time constant represents the 
magnitude of the time scale defined by Eq. (29) much better than the 
Carreau time constant [44] . Hence, we expect the Cross time constant 
to be a valid representation and conclude that viscoelastic wake is of 
minor significance for the cases investigated. As may be verified from 

Eq. (29) , elastic effects due to normal stress differences are shear rate de- 
pendent and the shear rates experienced by the particle are apparently 
not large enough to significantly change the drag and correspondingly 
the particles trajectory. 

However, taking a microscopic view, thixotropic effects may indeed 
have played a role because the in-situ apparent viscosity might change 
from the flow straightener to the particle settling test section. The flow 

straightener essentially leads to a contraction flow, where a fluid ele- 
ment experiences a sudden high shear rate in the straightener rapidly 
followed by a comparatively low shear rate after the straightener in the 
channel. For large shear rate steps, PAC4 shows thixotropic behavior 
with very large time scales of the order of ≈10-800 s [44] . The relative 

difference in apparent viscosity, i.e. the ratio of instantaneous apparent 
viscosity to microstructural steady-state apparent viscosity, ranges be- 
tween 80% to 95% for the two time scales mentioned [44] . Hence, even 
though the shear rate step from the flow straightener to the channel 
flow is probably not as large as in shear rate step tests used to evaluate 
thixotropic response [44] , the apparent viscosity might have changed by 
a certain unknown percentage in the order of 0…80% because the time 
scale for a fluid element traveling from the flow straightener to the test 
section is of the order �̇� = 𝑥 ∕ 𝑈 = 3-5.3 s, where x = 0.255 m is the dis- 
tance ( Fig. 1 ) and U is the respective fluid bulk velocity. From a macro- 
scopic viewpoint, thixotropy should not have played any role in the ex- 
periments [1] as trajectory measurements were obtained > 35 minutes 
after initializing the channel flow [1] , hence in full flow-dynamic and 
microstructural equilibrium. 

Another mechanism for increased drag is based on acting normal 
stress differences which may contribute to particle lift acting against the 
direction of the particle relative velocity [12] . This mechanism, how- 
ever, would have yielded slower settling velocities (which in fact match 
quite well the experimental data) and much faster relaxation of the par- 
ticle velocity in the x-direction. 

Normal stress presence may also significantly change the velocity 
profiles [51–53] . However, since we have used the actual experimen- 
tal velocity profiles it does not explain the trajectory mismatch. On the 
other hand normal stresses could reduce the observed downward veloc- 
ities on the lee of a particle trap tooth, i.e. reduce the downward drag. 
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Fig. 11. Particle y -velocity components for the cases presented in Fig. 7 as function of the channel y -coordinate. CFD (solid lines) vs. experimental particle trajectories 
(circles) [1] . Dotted lines represent time-averaged experimental data, dashed lines represent the steady-state, i.e. terminal velocity of a single particle settling in a 
quiescent fluid based on the apparent viscosity concept #1 as given in Table 1 . 

4.3. Wall presence 

It is well known that the presence of a wall affects the drag coeffi- 
cient, both for a particle moving along a wall [54,55] and approaching 
a wall [56] , as well as for particles settling in confined geometries such 
as a tube [28] . 

In case of the channel side walls, the confinement ratios 𝛽𝑖 = 𝑑 𝑝,𝑖 ∕ 𝑤 

for the different particle diameters are 0.028, 0.0748, and 0.074, respec- 
tively, with the channel width w = 0.042 m. These values correspond to 
a wall factor 𝑓 = 𝑣 𝑠𝑒𝑡,𝑤 

∕ 𝑣 𝑠𝑒𝑡 of approximately 0.97 to 0.9 in case of 
creeping flow [28] , i.e. a particle settling in a tube with confinement 
ratios 𝛽 i would feature settling velocities of 90-97 % compared to the 
unconfined case. However, as the channel walls represent a far less con- 
finement than a tubular geometry, side wall effects may be considered 
irrelevant for the here studied case. 

In case of horizontal walls, the vertical drag may increase by 50% 

when a 3 mm diameter particle is 6 mm away from the bottom channel 
wall [56] . Indeed, the time-averaged experimental particle y -velocity 
components of the two water cases and the 2 mm PAC2 case depicted in 
Fig. 11 show some decrease of the settling velocity close to 𝑦 = 0 . How- 
ever, this is not clearly seen in the other cases depicted in Fig. 11 . Fur- 
thermore, the scatter of the experimental data is relatively large near the 
bottom wall of the channel, featuring the particle traps. These traps are 
much larger (10 mm) than the remaining wall elements (3 mm). More- 
over, as opposed to the horizontal velocity components ( Fig. 10 ), the 

numerical particle y -velocity components are actually coinciding rea- 
sonably well with the experiments ( Fig. 11 ) indicating that the vertical 
drag is predicted fairly correct. 

4.4. Anisotropic viscosity 

Roodhart [11] conceptually introduced the idea of an “anisotropic 
apparent viscosity ”, i.e. “horizontal ” and “vertical ” apparent viscosity 
components and correspondingly different drag, representing the ar- 
rangement of the polymeric molecules (alignment or stretching) due to 
imposed shear. For CMC solutions, Gheissary and Van den Brule [5] also 
attributed this phenomenon to flow-induced anisotropy of viscosity be- 
cause CMC solutions shear-thin due to molecule alignment. 

Because of the strong rheological relationship between CMC and PAC 

(PAC is basically a higher quality CMC with a higher degree of substi- 
tution), an “anisotropic viscosity ” effect might indeed have occurred in 
the experiments [1] . However, three considerations lead us to believe 
that this is not the primary factor when it comes to the mismatch of CFD 

and experimental trajectories: 
First, for larger particles the mismatch close to the lower wall seems 

less prominent than for smaller particles. However, larger particles in- 
duce higher shear rates and the anisotropic viscosity is a high-shear rate 
effect [5,11] , so one would expect an even larger mismatch for larger 
particles. 

Second, the apparent viscosity function used by the CFD code is 
based on rheometer shear flow data, which corresponds to the x-velocity 
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Fig. 12. Relative velocity components ( 𝒗 𝒙 − 𝒖 𝒙 )∕( 𝒗 𝒚 − 𝒖 𝒚 ) of the cases presented in Fig. 7 over the channel height y . CFD (solid lines) vs. experimental particle 
trajectories (circles) [1] . Dotted lines represent time-averaged experimental data. As experimental u y -data is not available, u y was assumed to be zero. 

profile of the channel shear flow. If the anisotropic viscosity hypothesis 
is correct, than the apparent viscosity function should correctly predict 
the apparent viscosity in the x -direction. Hence, the particle x -velocities 
should match well and the experimental particle y -velocities should dif- 
fer from the numerical velocities; however, the opposite is the case. 

Third, plotting the absolute particle x-velocities vs. channel y- 
coordinate (see Fig. A9 in the Appendix ) reveals that for the lower part of 
the channel the particle is advected with a fairly constant velocity being 
roughly equal to the fluids maximum velocity in the channel centerline. 
However, even in the case of an anisotropic viscosity there should occur 
deceleration of the particle as a consequence of drag, corresponding to 
the particle acceleration in the upper part of the channel. 

4.5. Drag law formulation 

In general, non-Newtonian drag laws may substantially differ from 

each other for three reasons: First, they are based on possibly different 
sets of experimental data and different Reynolds number definitions and 
shear rate estimates may have been used to construct non-Newtonian 
drag laws. Second, many of them are based on the PL material function 
which is not valid over a larger range of shear rates because it does not 
account for limiting viscosities. Third, in some cases the fluids used for 
drag law studies may have featured some relevant viscoelastic behavior 
overshadowing the GNF drag [28] . 

For the examples investigated here, the trajectories obtained with 
drag law concept #1 and #2 (see Table 1 ) are virtually identical. As 

discussed in Section 4.2 , even concept #3 does yield the same trajec- 
tories if the viscoelastic drag correction, i.e. Eq. (28) , is based on the 
Cross time constant or neglected. It seems that in contrast to common 
perception [28] , an apparent viscosity concept (#1 in Table 1 ) based on 
a Newtonian drag law may just as well be used if the particle-induced 
shear rate is estimated with Eq. (16) and the apparent viscosity is com- 
puted based on a material function, here the Cross or Carreau models, 
describing the fluid correctly over the relevant range of shear. 

In addition to the vicoelastic drag correction utilized, further drag 
coefficient corrections may be applied to account for wall effects and 
anisotropy as discussed in Sections 4.3 and 4.4 . 

4.6. Other relevant forces than drag 

The pre-investigations indicate that the other forces than drag, F j , 
are to be expected of small relevance in the non-Newtonian cases. How- 
ever, it is not clear whether the simplistic assumption of an apparent 
viscosity also holds for the viscosity of the Newtonian lift laws and the 
rotational drag law required in the additional Lagrangian angular mo- 
mentum equation for the particle to determine the particle’s rotation 
rate. Furthermore, the Saffman lift force model [37,38] is limited to a 
certain range of particle, shear and rotational Reynolds numbers. Even 
though it was later extended to suit a larger regime of particle Reynolds 
numbers [57] , its validity is still restricted by both the shear and rotation 
Reynolds numbers. 
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The usual DPM assumption that independent of grid size the particle 
experiences the undisturbed velocity field at the mass center of the par- 
ticle may lead to wrong computational results for the drag and lift forces 
because the particle spans multiple grid cells and experiences non-linear 
velocity gradients across its virtual surface. A higher-resolution and yet 
computational affordable approach is to explicitly account for the par- 
ticles volume in the computational domain, e.g. by using a macroscopic 
particle model [58,59] , a dynamic deforming mesh in conjunction with 
a six degrees-of-freedom Rigid Body Dynamics solver [60] , or, more gen- 
erally, an immersed boundary method approach [61] . 

However, the time-averaged experimental y -velocity components of 
the particle indicate a relatively constant settling velocity fairly in ac- 
cordance with the numerical results of this study and hence indicates 
that lift may only play a minor role. 

In the non-Newtonian case of PAC solutions, rotation slip will ad- 
ditionally contribute to the shear rate as seen by the particle and thus 
affect the drag coefficient [62] . However, as lift and hence rotation is 
expected to play a minor role, the effect on the shear rate and the coef- 
ficient of drag is also expected to be minor. 

The difference between the CFD trajectories of Khatibi et al. [1] and 
the ones computed in this study may be explained with the additional 
forces used by Khatibi et al. [1] . They used an apparent viscosity concept 
without the particle-induced shear rate correction, i.e. Eq. (16) , as well 
as Newtonian Saffman lift and turbulent dispersion. However, besides 
the discussion of the Saffman lift force as given above, we do not expect 
turbulent dispersion playing a crucial role here, as the channel flow is 
well in the laminar regime based on the channel Reynolds number (see 
Section 2.6 ). 

4.7. Shape of fluid velocity profiles at particle settling test section 

While specifications of a uniform velocity profile (case A) or 
parabolic velocity profiles (cases B and C) at the inlet of the respective 
computational domains do not exactly yield the experimental velocity 
profiles [1] , the latter may be reasonably well reproduced by specifica- 
tion of the actual experimental velocity profile in conjunction with slip 
velocity tuning, as described in Sections 2.5.4 . Hence, for the trajecto- 
ries computed numerically, the velocity profiles should not contribute 
significantly to any trajectory mismatch, assuming the experimental ve- 
locity profiles [1] are representing the true in-situ velocity v x ( y ). 

As the experimental velocity profile for PAC2 is unavailable [1] , it 
is possible that the scaled (based on superficial velocity ratios) velocity 
profile of the PAC2 cases is somewhat incorrect and hence the particle 
is not advected far enough downstream until it impinges on the lower 
wall. 

It is unclear whether the PAC fluids used in combination with the 
acrylic wall really feature wall slip or whether this is just an artefact 
of the unresolved PIV-velocity profiles close to the wall. If the former 
is true, it does apparently not influence the shape of the trajectories a 
lot as the difference between the slip and no-slip trajectories is not to 
prominent, see Fig. A5 to Fig. A8 provided in the Appendix . 

The particle traps at the bottom channel wall do lead to local flow 

field disturbances and may be effectively represented by slip velocities, 
see Section 2.5.4 . Hence, the effect of the traps appears to be accounted 
for by the numerical model and does not explain the particle trajectory 
mismatch close to the lower channel wall. However, the traps may have 
an end-effect on the velocity profiles as discussed in Section 4.2 due to 
the role of normal stresses. Further investigation of this effect requires 
high-resolution wall-near experimental velocity profiles at the position 
of the particle. 

As the experimental and numerical y -velocity components reason- 
ably well coincide; any mismatch in trajectories may be attributed to the 
x -velocity component. This is confirmed by the normalized x -velocity 
component plots provided in Fig. 10 , which show that close to the lower 
channel wall small particles are advected much faster than the fluid. 

A particle being faster than the fluid may be explained with the 
higher momentum that the particle carries from its former mid-channel 
position. However, comparing specific cases shows that the orders 
of magnitude, i.e. the velocity ratios being in the range 1.5-5, ap- 
pear very unphysical. For instance, comparing the H 2 O, U = 0.085 m/s, 
d p = 0.002 m case (bottom left subfigure of Fig. 10 , ( Δx / Δt )/ u x ( y ) = 1-3 
for y < 0.002 m) with the corresponding PAC case (top right subfigure of 
Fig. 10 , ( Δx / Δt )/ u x ( y ) > 2 for y < 0.002 m) shows that in case of PAC4 
the particle should relax to the fluids velocity a lot faster, i.e. the velocity 
ratio ( Δx / Δt )/ u x ( y ) should be smaller than that of H 2 O for y < 0.002 m, 
as the viscosity magnitude of PAC4 is much higher than that of H 2 O. 
Instead, the particle is a lot faster than the fluid and does not relax in 
the time scale of the experiment. Another example is the comparison of 
the two PAC4, U = 0.085 m/s cases (Right subfigures of Fig. 10 ). For the 
smaller particle one would again expect a much faster relaxation as the 
particles inertia, i.e. its momentum carrying capacity, is much smaller 
than the one of the bigger particle. 

For the H 2 O cases, both the CFD and experimental ratios of slip veloc- 
ities (left subfigures of Fig. 12 ) indicate that the slip velocity component 
in the y -direction always dominates because the ratios are smaller/larger 
than plus/minus one. As expected, the horizontal particle velocity lags 
behind the horizontal fluid velocity until the particle is quite close to 
the bottom due to the initially very low horizontal slip. However, this 
is very different for some of the PAC cases. Here the experimental data 
shows ratios larger/smaller than plus/minus one. In the experimental 
data of the PAC4, U = 0.048 m/s case ( Fig. 10 ), we see that the hori- 
zontal slip is, as expected, smaller than for water in the upper part of 
the channel, while the particle starts to move significantly faster than 
the fluid horizontally in the lower half of the channel (2 mm diameter 
case). For the PAC4, U = 0.085 m/s case, the particles are expected to 
have approximately twice as large horizontal slip due to the larger ve- 
locity gradients. This effect is seen in the simulations. However, in the 
experiments the horizontal slip is increased by an order of magnitude 
or more. We see that for five out of the six PAC4 cases the experimen- 
tal data shows ratios larger/smaller than plus/minus one. These experi- 
mental results are hard to explain without additional higher-resolution 
near-wall measurements of the fluid and particle velocities. All PAC CFD 

cases show ratios smaller than the span of the Newtonian case, which is 
what one would expect due to the higher apparent viscosity levels and 
hence shorter particle relaxation times. 

4.8. Initial velocity of particles at injection 

Particle initial velocities may influence trajectories quite largely 
[14] . However, this effect has been mitigated in this study by specifying 
the actual particle velocities as initial conditions, see Section 2.5.5 . 

As may be verified from Fig. 11 , in case of the PAC solutions the 
relaxation process is very fast and, given the scatter of the experimental 
data, the y -velocity components coincide reasonably well. The two un- 
physical results (bottom left and top right subfigure of Fig. 11 ) where the 
particle is actually entering the channel with a settling velocity much 
faster than the steady-state velocity (dashed lines in Fig. 11 ) is a direct 
consequence of utilizing the first two experimental data [1] points as 
initial condition. 

4.9. Uncertainty of parameters 

In principle, all physical parameters such as those given in 
Fig. 2 / Table 4 are subject to natural scatter when measured and thus 
uncertain, either because of real different instances of the physical ob- 
jects or because of measurement process immanent inaccuracies. Fur- 
thermore, simplifications such as representing the complex rheolog- 
ical behavior with a GNF constitutive equation or closures such as 
the application of non-Newtonian/high Reynolds number drag laws 
may increase the uncertainty. For instance, the pure flow curve mea- 
surements of PAC solutions show an uncertainty range of ≈± 5% for 
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�̇� > 140 𝑠 −1 and ≈± 10% for �̇� < 30 𝑠 −1 [44] . The Schiller-Naumann 
drag law [23] utilized in the apparent viscosity concept #1 features 
an uncertainty of ± 5% [63] with regards to the standard Newtonian 
drag curve [35] . Up to Re p < 100, Newtonian drag laws such as the 
Schiller-Naumann drag law [23] may be used instead of dedicated non- 
Newtonian drag laws [28] . However, the degree of uncertainty may be 
larger ( ± 30%) [28] . The #2 drag law has an uncertainty of ± 3.5% [34] . 
Another unknown is the actual particle diameter since the nominal val- 
ues [1] in fact represent a distribution. The particle diameter d p acts 
quadratic on the settling velocity, see Eq. (9) . Hence, knowledge of the 
actual particle diameter in settling experiments is important and may 
be established by e.g. the use of a particle size analyzer. 

Quantifying the combined effect of multiple uncertain parameters 
on the trajectories, for instance by application of polynomial chaos the- 
ory [14] , requires knowledge of uncertainty ranges for all the relevant 
parameters and is a study of its own kind. Nevertheless, in principle, 
uncertainty propagation of one or more parameters may significantly 
affect computed trajectories. However, we do not expect this to be the 
major reason for the observed mismatch between experiments and sim- 
ulation as any uncertain quantity would affect the entire numerically 
computed trajectory and not just the lower near-wall part. 

4.10. Experimental measurement errors 

As discussed in Sections 4.3 and 4.8 , the experimental PTV trajec- 
tory data [1] shows some anomalies, namely that the particle becomes 
much faster than the fluid close to the lower wall for the small parti- 
cle diameter and that in two cases the particle initially is actually faster 
than the steady-state settling velocity. In addition, the experimental PIV 

velocity profile data [1] shows a non-parabolic profile with deviations 
close the channel walls. Given the geometrical dimensions and the 2D 

PTV technique used [1] , two possible errors may be prevalent in the de- 
termination of the position of the particle and hence the experimental 
trajectories reported by Khatibi et al. [1] . 

First, optical distortion, i.e. a parallax error, may have led to an 
under-prediction of the x -position. However, in the PTV pictures, the 
position was determined by scaling the particle channel height and the 
distances of the particle traps as length units [43] . Even on distorted 
pictures with relevant refraction, the position would be determined cor- 
rectly as the identical distortion and refraction would occur to the scale 
used for determining the particle position. 

Second, an over-prediction of the particles position might have oc- 
curred due to refraction of light as it travels through the fluid, the acrylic 
wall and air. However, estimating the relative difference based on the 
geometrical camera setup (positioned between 0.3 to 0.5 m away from 

the channel) [43] and the different refraction indices of air, acryl and 
H 2 O/PAC gives a maximal relative error < 5 %. 

4.11. Summary 

Some of the possible factors discussed in Sections 4.1 –4.10 may have 
affected either the experimental results or CFD trajectories by an un- 
known percentage. The relevance of each effect is unknown; however, 
some are certainly more relevant than others. For instance, we expect 
the correct rheological description to be crucial and much more im- 
portant than temperature effects because realistically the temperature 
variations in the experiments is within a couple of degrees Celsius. 

An important indication for the possible relevance of improper rheo- 
logical modeling ( Section 4.2 ), incorrect velocity profiles ( Section 4.6 ), 
the neglected lift forces ( Section 4.6 ), and incorrect trajectory data 
( Section 4.10 ) is the local mismatch observed between CFD and experi- 
mental trajectories close to the lower channel wall. Hence, more detailed 

and accurate near-wall experimental data (velocity profiles and trajec- 
tories, in-situ rheological properties via pipe viscometry) and modeling 
work (3D formulation of Eq. (16) , particle lift laws for shear-thinning 
fluids, more sophisticated constitutive equations and material functions 
accounting for time-dependency and/or normal stress differences) are 
required to minimize the observed mismatch. 

5. Conclusion 

In our simulations of a particle settling in a orthogonal shear flow 

of a shear-thinning, mildy viscoelastic fluid, we have accounted for the 
particle-induced shear rate and the corresponding effect on viscosity by 
applying a shear rate vector magnitude concept. This yields particle tra- 
jectories, which in principle coincide well with the experimentally ob- 
tained trajectories of Khatibi et al. [1] . However, a significant mismatch 
is observed in the lower channel wall region, primarily for small parti- 
cle sizes, and is a consequence of the particles x -velocity components. 
In the available experimental data [1] , the particles x -velocity compo- 
nents are unphysically faster than the respective fluid velocity at the 
particle position, if Generalized Newtonian Fluid behavior is assumed. 
This may be a consequence of improper modeling, namely a too simple 
rheological description by neglecting normal stress differences and/or 
thixotropic behavior or the non-consideration of particle lift laws (for 
which no shear-thinning formulation is yet validated). In addition, in- 
accurate near-wall experimental data, namely velocity profiles and par- 
ticle trajectories may be the cause. More research dedicated to these 
issues is required to eliminate the trajectory mismatch. 

Furthermore, we find that for the investigated cases particle drag 
appears to be the major particle force, that viscoelastic effects of the 
polymeric solutions are not dominant when it comes to particle settling, 
and that standard Newtonian drag laws (e.g. Schiller-Naumann) may be 
used in an apparent viscosity concept as long as the particle-induced 
shear rate is estimated with ‖v r ‖/ d p . 
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Appendix 

Table 3 

Maximum particle Reynolds numbers Re p for Fluent’s state-of-the-art 
( Re p, old ) and the apparent viscosity concept #1 ( 𝑅 𝑒 𝑝, #1 ) as well as the drag 
law concept #3 ( 𝑅 𝑒 𝑝, #3 ). 

Case 1 2 3 4 5 6 7 8 

Re p , old 212 618 2.67 7.19 0.434 1.38 0.823 1.66 
𝑹 𝒆 𝒑 , #1 212 618 2.18 5.89 0.39 1.11 0.822 1.54 
𝑹 𝒆 𝒑 , #3 204 632 3.12 10.17 0.35 1.13 0.90 1.68 
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Table 4 

Fluid densities and rheological model coefficients based on fits to the rheometric data of [1] as depicted in Fig. 2 , 
at room temperature (21°C) and atmospheric pressure (1.01 bar). 

Fluid 𝝆f [kg/m 

3 ] Cross (goodness-of-fit R 2 = 0.9986) Carreau (goodness-of-fit R 2 = 0.9813) 

𝝁0 [Pa·s] 𝝁∞ [Pa·s] 𝝀Cr [1/s] n Cr [-] 𝝁0 [Pa·s] 𝝁∞ [Pa·s] 𝝀Ca [1/s] n Ca [-] 

H 2 O 998 0 0.001 0 0 0 0.001 0 0 
PAC2 1000 0.0721 0.001 0.0109 0.586 0.0688 0.001 0.1400 0.7210 
PAC4 1000 0.214 0.001 0.0261 0.608 0.1989 0.001 0.2528 0.6861 

Fig. A1. Secondary flows because of the particle traps for test case 1 as given in Table 2 . CFD case A with no-slip BC and all particle forces. 
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Fig. A2. Secondary flows because of the particle traps for test case 7 as given in Table 2 . CFD case A with no-slip BC and all particle forces. Drag concept #1 with �̇�
based on Eq. (16) and cross material function. 

Fig. A3. Effect of particle traps on strain rate for test case 7 as given in Table 2 . CFD case A with no-slip BC and all particle forces. Drag concept #1 with �̇� based 
on Eq. (16) and cross material function. 
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Fig. A4. Effect of particle traps on viscosity for test case 7 as given in Table 2 . CFD case A with no-slip BC and all particle forces. Drag concept #1 with �̇� based on 
Eq. (16) and cross material function. 
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Fig. A5. Pre-investigation, role of particle forces, CFD case A (3D), no-slip BC, drag force and all particle forces as described in Section 2.3 . 
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Fig. A6. Pre-investigation, role of particle forces, CFD case A (3D), slip BC, drag force and all particle forces as described in Section 2.3 . 
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Fig. A7. Pre-investigation, role of particle forces, CFD case C (2D), no-slip BC, drag force and all particle forces as described in Section 2.3 . 
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Fig. A8. Pre-investigation, role of particle forces, CFD case C (2D), slip BC, drag force and all particle forces as described in Section 2.3 . 
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Fig. A9. Particle x -velocity components for the cases presented in Fig. 7 as function of the channel y -coordinate. CFD (solid lines) vs. experimental particle trajectories 
(circles) [1] . Dotted lines represent time-averaged experimental data. 
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Abstract 9 

Drill pipe rotation is considered a relevant factor for cuttings transport and hole cleaning. However, in 10 

the term “rotation” is often used as a moniker for the combination of plain drill pipe rotation around its 11 

own axis and more complex lateral motion, as many laboratory setups feature an unconstrained drill 12 

string. Lateral motion is generally considered to benefit the transports of cuttings due to increased bed 13 

agitation. By means of Computational Fluid Dynamics, we have investigated the effect of synchronous 14 

and asynchronous whirling drill string motion on the cuttings bed and cuttings transport for water and a 15 

more viscous, shear-thinning fluid using the Two Fluid Model in conjunction with the Kinetic Theory Of 16 

Granular Flows and closures from soil mechanics to rheologically describe granular matter. The 17 

dynamic mesh capability of ANSYS Fluent R17.2 is exploited to account for the orbital motion of the 18 

drill string. In addition, three base cases (negative eccentric, concentric, and positive eccentric) are 19 

investigated for comparison. Whirling motion helps tremendously to disperse the solids into the main 20 

flow region and hence improves the quality of cuttings transport and hole cleaning, with synchronous 21 

whirl by far outperforming asynchronous whirl due to the cumulative tangential and radial velocities. 22 

The effect is much more prominent for water than for the more viscous, shear-thinning fluid because 23 

the latter already shows a comparatively good cuttings transport performance. Moreover, in case of the 24 

more viscous, shear-thinning fluid, the positive eccentric annulus provides an even better cuttings 25 

transport capability, if comparison is made on equivalent pressure gradients. Because of the higher 26 

viscosity level, the whirling motion reduces the axial throughput, which despite the increased bed 27 

agitation results in worse performance compared to the positive eccentric case. 28 
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6 1 Introduction 

1 Introduction 1 

In petroleum drilling, solid particles (cuttings) are generated by the drill bit which is being pushed 2 

downhole with a certain rate of penetration (𝑅𝑂𝑃). The cuttings are subsequently transported by the 3 

often shear-thinning drilling fluid through the annular space (created by the drill pipe1 in a wellbore) to 4 

the surface, as qualitatively depicted in Figure 1. 5 
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 6 

Figure 1: Cuttings transport process on an annular scale. 7 

Adequate cuttings transport is required for proper hole cleaning, i.e. the absence of a critical cuttings 8 

bed to avoid costly downtimes in drilling due to e.g. stuck pipes. The quality of solids transport depends 9 

on many factors (A. Busch et al., 2018), two of which are drill pipe rotation and eccentricity. Due to the 10 

relevance of cuttings transport to the drilling industry, these have been the subject of many experimental 11 

studies (Avila et al., 2008; e.g. Han et al., 2010; Larsen, 1990; Sanchez et al., 1999; Tomren et al., 12 

1986) over the last decades as well as numerical, or more precisely Computational Fluid Dynamics 13 

(CFD) studies (e.g. Akhshik et al., 2015; Epelle and Gerogiorgis, 2017; Heydari et al., 2017; Pang et 14 

al., 2019, 2018) in recent years. 15 

1.1 Effect of parameters on cuttings transport and hole cleaning 16 

Negative2 eccentricity increases the accumulation of particles at the lower side of the annulus (leading 17 

to a sediment or cuttings bed) because the narrower gap results in a local reduction in fluid velocity 18 

(Bicalho et al., 2016a; Heydari et al., 2017). At the same time, pressure loss decreases because the 19 

effective cross-sectional flow area increases. This also holds for the single-phase (SP) case, regardless 20 

 
1 Strictly speaking, one needs to distinguish between individual drill pipe elements and the drill string made up of several drill pipe 

elements. However, for simplicity and because we here focus on an annular element with length 𝐿 < 10 m, we use the terms 

interchangeably. 
2 The coordinate system employed in this study is depicted in Figure 1 and defined as follows: Assuming a horizontal wellbore, 

i.e. an inclination of 90° as used in the petroleum industry, the streamwise direction is positive 𝑥, the vertical direction against 

gravity is positive 𝑦, and the direction out of the plane is positive 𝑧. Thus, negative eccentricity is characterizing a drill pipe out-

of-center towards the lower side of the annulus, whereas positive eccentricity is the opposite. 



1.1 Effect of parameters on cuttings transport and hole cleaning 7 

of fluid type or flow regime (McCann et al., 1995). Rotation on the other hand generally increases the 1 

transport of cuttings (Duan et al., 2010; Han et al., 2010), in particular in the cases off negative eccentric 2 

configurations because the tangential velocity of the rotating pipe is acting at the position of high solid 3 

volume fractions, i.e. at the cuttings bed (Bicalho et al., 2016a; Heydari et al., 2017; Xiaofeng et al., 4 

2014). However, this effect is dependent on the particle size as small particles will be re-entrained much 5 

easier than large ones (Duan et al., 2008; Sifferman et al., 1992) as well as the annular diameter ratio, 6 

as the effect of rotation becomes much more relevant for smaller annular gaps (Peden et al., 1990). By 7 

reducing an existing cuttings bed and thereby increasing the effective flow area, drill pipe rotation leads 8 

to a decrease in pressure loss, which is different to the SP case where rotation may increase or 9 

decrease pressure losses, depending on the flow regime and fluid (Sorgun et al., 2011). For instance, 10 

pressure losses increase with rotation for turbulent flows and decrease for laminar flows of Power-Law 11 

(PL) fluids because of the shear-thinning property of the fluid (Johansen et al., 2003; McCann et al., 12 

1995). On the other hand, for the case of Yield-Power-Law (YPL)/Herschel-Bulkley (HB) fluids, Erge et 13 

al. (2015, 2014) observed no significant effect of rotation for turbulent flows and a pressure loss increase 14 

or decrease in the laminar and transitional regime, depending on the magnitude of inertial forces, i.e. 15 

the spatial dimensions of the annulus as well as the viscosity level of the fluid. 16 

Often, in cuttings transport studies, the drill string is assumed to rest in a fixed position, which may be 17 

either concentric or eccentric. However, this is rarely the case in wellbores (Ahmed et al., 2010; Saasen, 18 

2014), where the drill pipe may feature complex lateral motion patterns (Gao, 2010; Leine et al., 2002; 19 

Shyu, 1989). Rotation is a necessary requirement for lateral motions. For a given rate of rotation, a 20 

variety of lateral motion patterns may be observed depending on the three-dimensional (3D) wellbore 21 

trajectory and the particular point of the wellbore one focuses on. The flexibility of the drill pipe (Xiao et 22 

al., 2003) and the buckling of the drill string (Erge et al., 2015, 2014), as a consequence of the axial 23 

force applied on the string and the bit, i.e. weight on bit, determine the local eccentricity and in 24 

combination with the drill string rotation and its experienced torque (Leine et al., 2002) as well as the 25 

hydrodynamic pressure and viscous forces of the drilling fluid (Leine et al., 2002; Xiao et al., 2003) lead 26 

to a specific lateral motion.  27 

In general, a drill pipe rotating in a wellbore with an angular velocity 𝜔 2𝜋 𝑟𝑝𝑚 /60 may feature a 28 

variety of lateral/orbital motion patterns, which include the absence of lateral motion, i.e. pure rotation, 29 

snaking motion, where the drill pipes climbs the annular wall to a certain extent and then falls back due 30 

to gravity, irregular motion, and whirling motion, where the drill pipe rolls or slides on the surface of the 31 

outer pipe in an clockwise or anti-clockwise manner, as detailed further in section 2.1 (Gao, 2010). 32 

While specific types of lateral motion of the drill string may cause material wear and damage (Cayeux 33 

et al., 2018) as well as an increase in average pressure drop (Erge et al., 2015, 2014; Khatibi et al., 34 

2018a, 2018b) and pressure oscillations (Khatibi et al., 2018a), it is also reasonable to expect an 35 

increased transport of cuttings because the motion of the drill pipe additionally agitates the bed and 36 

entrains particles into the bulk of the liquid flow. However, only a very limited number of research 37 

activities have focused on the specific effect of lateral drill string motion on cuttings transport. 38 
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1.2 State of the art of lateral drill string motion experiments 1 

In experimental studies, both rotation and eccentricity have been extensively investigated and in many 2 

laboratory setups rotation and eccentricity are truly independent parameters (e.g. Duan et al., 2010; 3 

Peden et al., 1990; Sifferman et al., 1992). However, in many other laboratories (e.g. Avila et al., 2008; 4 

Khatibi et al., 2018a, 2018b; Sanchez et al., 1999; Sayindla et al., 2017; Ytrehus et al., 2018, 2015) the 5 

drill string is not entirely constrained and hence lateral, orbital and/or whirling motion may occur. Thus, 6 

the eccentricity at the point of observation is time-dependent and a function of the aforementioned 7 

parameters and, unfortunately, often undisclosed. 8 

In a review conducted by Pilehvari et al. (1999), the relevance of the role of lateral drill pipe motion is 9 

first mentioned as “the manner in which the drill string behaves dynamically” and attributed to the study 10 

of Bassal (1996) in the sense that “all previous experimental studies had limitations in simulating the 11 

real dynamics of the drill pipe”. At the same time, many of these results were disseminated by Sanchez 12 

et al. (1999).  13 

In the experiments of Sanchez et al. (1999), the drill string was only constrained at its end and hence 14 

was able to move freely in the middle where flow observations were made. Sanchez et al. (1999) 15 

showed that not the pure rotation but rather the resulting orbital motion is the reason for significant 16 

improvement of hole cleaning, both during actual drilling and after drilling when cuttings generation has 17 

ceased. 18 

1.3 State of the art of lateral drill string motion modeling 19 

Recently, Computational Fluid Dynamics (CFD) has been increasingly used to study wellbore flows 20 

(e.g. Bicalho et al., 2016a; Bilgesu et al., 2002; Epelle and Gerogiorgis, 2017; Hajidavalloo et al., 2013; 21 

Heydari et al., 2017; Mme and Skalle, 2012; Ofei et al., 2014; Ofei and Pao, 2014; Pang et al., 2018, 22 

2019; Pereira et al., 2007; Rooki et al., 2013a, 2013b; Wang et al., 2009; Xiaofeng et al., 2014). 23 

Typically, rotation is treated as plain drill string rotation and simply accounted for by specifying a 24 

tangential no-slip velocity at the drill pipe wall. The role of whirling motion, however, has gained much 25 

less attention. 26 

Very recently, Pang et al. (2019) studied orbital drill pipe motion by means of CFD for the case of a PL 27 

fluid and showed that orbital motion increases the cuttings transport ratio (𝐶𝑇𝑅) while decreasing the 28 

pressure drop (However, higher rotating speeds cause a sharp increase in pressure drop in particular 29 

when the drill pipe orbits in the opposite direction to its self-rotation). The larger the radius of the orbital 30 

motion, the better for the 𝐶𝑇𝑅. Orbital motion periodically stirrs up the cutting bed by causing the core 31 

zone of the axial bulk velocity following the orbital motion (though lagging behind that) and producing 32 

secondary tangential flows and eddies. Pang et al. (2019) utilized the Eulerian-Eulerian Two Fluid Model 33 

(TFM) in combination with the Kinetic Theory of Granular Flows (KTGF), though no additional closures 34 

were employed to account for frictional effects within the dense granular media, i.e. the cuttings bed. 35 

The sliding mesh method of ANSYS Fluent R14.0 was employed to realize the orbital motion of the drill 36 
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pipe. Self-rotational speed 𝜔  and orbital speed 𝜔  were considered to be equivalent in magnitude, i.e. 1 

𝜔 𝜔  and 𝜔 𝜔 , and investigated in the range 0 to 200 rpm. 2 

Recently, Cayeux et al. (2018) investigated the special case of synchronous whirl, where the drill string 3 

angular frequency equals the angular frequency of the whirling motion and the pipe always faces the 4 

same side towards the outer wall of the annulus, comprising the cases of SP laminar flow of Newtonian, 5 

PL, and HB fluids. Based on the methodology used by Feng et al. (2007) they inverted the annular 6 

system by considering the outer cylinder rotating around the inner and accounted for centrifugal and 7 

Coriolis forces. The whirling motion contributes to the total pressure gradient for all fluids investigated. 8 

However, in case of the HB fluid the pressure gradient of the pure rotational cases exceeds the one of 9 

the whirling cases at approximately 80 rpm for all volumetric flow rates investigated, presumably 10 

because the whirling motion avoids plug regions at higher rotational speeds (Cayeux et al., 2018). 11 

Both Vieira Neto et al. (2012) and (Bicalho et al., 2016b, 2016a) experimentally investigated the flow of 12 

laminar xanthan gum solutions in annuli with orbital inner pipe motion. In addition, they simulated the 13 

pressure drop using the dynamic meshing (Neto et al., 2012) and sliding mesh capabilities (Bicalho et 14 

al., 2016a, 2016b) of ANSYS Fluent and obtained a good fit between experimental and numerical 15 

results. Rotation and corresponding orbital motion of the inner tube results in more uniform flow 16 

distributions in the annulus, preventing flow stagnation in the narrow-gap regions in cases of eccentric 17 

configurations. Therefore, in the case of a partially blocked annulus with eccentricity, increasing drill 18 

pipe rotation and orbital motion is considered to improve the transport of cuttings (Bicalho et al., 2016a). 19 

For a negative eccentricity of a highly shear thinning fluid, Demiralp (2014) investigated the effect of 20 

different whirl patterns on cuttings transport. A two-way coupling between solids and fluid by means of 21 

CFD and the Discrete Element Method (DEM) and presumably (The details of the whirling motion 22 

implementation are not disclosed) the dynamic meshing capabilities of ANSYS Fluent were employed 23 

to investigate hole cleaning for different fluid superficial velocities and drill pipe rotations. Solids 24 

concentration decreases with increasing whirling speed in all flow regimes, with synchronous whirl 25 

yielding the highest solid superficial velocity. 26 

1.4 Purpose, scope and structure of this paper 27 

While some numerical studies investigated the impact of whirling motion on the flow hydrodynamics 28 

(Bicalho et al., 2016a; Cayeux et al., 2018; Feng et al., 2007; Neto et al., 2012), the effect of drill pipe 29 

whirl on cuttings transport has—to our knowledge—not been quantitatively investigated, with the 30 

notable exceptions of the thesis of Demiralp (2014) and the recent study of Pang et al. (2019). 31 

Experimental investigations have often featured a laterally moving drill string; however, the lateral 32 

motion is usually a consequence of the system and the controlling parameter is simply the rotational 33 

rate of the drill pipe. Unfortunately, no clear distinction is made in the literature between plain drill pipe 34 

rotation and additional lateral, orbital, or whirling motion, in particular when it comes to the interpretation 35 

and quantification of experimental results. Even recent review papers combine these under the umbrella 36 

rotation (Kelin et al., 2013; Li and Luft, 2014a, 2014b; Ofei et al., 2015; Xiaofeng et al., 2013). In addition, 37 
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we are not aware of any study where the modes of and the parameters describing orbital motion were 1 

disseminated. This hinders quantitative comparisons. 2 

We numerically investigate the effect of two classical whirling motion cases, namely forward and 3 

backward whirl (detailed definitions are provided in the following section 2.1), on cuttings transport for 4 

water and a more viscous, shear-thinning fluid. We then compare these results to eccentric and 5 

concentric cases with plain drill string rotation. 6 

In the following section, a description of the drill string whirl cases as well as all relevant other 7 

parameters investigated is presented, followed by a brief summary of the physical CFD model along 8 

with required closures. SP results are then presented and compared to the experiments of Khatibi et al. 9 

(2018a, 2018b), followed by the presentation of cuttings transport simulation results. In the subsequent 10 

discussion, we provide explanations for the observed phenomena as well as an analysis of the strength 11 

and weaknesses of our investigations. Finally, a brief summary and outlook is given. 12 

2 Materials and Methods 13 

2.1 Drill string whirl 14 

In general, four patterns of drill pipe motion may be characterized as follows (Shyu, 1989): 15 

1. Synchronous whirl (SW), also known as forward whirl, where the tool joint is sliding on the 16 

hole/casing wall in such a manner that it always faces the same side towards the outer wall. 17 

Consequently, the drill pipe rotation and its whirling motion show identical angular velocities, 18 

i.e. 𝜔 𝜔 . 19 

2. Asynchronous whirl (AW), also known as backward whirl, where the tool joint is rolling on the 20 

hole/casing wall without any slip. Consequently, the whirling motion occurs in opposite direction 21 

of the drill pipe rotation and the angular velocity of the whirl motion is given by 𝜔 𝑑 /𝑑 𝜔 , 22 

where 𝑑  is the diameter of the tool joints. 23 

3. More complex whirl, where there is slip between the surfaces such that 𝜔 𝑐 𝜔 , where 𝑐  is 24 

different from 1 or 𝑑 /𝑑 , not necessarily constant and may even be different for the 𝑦 and 𝑧-25 

direction such that the motion pattern becomes a Lissajou curve. 26 

4. Any other (seemingly chaotic) motion, where e.g. the drill string does not always remain in 27 

contact with the wellbore wall (at all times) and/or where there is slip between the surfaces of 28 

tool joints and wellbore wall. 29 

We here focus on plain whirling motion, i.e. type 1 and 2 as characterized above, because it is easiest 30 

to parametrize. A generic framework for the whirling motion is given by a 2D oscillation equation in 𝑦 31 

and 𝑧: 32 

    cosw y y y yy E A A t   , (1) 33 

  sinw z z zz E A t  , (2) 34 



2.1 Drill string whirl 11 

where 𝐸  are the dimensional eccentricities, 𝐴  the dimensional amplitudes, and 𝜔  the angular velocities 1 

(which are here taken as 𝜔 𝜔 𝜔 ), as depicted in Figure 2. 2 
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Figure 2: Geometrical and kinematical system quantities, downstream orientation. Left: Geometrical 4 
dimensions of drill pipe, tool joints and outer wall of wellbore as well as drill pipe rotation around its own 5 
axis. Right: Kinematic quantities describing whirling motion of drill pipe in wellbore. 6 

While SW and AW may be straightforwardly parametrized as described above, this is not so in many 7 

experimental setups because the drill string is free to move in the test section. For instance, in the 8 

experiments of Khatibi et al. (2018a, 2018b), the eccentricity and amplitude are functions of the drill 9 

pipe’s rotation rate and the superficial fluid velocity. The drill pipe consisted of several acrylic elements 10 

connected with flexible joints, the diameter of which was slightly larger than the drill pipe. One end was 11 

connected to a dual current motor while the other end was not constrained and hence free to move. 12 

Therefore, the flexible drill string arrangement was subject to lateral motion because of the enforced 13 

rotation at one end and the systems mechanical properties (compliances of individual drill string 14 

elements and flexible joints, Coulomb and viscous friction). Khatibi et al. (2018b) showed, that in their 15 

SP experiments the observed change in vertical eccentricity 𝐸  is largely dependent on the rotation rate 16 

of the drill pipe and to a smaller extent on the Reynolds number of the flow. We curve-fitted second-17 

order polynomials to the available dimensional data (Khatibi, 2018), the coefficients of which are 18 

presented in Table 1. 19 

Case 𝒄𝟏 𝒄𝟐 𝒄𝟑 𝒄𝟒 𝒄𝟓 𝒄𝟔 

𝑬𝒚 -0.007085 2.916e-06 0.04796 1.891e-08 0.003387 845.2 

𝑨𝒚 0.0003163 5.074e-05 -0.8467 -1.526e-07 -0.001904 560 

Table 1: Coefficients for second-order polynomials 𝑐 𝑐 𝑟𝑝𝑚 𝑐 𝑄 𝑐 𝑟𝑝𝑚 𝑐 𝑟𝑝𝑚 𝑄 𝑐 𝑄  20 
describing 𝐸 𝑓 𝑟𝑝𝑚 , 𝑄  and 𝐴 𝑓 𝑟𝑝𝑚 , 𝑄  in the SP experiments of Khatibi et al. (2018a, 2018b). 21 
It is assumed that for 𝑟𝑝𝑚  = 0 and 𝑄 > 0 the datapoints show the same trend as for 𝑟𝑝𝑚  = 0 and 𝑄  = 0 22 
(red marked in Table 6 in 5Appendix C), 23 
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In the experiments of Khatibi et al. (2018a, 2018b), the horizontal amplitude 𝐴  as well as the angular 1 

velocity 𝜔  were not determined explicitly. However, the latter may be estimated with 2𝜋 𝑟𝑝𝑚/60 based 2 

on the frequency spectra analysis of pressure readings (Khatibi, 2018; Khatibi et al., 2018a), while the 3 

former may be roughly estimated by 𝐴 /2 (Khatibi, 2018). 4 

2.2 Test matrix 5 

Table 2 summarizes the SP cases investigated for rotational and lateral-motion model validation. 6 

Case Fluid Eccentricity 𝝎𝒑 [RPM] 

1 H2O 0 0 

2 H2O -0.95 0 

3 H2O -0.88 100 

4 H2O -0.77 200 

5 H2O -0.60 300 

6 PAC 0 0 

7 PAC -0.95 0 

Table 2: SP test matrix following the experiments of Khatibi et al. (2018a, 2018b). In case of non-zero drill 7 
pipe speed, whirling acc. to equations (1) and (2) as well as Table 1 was additionally specified. 8 

For the cuttings transport multiphase (MP) simulations, a horizontal 8.5 in wellbore section (𝑑  = 0.216 9 

m) with a 5.0 inch drill pipe (𝑑  = 0.127 m and tool joint diameter 𝑑  = 0.168 m) was assumed. Different 10 

fluids, eccentricities/whirl types, pressure gradients and drill pipe rotation rates were investigated as 11 

summarized by Table 3 in order to represent field values. 12 

Case Fluid 𝒆𝒚 [-] 𝝎𝒑 [RPM] 𝒅𝒑/𝒅𝒙 [Pa/m] 

1 H2O -0.54 

0, 30, 60, 100, 130 

-100, -200, -300, -400, -500 

2 H2O 0.00 

3 H2O 0.54 

4 H2O AW 
30, 60, 100, 130 

5 H2O SW 

6 PAC -0.54 

0, 30, 60, 100, 130 7 PAC 0.00 

8 PAC 0.54 

9 PAC AW 
30, 60, 100, 130 

10 PAC SW 

Table 3: MP test matrix. In case of 𝑒  = {SW, AW} a whirling motion acc. to equations (1) and (2) was 13 
additionally specified. 14 

For the sake of clarity, Figure 3 details column 𝑒  of Table 3, where the drill pipe’s AW and SW motion 15 

is defined as described in section 2.1 and equations (1) and (2). 16 
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 1 

Figure 3: Overview of different systems investigated in terms of eccentricity 𝑒 , plain drillpipe rotation around 2 
the drill pipe axis, and whirling motion of the drill pipe. 3 

The properties of the two types of fluids investigated in this study are given in Table 4. 4 

Fluid 𝒏𝑷𝑳 [-] 𝑲𝑷𝑳 [Pa∙sn] 𝝆𝒇 [kg/m³] 

H2O 1 0.001002 
1000 

PAC (PL) 0.86 0.025 

Table 4: Fluid rheological model coefficients and density for different cases investigated based on the 5 
experiments of Khatibi et al. (2018a, 2018b). 6 

In all cases, following Khatibi et al. (2018a, 2018b), the solids were simplified as spherical particles with 7 

diameter 𝑑  = 1.2 mm, density 𝜌  = 2650 kg/m³ and angle of internal friction 𝛼  = 45°. The solid loading 8 

was determined such that without flow and rotation, the solids bed was filling the lower clearance for 9 

the smaller eccentricity 𝑒  = -0.54, which yields 𝛼  = 0.047. 10 

2.3 Physical model 11 

As a MP flow model, we here apply the TFM in combination with the KTGF developed by Savage (Lun 12 

et al., 1984; Savage et al., 1996; Savage and Jeffrey, 1981) handling the loose, i.e. the collisional/kinetic 13 

regime3 (solid volume fraction 𝛼 𝛼 ,  = 0.55) and closures from soil mechanics describing the dense 14 

regime (𝛼 𝛼 ,  of the cuttings, hereafter termed solids. The two phases are considered as 15 

interpenetrating continua and mass continuity and momentum transport equations along with closures 16 

for the fluids and solids material functions, turbulence, and the momentum exchange terms are used to 17 

model the system. The full model description is given in 5Appendix A. 18 

As previous investigators (e.g. Epelle and Gerogiorgis, 2017; Pang et al., 2019, 2018; Zakerian et al., 19 

2018), we utilize the model implementation of ANSYS Fluent (ANSYS, Inc., 2016a, 2016b), a broadly 20 

used commercial CFD code. 21 

 
3 In the literature, these regimes are alternatively known as the inertial or viscous regime and the plastic or frictional regime, 

respectively. 



14 2 Materials and Methods 

2.4 CFD setup & numerics 1 

For the SP simulations, a variety of meshes of varying eccentricity based on Table 1 were created. 2 

Table 7 in 5Appendix E provides an overview of the relevant mesh parameters and Figure 4 provides 3 

an eccentric example of the “Intermediate (MP)” case. 4 

 5 

Figure 4: Initial grid for negative eccentric and whirling motion cases. Full video showing trajectory of drill 6 
string whirling motion available at https://youtu.be/vV-0C9GXkWM. 7 

The dependency of the numerical solution on the mesh resolution was firstly evaluated with SP 8 

simulations (without rotation) as depicted in Figure 19 in 5Appendix E. For all meshes, the 𝑟-spacing 9 

was non-uniform in order to obtain a higher resolution close to the walls. Periodic boundary conditions 10 

(BC) , i.e., what leaves the domain enters the domain, were applied to either end of the annular element 11 

in order to reduce computational efforts. The length of the computational domain was chosen as 𝐿 = 𝑑  12 

for the SP, and 𝐿 = 3𝑑  for the MP simulations (such that any periodicity in the solution is not influenced 13 

by the BC)4.The “Coarse (High Re)” mesh and the “Superfine (Low Re)” mesh results differ by only 1%, 14 

while the “Intermediate” mesh result differs from the “Superfine (Low Re)” mesh result by 3.8 %. 15 

However, the “Intermediate” mesh does feature a much smaller first layer more suited for larger 16 

flows/pressure gradients (and thus steeper wall gradients) and it represents the experimental data best. 17 

Figure 20 in 5Appendix E shows transient results for a MP case for the “Intermediate (MP)” and “Fine” 18 

meshes. In the near-steady-state time period, the difference between the two meshes is <1% for 𝑈  19 

 
4 Even though a RANS framework is adopted, we did not know whether the drill string dynamics would generate any irregular 

solid particle motions in the streamwise direction. Therefore, we decided to employ a domain where, for the given dimensions, 

the length is about 14.5 times the mean gap. This is about 4.3 times the largest gap occurring in the eccentric cases studied. 

However, no streamwise dependency of any flow quantities where observed. 



2.4 CFD setup & numerics 15 

and about 5% for 𝑈 . The selected mesh quality “Intermediate” provided a fair compromise between 1 

sufficiently accurate results in the form of time-averaged integral quantities (Goldschmidt et al., 2004) 2 

such as superficial velocities/mass flow rates  and associated computational effort and is comparable 3 

to similarly sized grids in other studies (e.g. Epelle and Gerogiorgis, 2017; Rooki et al., 2013b, 2013a; 4 

Zakerian et al., 2018).  5 

The plain rotation of the drill pipe around its own axis was defined as a slip velocity of the inner wall, 6 

i.e., the fluid velocity at the wall is not zero but has a magnitude and direction equivalent to the wall 7 

rotational speed of the drill pipe.. In case of SP simulations, we specified a mass flow rate, while in case 8 

of MP simulations a mixture pressure gradient Δ𝑝/Δ𝑥  along with the solid volume fraction 𝛼  was 9 

specified.Fluent’s dynamic meshing capability was employed to deform the mesh and simulate the 10 

orbital motion of the inner pipe. The latter was defined by an User-Defined-Function (UDF) which is 11 

simply an implementation of the time derivative of equations (1) and (2) and provides the velocities of 12 

the center of gravity of the orbital motion of the drill pipe to the solver. The spring-based smoothing 13 

method, were the cell edges are treated as elastic springs, was used to update the mesh every time 14 

step. 15 

All simulations but the SP mesh dependence cases depicted in Figure 19 in 5Appendix E were 16 

performed in a transient manner, as exemplarily depicted in Figure 20 in 5Appendix E. The time step 17 

was 10-3 s to 10-4 s and a second-order implicit scheme was employed. The (Phase-Coupled) SIMPLE 18 

scheme (Vasquez, 2000) was used for pressure-velocity coupling. The QUICK scheme (Leonard, 1979) 19 

was used for second-order spatial discretization and the Green-Gauss node-based gradient scheme 20 

was used to evaluate all gradients. The time discretization was implicit second order. The algebraic 21 

multigrid method with the Gauss-Seidel solver and conservative under-relaxation factor settings were 22 

used to solve the system of discretized equation. 23 

At t = 0 the solids were patched into the domain and then allowed to settle over time until a partly 24 

moving-partly stationary bed is built up, resulting in an quasi-steady state of 𝑈  and 𝑈 , as illustrated by 25 

Figure 20. Simulations were then continued for at least five orbital motions for the purpose of data 26 

sampling. 27 

Pre-studies showed that the mesh deformation works fine for a couple of orbital motions only. After six 28 

to twelve orbital cycles, the mesh starts to deform non-uniformly and eventually highly skewed cells 29 

lead to negative volume and divergence. We therefore simply replaced the mesh after a preset number 30 

of orbital cycles (two to four) with the initial, where the solver transfers the current solution from the old 31 

to the new mesh using interpolation schemes. Reducing the time step size did not rectify the mesh 32 

deterioration. 33 

3 Results 34 

We first present results which to some extent validate the CFD model with available experimental data. 35 

Secondly, we present results for the industrially relevant 8.5 inch wellbore section flow case where we 36 

focus on the effect of whirling motion on cuttings transport and the transitional flow regime. 37 



16 3 Results 

3.1 Validation with single-phase experimental data 1 

For validating the CFD model we hereafter present SP results benchmarked with respective 2 

experimental data and friction factor correlations. We use the experimental data of of Khatibi et al. 3 

(2018a, 2018b) because besides containing data for transitional flow of PL fluids, this data set also 4 

contains data for whirling drill string motion. In their experiments, Khatibi et al. (2018a, 2018b) used 5 

water and a shear-thinning 1g/L polyanionic cellulose solution (PAC). A broad variety of friction factor 6 

correlations for turbulent concentric and eccentric annular flow is available in the literature. For instance, 7 

for the fully eccentric annular turbulent flow of different concentrations of drag-reducing guar gum 8 

solutions, explicit friction factor correlations as a function of the generalized Reynolds number, diameter 9 

ratio, and relative roughness are available (Dosunmu and Shah, 2015; Ogugbue and Shah, 2011). 10 

Other examples are the works of Kelessidis et al. (2011) and Pilehvari and Serth (2009) for the flow of 11 

bentonite suspensions. However, to our knowledge, no dedicated friction factor correlation for PAC 12 

solutions exists. For the case of PAC, we therefore utilize the correlations of Dodge and Metzner (1959) 13 

and Irvine (1988), which are corrected for eccentricity (Haciislamoglu and Cartalos, 1994; Haciislamoglu 14 

and Langlinais, 1990), if required. 15 

Figure 5 shows CFD results for the flow of water in a concentric and fully eccentric annulus without pipe 16 

rotation. 17 

 18 

Figure 5: CFD (solid lines) and experimental (marker symbols) pressure gradient 𝛥𝑝/𝛥𝑥 vs. bulk velocity 19 
𝑈 ,  comparison for the e = -0.95, 0 rpm H2O case of Khatibi et al. (2018a, 2018b). In addition, CFD results 20 
for a concentric annulus are depicted. Empirical correlations for both the concentric and eccentric—21 
corrected for eccentricity (Haciislamoglu and Cartalos, 1994; Haciislamoglu and Langlinais, 1990)—case 22 
are plotted with dashed lines. The black box highlights the area depicted in Figure 6. 23 
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3.1 Validation with single-phase experimental data 17 

The results are benchmarked with the aforementioned friction factor correlations from the literature. In 1 

addition, experimental data (Khatibi et al., 2018a, 2018b) is depicted. The reason for choosing this 2 

particular experimental data set is that it also contains data for whirling drill string motion. 3 

While the CFD predictions adequately fit the empirical relations for both the concentric and eccentric 4 

annular configurations, the experimental data for the eccentric case falls slightly on top of the concentric 5 

flow data. 6 

A zoom on the low superficial velocity range of Figure 5 (black box) is depicted in Figure 6. 7 

 8 

Figure 6: CFD and experimental (time-averaged) data (Khatibi et al., 2018b) for various rpm cases. With 9 
regards to the non-rotating cases depicted in Figure 5, Figure 6 depicts a zoom on the low 𝑈 , -region of 10 
Figure 5. For the respective legend information see Figure 5. 11 

In addition, CFD results for three different whirling motion cases are depicted along with the 12 

corresponding experimental results (Khatibi et al., 2018b). Note that the maximum eccentricity and the 13 

predefined whirling motion parameters for these cases are functions of the drill pipe rotational speed 14 

and the superficial fluid velocity and only valid for the experimental setup of Khatibi et al. (2018a, 2018b). 15 

With increasing rotational speed and the corresponding change of whirling motion, the respective 16 

pressure gradient increases. Interestingly, the aforementioned difference between CFD and 17 

experimental results is not observed for the 100 and 200 rpm cases. However, the 300 rpm cases are 18 

heavily underpredicted by the CFD simulations. 19 

Finally, Figure 7 provides pressure gradient vs. superficial fluid velocity results for the flow of PAC, both 20 

for the concentric and the eccentric case. 21 
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While there is good agreement between the friction factor correlations, CFD results and, in the eccentric 1 

case, the experimental data in the lower (laminar) range of superficial fluid velocities, this is not so for 2 

the higher (transitional) range. Compared to the friction factor correlations, the CFD results overpredict 3 

the transitional regime by up to 40%. In case of the eccentric configuration, CFD and experimental 4 

results show good agreement up to 𝑈 ,  = 1.4 m/s, where the experimental results start to to deviate 5 

from the CFD results and approach the friction factor correation at higher 𝑈 , . 6 

 7 

Figure 7: CFD (solid lines) and experimental (marker symbols) pressure gradient 𝛥𝑝/𝛥𝑥 vs. bulk velocity 8 
𝑈 ,  comparison for the e = -0.95, 0 rpm PAC case (Khatibi et al., 2018a). In addition, CFD results for a 9 
concentric annulus are depicted. Empirical PL correlations for both the concentric and eccentric—corrected 10 
for eccentricity (Haciislamoglu and Cartalos, 1994; Haciislamoglu and Langlinais, 1990)—case are plotted 11 
with dashed/dotted lines. 12 

3.2 Validation with multi-phase experimental data 13 

Concerning MP flows, the physical model as presented in 5Appendix A and its implementation in Fluent 14 

as used in this study has been validated to a good extent by several other researchers as depicted in 15 

Figure 8 for the case of non-whirling flow cases. Except for the Cuttings Transport Ratio (CTR) and, to 16 

some extent, the Taylor number 𝑇𝑎, our parameter space as given by Table 3 and Table 4 is 17 

encompassed in the spaces of previous studies. The lower CTR is a consequence of our comparatively 18 

high fluid superficial velocities. Most previous studies have validated their models with cases where the 19 

drill pipe is not rotating (→ 𝑇𝑎 = 0), the reason is—from our point of view—that in many experimental 20 

studies the drill pipe is actually allowed to move freely but unfortunately this is often not clearly 21 

communicated. Therefore, high-quality experimental data suited for validation purposes is scarce. 22 
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 1 

Figure 8: Validation works of the physical model as summarized in 5Appendix A and its implementation in 2 
ANSYS Fluent vs. this study based on the 𝛱-space of the non-whirling flow case (Busch et al., 2019). 3 

3.3 Cuttings transport studies 4 

While there are many ways to quantify the efficiency of cuttings transport and hole cleaning (A. Busch 5 

et al., 2018), we here apply the 𝐶𝑇𝑅 as the ratio of the two superficial phasic velocities (Bourgoyne et 6 

al., 1991, p. 178), i.e. 7 
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where 𝑢  are the respective phasic 𝑥-velocity components and 𝐴 is the cross-sectional area5. 1 

This 𝐶𝑇𝑅 choice is mainly motivated by the specification of the mixture pressure gradient Δ𝑝/Δ𝑥 and 2 

the solid volume fraction 𝛼  as input parameters in our numerical simulations due to the periodicity of 3 

our computational domain. Hence, the latter constitutes a fixed mass of solids and hence predetermined 4 

bed height in the absence of flow. Therefore, the superficial velocities and the pressure gradient 5 

constitute the response of the system. For clarity, it is important to realize that the results presented do 6 

compare to each other in terms of 𝑑𝑝/𝑑𝑥 equivalence only and not in terms of equivalence of 𝑈  (or 7 

𝑈 ). While the latter is often used in the literature and is beneficial because the flow rate is known a 8 

priori, from a controls engineering point of view the former is sounder: While the volumetric fluid flow 9 

rate may be the primary variable to manipulate during operations, it is the pressure gradient which is 10 

monitored and to be kept below critical values. 11 

For the different cases defined and depicted in Table 3 and Figure 3, respectively, and H2O as the fluid 12 

phase, Figure 9 shows the 𝐶𝑇𝑅 plotted vs. drill pipe rotation and 𝑑𝑝/𝑑𝑥. 13 

 14 

 
5 Note that as the phases are incompressible the definition of the superficial velocities provided in equation (4) is equivalent to 

the volumetric flow rates, i.e. 𝑈 𝑄 𝜌 𝑚 . 
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 1 

Figure 9: Top: Absolute CTR vs. drill pipe rotation rate and pressure gradient for H2O and the systems 2 
defined in Figure 3. Bottom: Relative change of the CTR based on the concentric system e0. 3 

In the absence of whirling motion, the 𝐶𝑇𝑅 is highest for the positive eccentricity and lowest for the 4 

negative eccentricity. The effect of plain drill pipe rotation is generally highest in the case of negative 5 

eccentricity. However, for higher pressure gradients, it similarly increases the 𝐶𝑇𝑅 for the positive 6 

eccentricity case. 7 

The presence of whirling motion significantly increases the 𝐶𝑇𝑅 for rotational rates faster than 60…100 8 

rpm. AW leads to 𝐶𝑇𝑅 levels between concentric and positive eccentric drill pipe arrangements, while 9 

SW is outperforming all other cases for rotational rates faster than 60…100 rpm. 10 

For the different cases depicted in Figure 3 and PAC as the fluid phase, Figure 10 shows the 𝐶𝑇𝑅 11 

plotted vs. drill pipe rotation and 𝑑𝑝/𝑑𝑥. 12 
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 1 

 2 

Figure 10: Top: Absolute CTR vs. drill pipe rotation rate and pressure gradient for PAC and the systems 3 
defined in Figure 3. Bottom: Relative change of the CTR based on the concentric system e0. 4 
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As in the Newtonian case, the CTR is highest for SW, given that rotational rates larger than 60…100 1 

rpm are maintained. As opposed to the Newtonian case, the AW case falls between the negative and 2 

concentric cases for the entire range of rotational rates.  3 

The effect of plain drill pipe rotation is largest for the negative eccentric case and virtually non-existent 4 

for the positive eccentricity. For the concentric case, the 𝐶𝑇𝑅 jumps from one level to another between 5 

30 to 60 rpm. 6 

In addition to the 𝐶𝑇𝑅 = 𝑓(𝑟𝑝𝑚, 𝑑𝑝/𝑑𝑥), we provide the results in the form 𝑅𝑂𝑃 = 𝑓(𝑟𝑝𝑚, 𝑑𝑝/𝑑𝑥), where 7 

𝑅𝑂𝑃 is related to the superficial solid velocity as the nominator of the 𝐶𝑇𝑅 as follows: In a real field 8 

scenario at steady-state (with respect to all input parameters such as 𝑈   and 𝑅𝑂𝑃), the superficial 9 

velocity of the solids 𝑈  is determined by the 𝑅𝑂𝑃, the bit diameter 𝐷 , and the rock porosity 𝛼  as a 10 

consequence of mass conservation. 11 

  
 2 22

1
4 4

o i so
r s

D DD
ROP U





  . (5) 12 

While we find the same qualitative results for the case of H2O (Figure 11), this is not so for the case of 13 

PAC (Figure 12), where in contrast to the 𝐶𝑇𝑅 = 𝑓(𝑟𝑝𝑚, 𝑑𝑝/𝑑𝑥) presentation of Figure 10 the positive 14 

eccentricity yields the highest 𝑅𝑂𝑃 for the entire range of rotational rates considered and hence 15 

performs best in terms of hole cleaning. 16 

 17 
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 1 

Figure 11: Top: Absolute ROP vs. drill pipe rotation rate and pressure gradient for H2O and the systems 2 
defined in Figure 3. Bottom: Relative change of the ROP based on the concentric system e0. 3 

To further illustrate the effect of the varied parameters on the results, we additionally depict the fluid 4 

superficial velocities for H2O and PAC in Figure 13 and Figure 14, respectively. 5 

As expected, due to the different viscosity magnitudes, the fluid throughputs of PAC consistently fall 6 

under the levels of H2O for a given 𝑑𝑝/𝑑𝑥. 7 

For the concentric and positive eccentric cases, the effect of rotation is a bit more pronounced at lower 8 

𝑑𝑝/𝑑𝑥, and correspondingly fluid superficial velocities. For the negative eccentric case, as opposed to 9 

the H2O, a plateau exists for rotation rates > 100 rpm in case of the PAC solution. 10 

For any given pressure gradient, orbital motion results in a significantly reduced throughput for the entire 11 

range of rotational rates considered. 12 
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 1 

 2 

Figure 12: Top: Absolute ROP vs. drill pipe rotation rate and pressure gradient for PAC and the systems 3 
defined in Figure 3. Bottom: Relative change of the ROP based on the concentric system e0. 4 
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 1 

 2 

Figure 13: Top: Absolute fluid superficial velocity vs. drill pipe rotation rate and pressure gradient for H2O 3 
and the systems defined in Figure 3. Bottom: Relative change of the fluid superficial velocity based on the 4 
concentric system e0. 5 
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 1 

 2 

Figure 14: Top: Absolute fluid superficial velocity vs. drill pipe rotation rate and pressure gradient for PAC 3 
and the systems defined in Figure 3. Bottom: Relative change of the fluid superficial velocity based on the 4 
concentric system e0. 5 
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4 Discussion 1 

4.1 Validation with single-phase experimental data 2 

For the SP H2O base case (Re = 4900, 𝑒 = -0.95, 0 rpm) of Khatibi et al. (2018a), the CFD results do 3 

fairly well fit the empirical pressure drop correlation (Blasius, 1912; Haaland, 1983) with the eccentricity 4 

correction (Haciislamoglu and Cartalos, 1994) applied. However, the experimental results (Khatibi et 5 

al., 2018a) exceed the CFD results by 50 % and do coincide with the fully concentric CFD results, which 6 

also match well with the empirical correlation (Blasius, 1912; Haaland, 1983). The significantly larger 7 

pressure drops found in the experiments may be a result of different factors. First, the computational 8 

domain assumes periodicity along 𝑥, which is not necessarily the case because of development length 9 

effects and a likely skewed whirling motion of the drill string. 10 

The predefined whirling motion of the drill string is not necessarily describing the motion of the drill string 11 

for every 𝑥-location of the annulus. In the CFD model, we assume that the axis of the string and the 12 

outer pipe are parallel. However, due to the compliance of the drill pipe material as well as the flexible 13 

joints and the concentric fixation of the drill string at the motor end it is very likely that the drill string in 14 

the experiments features more complex whirling motion, which additionally varies in the streamwise 15 

direction, i.e. is skewed along 𝑥. Closer to the motor end it will naturally feature a more concentric and 16 

less whirling motion while further away of the motor it may move more freely and hence feature more 17 

complex elliptic motion patterns as indicated in Fig. 1 of Khatibi et al. (2018a). This is corroborated by 18 

the geometrical constraints introduced by the flexible drill string section joints with an outer diameter 𝑑  19 

= 0.031 m (Khatibi, 2018) which yields a dimensionless eccentricity 𝑒 = -0.6, whereas the factual 20 

eccentricity for the no flow/no rotation situation as reported by Khatibi et al. (2018b) was 𝑒 = -0.94 (see 21 

tabulated data in Table 6/5Appendix C). In addition, the parameters characterizing the whirling motion 22 

of the drill pipe, namely the 𝑦- and 𝑧-amplitude and the frequency, were not precisely measured but 23 

rather estimated based on the obtained experimental data. The data characterizing the vertical 24 

eccentricity and amplitude of the drill string does not cover the entire parameter space and was obtained 25 

by graphical analysis of the PIV pictures. Both the horizontal amplitude and the frequency of the whirling 26 

motion where simply estimated based on visual observations rather than directly measured. 27 

Furthermore, hydrodynamic entrance effects may be of relevance. For the laminar flow of water in a 28 

concentric annulus with 𝑑 /𝑑  > 0.5, the development length may be estimated with 𝑥 𝑑 /2 129 

0.119ln 𝑑 /𝑑 0.631 . 0.0442Re . / .  (Poole, 2010), which gives 1.71 m for the Re = 4900 case 30 

and 2.69 m for the Re = 7700 case. In contrast, in case of turbulent flow, the development length is 31 

much shorter and may be estimated with 4.4𝑑 Re /  (Çengel and Cimbala, 2006), which yields only 32 

0.27 m and 0.29 m, respectively. However, Lien et al. (2004) recommend 150𝑑 /2, which yields 1.25 33 

m. 34 

In any case, here we are dealing with transitional flow, which is intermittent in the sense that both 35 

laminarization and development of turbulence are competing. In the experiments of Khatibi et al. 36 

(2018a, 2018b), the distance from the beginning of the annular section to the first pressure transducer 37 



4.2 Cuttings transport – plain drill pipe rotation 29 

is 1.4 m, and 1.52 m from the first to the second pressure transducer. Moreover, 0.3 m prior to the first 1 

pressure transducer, the first flexible joint with an outer diameter 𝑑  = 0.031 m (Khatibi, 2018) 2 

significantly reduces the cross-sectional flow area and hence introduces a flow disturbance. Thus, the 3 

flow may still have been of developing nature in the section where pressure measurements were taken. 4 

Finally, in the case of PAC, the discrepancies between CFD and experimental results as well as the 5 

friction factor correlations may be attributed to the viscoelastic and/or drag-reducing capabilities of the 6 

PAC solutions utilized (Alexander Busch et al., 2018). The Generalized Newtonian Fluid framework with 7 

the PL material function does neither account for normal stress differences nor for elongational 8 

viscosity, both of which affect flows in eccentric annuli with the latter also affecting rotational flows 9 

(Escudier et al., 2002). Moreover, while the employed 𝑘-𝜔 SST model is versatile regarding 𝑦+ values 10 

it does neither consider 𝑛 -dependent damping functions (e.g. Malin, 1997) nor non-Newtonian wall 11 

functions (e.g. Johansen and Mo, 2015) in the 𝑦+ < 1 and 𝑦+ > 30 regimes, respectively. 12 

4.2 Cuttings transport – plain drill pipe rotation 13 

Focusing on the plain drill pipe rotation cases first, the positive eccentric case generally leads to much 14 

better hole cleaning than the eccentric case, in line with other studies (Bicalho et al., 2016a; Heydari et 15 

al., 2017). The more clearance between the drill pipe and the cuttings bed, the better the hole cleaning 16 

because of the higher fluid velocities below the drill pipe and on top of the sediment bed. Consequently, 17 

the shear stress acting on the bed is much higher for a positive eccentric drill pipe than for a negative 18 

eccentric one, hence the better 𝐶𝑇𝑅 and 𝑅𝑂𝑃 values. This is physically sound and in accordance with 19 

the often-stated order when it comes to the relevance of individual cuttings transport parameters: 20 

Volumetric fluid flow rate is typically considered the most important parameter, simply because it is just 21 

the axial flow components which transports solids. Drill pipe rotation is an additional contributing factor 22 

which depends on the flow regime, fluid rheological parameters, and, as shown, eccentricity. It is 23 

important to note that the results were obtained for a total solid volume fraction 𝛼  = 0.047. Larger 24 

values will lead to a higher cuttings bed in the computational domain, which will change the picture. 25 

The effect of plain drill pipe rotation is highest for the negative eccentricity because the corresponding 26 

tangential velocities of the fluid and subsequently the solid phase act directly on the bed, agitate the 27 

bed and disperse solids into regions of higher fluid velocity, where they are easily transported 28 

downstream. This effect is less prominent in the other configurations. However, it is also less relevant 29 

for hole cleaning in the other configurations because of the aforementioned role of the locally higher 30 

fluid streamwise velocities and the higher shear stresses acting on the bed. 31 

For a shear-thinning fluid in laminar flow, rotation may generally reduce the pressure gradient, i.e. 32 

increase the throughput for a given 𝑑𝑝/𝑑𝑥. In contrast, in turbulent flow, rotation may increase the 33 

pressure gradient, i.e. decrease the throughput for a given 𝑑𝑝/𝑑𝑥, as it increases the degree of 34 

turbulence. For the investigated shear-thinning PAC solution, this effect is very small, presumably 35 

because shear-thinning and turbulence generation are counteracting each other as the flow is in fact 36 

transitional rather than fully turbulent (see Figure 18 in 5Appendix D). In addition, the presence of solids 37 

certainly overshadows this SP effect. 38 



30 4 Discussion 

4.3 Cuttings transport – whirling motion 1 

Assuming a concentric drill pipe as the base case, the presence of whirling motion generally increases 2 

both the 𝐶𝑇𝑅 and the 𝑅𝑂𝑃. The same mechanism as for plain drill pipe rotation applies: The additional 3 

whirling motion leads to an increase in tangential and here additionally radial (with respect to the 4 

streamwise flow direction) velocities which help to agitate the sediment bed and disperse cuttings into 5 

the main flow regions and thus enhance cuttings transport. Note that in case of the shear-thinning PAC, 6 

the SW and AS 𝑅𝑂𝑃 is less than for the concentric case and only for higher Δ𝑝/Δ𝑥 SW outperforms the 7 

concentric arrangement. The orbital drill pipe motion leads to two counteracting effects: (1) A reduction 8 

of the viscosity due to the additional applied shear and (2) the agitation of the bed due to the increase 9 

of turbulence and increased tangential/radial velocities, the .second one becoming dominant for higher 10 

Δ𝑝/Δ𝑥. 11 

The SW significantly outperforms the AW because in case of SW both the tangential velocity induced 12 

by the drill pipe motion around its own axis and the radial velocity induced by the drill pipe orbital motion 13 

act in the same direction and are therefore additive. In case of AW, the plain drill pipe rotation is in the 14 

opposite direction of the drill pipe orbital motion and the respective velocities to some extent counteract 15 

each other. 16 

In case of the PAC, the solids transport is highest for the positive eccentric case. For this geometrical 17 

arrangement, the rotation of the drill pipe around its own axis leads only to a minor shift of the cuttings 18 

bed towards the side of the annulus (Figure 16 (top) in 5Appendix A), with the majority of the helical 19 

flow pattern occurring on top of the main flow field. This is not so for the SW case (Figure 16 (bottom) 20 

in 5Appendix A), where the orbital motion of the drill pipe leads to a circumferentially alternating helical 21 

flow pattern affecting the entire volume of the annulus. While this is generally considered a positive 22 

feature in the sense of bed agitation, it also leads to a reduction in fluid throughput because much more 23 

fluid obeys the induced helical motion (Figure 14). This is also the case for H2O SW (Figure 13), where 24 

the difference lies in the magnitude of velocities and viscosities associated with the two fluids. In case 25 

of H2O SW, the circumferentially alternating helical flow pattern leads to much less tangential flow 26 

(Figure 15 in 5Appendix A) and hence allows for more throughput. This indicates that (synchronous) 27 

whirling motion is most effective in enhancing cuttings transport in presence of low viscosity fluids and 28 

larger rotation rates. However, more comprehensive data is required in order to adequately assess the 29 

coupled effect of whirling motion and fluid rheological properties. 30 

An operational challenge currently discussed in the drilling industry is drilling with an 𝑅𝑂𝑃 of 60 m/hr 31 

and a drill pipe rotation rate of 60 rpm (Iversen and Islam, 2018). Figure 11 and Figure 12 suggest that 32 

this may be achieved by ensuring a positive eccentricity or SW state of the drill string in the wellbore in 33 

combination with a 𝑑𝑝/𝑑𝑥 > 500 Pa/m for H2O and 𝑑𝑝/𝑑𝑥 > 250 Pa/m for PAC. However, the 34 

quantitative results presented in Figure 11 and Figure 12 may not simply be applied to field scenarios 35 

because the modelling framework used is, for the multiphase part, neither validated nor tuned with 36 

experimental data. 37 
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4.4 Strength and weaknesses 1 

The presented model and computational approach is a comparatively simple tool to analyze the effect 2 

of orbital drill pipe motion. As applied in this study, it allows for quantification of the effect of whirling 3 

motion on cuttings transport and qualitatively confirms the conclusion of Sanchez et al. (1999) that (if 4 

compared to an negative eccentric drill string arrangement) the orbital motion of the drill pipe is the 5 

major reason for significant improvement of cuttings transport. 6 

While the model and code implementation as utilized in this study has been validated to a good extent 7 

by several other researchers (e.g. Amanna and Khorsand Movaghar, 2016; Epelle and Gerogiorgis, 8 

2017; Kamyab and Rasouli, 2016; Pang et al., 2019, 2018) for the case of non-whirling flow cases (see 9 

Figure 8), further validation work is required for the whirling cases. However, this requires experimental 10 

data where the kinematics of the orbital drill pipe motions are clearly quantified. i.e., a precise 11 

description of the drill string orbital motion is provided. If this is not so, any then required estimate of 12 

motion-relevant parameters likely leads to bad model predictions as the comparison of SP simulations 13 

and experimental results of Khatibi et al. (2018a, 2018b) has shown. 14 

The design space must be analyzed more comprehensively. In terms of fluid rheological properties, 15 

more viscous fluids have to be investigated as well as the role of a potential yield stress in the presence 16 

of whirling motion. In addition, solid volume fractions, solid particle diameters, the pipe-hole-diameter 17 

combination and inclination, which is a critical parameter as it defines the potential for avalanches, is to 18 

be varied in order to obtain a broader quantitative picture of the relevance of whirling motion. Given 19 

enough data, one may then also transform the data easily into the more common (𝛼 , 𝑑𝑝/𝑑𝑥) = 𝑓(𝑈 , 20 

…) framework. More complex motion patterns need to be studied as we have just focused on easy-to-21 

parametrize forward and backward whirl. Any slip between the drill pipe collars and the wellbore wall 22 

as well as detachment may occur in the wellbore. Furthermore, the presence of the cuttings bed will 23 

likely change the circular or elliptical orbital motion patterns typically utilized in the industry (due to their 24 

simple mathematical description). However, a bidirectional coupling of moving drill pipe structure and 25 

flow of fluid and solid phases is not reasonably possible on the annular scale as the structural 26 

deformation and associated non-flow forces depend on information up- and downstream of the annular 27 

domain under investigation. 28 

While the applied GNF framework is the state-of-the-art in cuttings transport research, it does not 29 

account for potentially relevant physics such as thixotropy and viscoelasticity. Laboratory fluids such as 30 

CMC and PAC are known to act thixotropic and viscoelastic (Alexander Busch et al., 2018), and the 31 

viscoelastic properties of drilling fluid systems as used in the field may lead to sediment bed cohesion 32 

(Werner, 2018) that is not captured by the GNF framework. 33 

For higher superficial velocities, the model does not replicate pressure drop quantitatively well. Two 34 

effects come into play: (1) Too high values of the fluids viscosity are to be expected due to the utilized 35 

turbulence modeling approach, which will reduce particle settling and the mass flow rate for a given 36 

pressure gradient. As briefly mentioned in 5A.4, the RANS framework of commercial solvers in general 37 

and Fluent specifically does not account for the viscosity as a varying quantity. Generally, in RANS 38 
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turbulence models, the rate of strain is defined as the symmetric part of the mean velocity field gradient. 1 

This neglects any additional variation due to the velocity fluctuations, which will lead to an 2 

underestimation of the rate of strain magnitude and thus overestimation of the fluid viscosity. Note that 3 

the same holds for other two-equation models such as the often-utilized 𝑘-𝜖-model. (2) The high-Re 4 

approach taken is based on Newtonian wall functions which will likely produce incorrect estimates of 5 

the respective near-wall quantities in the non-Newtonian case. 6 

The transport rate of solids through the domain may be overestimated by an unknown extent. The 7 

Eulerian-Eulerian method employed in this study, i.e. the Two Fluid Model (TFM) continuum approach 8 

with the Kinetic Theory of Granular Flow (KTGF) and additional closures to handle the dense granular 9 

regime, as implemented in Fluent R17.2, does not produce angle of repose satisfying conditions in the 10 

absence of flow under all conditions (Busch and Johansen, 2018). Even for a horizontal bed under the 11 

sole influence of gravity, the top-layer always remains in a liquid-like state regardless of flow time. The 12 

KTFG dynamics act in a checkerboard-like manner ensuring a very low viscous solid phase, which in 13 

the concept of the TFM continuum approach should feature high solid viscosity levels representing the 14 

non-flowing sediment bed. According to these observations, it is expected that the solids bed will 15 

behave as "fluidized" in the simulations and that the solids flux may be overestimated. An alternative 16 

and with respect to the above mentioned overestimation of the solids transport rate better-suited 17 

modelling approach is the CFD-DEM framework (e.g. Akhshik et al., 2015; Zhang et al., 2016), which if 18 

combined with the periodic BC approach as used in this study may also allow reasonable computation 19 

times. 20 

Another issue with the TFM-KTGF-SM approach is the potential violation of its inherent continuum 21 

assumption for specific combinations of system sizes and particle sizes (Goldschmidt et al., 2004). For 22 

instance, the smallest mesh size as a consequence of the dynamic meshing technique employed is 23 

approx. 1.04 mm, which is in the order of the particle size 𝑑 . This may lead to an error in regions of 24 

high fluid velocity or pressure gradients since interaction forces between phases will be simply 25 

computed based on the respective cell values. However, the same applies for Lagrangian methods. 26 

Alternatives, such as Fluent’s Macroscopic Particle Model (Agrawal et al., 2004), are not fit for purpose 27 

due to the associated computational effort for the systems under consideration here. 28 

The employed mesh moving feature of Fluent R17.2 led to severe mesh deformation with time. 29 

Depending on the orbital frequency, the mesh had to be replaced (i.e. the current solution is interpolated 30 

to a new mesh) after several seconds of flow time in order to avoid grid deterioration. The mesh motion 31 

feature of Fluent is not meant to be used for high rotational mesh deformation, therefore a sliding mesh 32 

approach as employed by Bicalho et al. (2016a, 2016b) may be the better choice. 33 

The accuracy of the results may be increased by refining the mesh. This may be achieved at no 34 

additional computational costs by significantly shortening the domain since no streamwise development 35 

of any quantity was observed. 36 
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5 Conclusions & outlook 1 

We have numerically investigated the role of whirling drill string motion on cuttings transport by means 2 

of CFD and a dynamic mesh technique. The essential findings are: 3 

 In case of a negative eccentric annulus, whirling motion helps tremendously to disperse the 4 

solids into the main flow region and hence improves the quality of cuttings transport and hole 5 

cleaning. The effect is much more relevant for water than for the investigated more viscous, 6 

shear-thinning fluid because the latter already shows a good cuttings transport performance. 7 

 Synchronous whirl is much better suited to agitate the bed and disperse cuttings than 8 

asynchronous whirl because the tangential and radial velocities add to each other. 9 

 For the investigated parameter values, the positive eccentric annulus provides an even better 10 

cuttings transport capability for PAC being the carrier fluid. Whirling motion reduces the axial 11 

throughput, which despite the increased bed agitation results in worse performance compared 12 

to the positive eccentric case. 13 

 The classical view of rotation being a relevant parameter for cuttings transports needs to be 14 

detailed: The cuttings transport research community needs to distinguish between plain drill 15 

pipe rotation around its own axis and rotation involving different types of whirling motion or more 16 

complex lateral motion patterns. Experimentalists are advised to carefully design their 17 

laboratory setups such that occurring whirling motion can be quantified. 18 

 More research is required to explore the entire industry-relevant design space, i.e. other 19 

numerical values of the solid volume fraction, other fluids, inclination, and orbital motions. In 20 

addition, the laminar flow regime needs to be addressed. However, a bi-partisan approach is 21 

need where experimental work is conducted in order to validate and improve the simulation 22 

work. 23 
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Appendix A Physical model 1 

A.1 The Cauchy equations of motion for a two-phase flow 2 

In the TFM framework, the fluid (index 𝑓) as well as the solid (index 𝑠), phase are described as 3 

interpenetrating continua. Both fluid and solid are considered isothermal and incompressible6. For an 4 

arbitrary volume element 𝑉 , the phase volume fractions 𝛼  must therefore sum to one. 5 

  1 ,i i i
iV

V dV i f s        (6) 6 

Mass conservation is given by 7 
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where the index 𝑖 ∈ 𝑓, 𝑠  and 𝜌  and 𝐮  denote the intrinsic volume averages of density and velocity, 9 

respectively. 10 

Both phases obey a general form of the Cauchy momentum transport equation, which for the fluid and 11 

solid phase respectively reads 12 
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where 𝛕  is the phasic deviatoric stress tensor comprising some constitutive equation, here a 15 

compressible Generalized Newtonian Fluid (GNF) and phase-dependent material functions for the 16 

shear and bulk viscosities, 𝜂  and 𝜅 , 17 

  2
2

3i i i i i i       
 

τ D u I , (10) 18 

where 𝐃  is the symmetric part of the fluid or solid velocity gradient (also known as the rate of 19 

deformation tensor, or alternatively the rate of strain tensor) 20 

  1

2
T

i i i  D u u  (11) 21 

and the shear rate 𝛾  is the magnitude of the rate of deformation tensor 𝐃 , 22 

 2 :i i i  D D . (12) 23 

The closures for the granular phase are provided in section A.3 and the rheological closures of the fluid 24 

are provided in section A.2. 25 

 
6 Note that the solid phase may feature some closure law which accounts for the compressibility of granular matter. 
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As we are not solving these balance equations to the smallest length scales of the flow, the 1 

phenomenon of turbulence is to be modelled. Performing Reynolds averaging (Reynolds, 1895) of the 2 

instantaneous balance equations for mass and momentum, a so-called Reynolds stress term ∇ ∙3 

𝜌𝐮 𝐮  arises in the now ensemble-averaged momentum conservation equation. The Reynolds or 4 

turbulent stress tensor 𝛕 , 𝜌 𝐮 𝐮  is usually assumed symmetric and may be modeled by applying 5 

the Boussinesque (1877) hypothesis, also known as the gradient diffusion hypothesis, to relate the 6 

Reynolds stresses to the mean velocity gradients and the turbulent viscosity in the form of 7 

 
, ,2i t i t i τ D . (13) 8 

The employed closures for the turbulent (or eddy) viscosity 𝜇 ,  used in the constitutive equation for the 9 

turbulent stress tensor 𝛕 ,  are further detailed in section A.4. 10 

The last terms in equation (8) and (9) are representing the momentum transfer of one phase to the 11 

other, where the force sum is to be taken over all particles in the volume 𝑉. We here only consider the 12 

drag force 𝐟 , which is typically modeled based on the relative velocity 13 

 
r s f u u u  (14) 14 

as 15 
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To model the interphase exchange coefficient 𝐾, we apply the formulation of Gidaspow et al. (1992), 17 

which is a combination of the Wen (1966) model and the Ergun (1952) equation, where the interphase 18 

exchange coefficient 𝐾 is given as 19 
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with the coefficient of drag described as 21 

   0.68724
1 0.15 Re
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  , (17) 22 

and the particle Reynolds number defined as 23 

 Re f s r
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. (18) 24 

A.2 Rheological closures of the fluid phase 25 

We are here concerned with either Newtonian (constant viscosity, e.g. 𝜂  = 0.001002 Pa∙s for water) or 26 

purely shear-thinning fluids which obey the GNF constitutive equation (10) with 𝜅  = 0 assuming 27 

incompressibility. In case of shear-thinning fluids the most simple formulation of the viscosity 𝜂  28 
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accounting for shear-thinning behavior is the Ostwald (1925) material function, also known as power 1 

law (PL), 2 

   1PLn
f PLK    

. (19) 3 

Drilling fluids may feature a yield stress and are therefore typically described with the Herschel and 4 

Bulkley (1926) material function, also known as Yield Power Law (YPL). However, we here limit 5 

ourselves to PL fluids as the experimental data used for SP validation is based on a PL fluid. 6 

A.3 Rheological closures of the solid phase 7 

If the TFM-KTGF framework is used to describe dense granular flows, the entire solid stress tensor, 8 

namely equation (10) with index 𝑠 and including the solid pressure 𝑝 , is given by the sum of 9 

collisional/kinetic and frictional components (Savage, 1983) 10 
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Even though the general stencil is that of a compressible Newtonian fluid, namely equation (10), the 12 

rheological properties of the solid phase given by the respective material functions as summarized in 13 

Table 5 are highly non-linear as they depend on a variety of variables. 14 

Regime Quantity Equation Source 

Kinetic and 
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Frictional 
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D
  (26) (Schaeffer, 1987) 

Bulk 

viscosity 
n/a n/a 

Table 5: Overview of solid phase state equations and material functions used to model the kinetic/collisional 15 
(index 𝑘/𝑐) and frictional (index 𝑓) regimes. 16 

For instance, for vanishing shear rates in the frictional regime, a Bingham-type flow behavior is obtained 17 

due to the yield feature inherent in equation (26). The kinetic/collisional closures given in Table 5 are 18 
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functions of the granular temperature Θ  as a measure for the degree of random particle motion, for 1 

which the transport equation reads (Ding and Gidaspow, 1990) 2 

      3
:

2 s ss s s s s s s s s s fsk D K
t
     

             
u T u , (27) 3 

where 𝑘  is the granular conductivity (e.g. Syamlal et al., 1993) and the granular temperature Θ , a 4 

measure for the granular fluctuations due to individual particle collisions, is defined as 5 

 , ,

1

3s s i s iu u   . (28) 6 

Here, 𝑢 , ′ is the 𝑖-th fluctuating component of the solids velocity in the Cartesian coordinate system and 7 

the bracket represents an ensemble average of the fluctuating velocities of all particles within a finite 8 

volume and time period (Ding and Gidaspow, 1990). 9 

The partial differential equation (27) can be simplified to an algebraic equation by neglecting the 10 

convection and diffusion terms – an often used assumption in dense, slow moving fluidized beds, where 11 

the local generation and dissipation of granular temperature far outweigh the transport by convection 12 

and diffusion. The two final terms in equation (27) are the collisional dissipation of energy (Lun et al., 13 

1984) and the interphase exchange between the particle fluctuations and the liquid phase (Gidaspow 14 

et al., 1992), 15 

In equations (21)-(24), 𝑒  = 0.9 is the coefficient of restitution for particle collisions and 16 

 

11

3

0,
,max

1 s
ss

s

g





 

       
   

 (29) 17 

is the radial distribution function accounting for the probability of particle collisions, which has been used 18 

frequently in the history of granular flows (Bagnold, 1954; Lun et al., 1984; Ogawa et al., 1980; Sinclair 19 

and Jackson, 1989) in the form presented in equation (29). 20 

A.4 Turbulence closures 21 

Concerning the fluid phase, we here use the Shear Stress Transport (SST) 𝑘-𝜔 model (Menter, 1994, 22 

1993), because of its suitability for swirling flows, the possibility to either integrate it to the laminar 23 

sublayer or apply wall functions, and because it correctly collapses to the laminar solution in case of 24 

laminar flows. 25 

Dropping the fluid index 𝑓, the turbulent viscosity is defined as 26 

 t

k
l



 . (30) 27 

where 𝑙 is a limiter coefficient ensuring that overprediction of the turbulent viscosity is avoided and 28 

therefore enabling the SST 𝑘-𝜔 model to better predict the onset and amount of flow separation from 29 

smooth surfaces. 30 
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The two transport equations for the turbulent kinetic energy 𝑘 and the specific dissipation 𝜔 are 1 
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, (32) 4 

where 𝜎  are the respective turbulent Prandtl numbers, 𝐺  are respective production terms, 𝑌  are 5 

respective dissipation terms and 𝐷  is a cross diffusion term, which arises in equation (32) as a 6 

consequence of the blending of the standard 𝑘-𝜔 model and the standard 𝑘-𝜖 model (converted to a 𝑘-7 

𝜔 formulation). For further details as well as all relevant closures of the model, the reader is referred to 8 

Menter (1994, 1993). 9 

The solid phase turbulence is also described with a turbulent viscosity, i.e. equation (13). However, the 10 

turbulence quantities of the solid phase are obtained from the fluid phase by applying the Tchen theory 11 

of dispersion of discrete particles by homogenous turbulence .as given by Simonin and Viollet (Simonin 12 

and Viollet, 1990). 13 

To our knowledge, no non-Newtonian modifications—for instance in the form of damping functions as 14 

for the 𝑘-𝜖 model (Malin, 1997) or in the form of additional closures for averaged apparent viscosity and 15 

turbulent cross-correlations with fluctuating viscosity as a consequence of Reynolds-averaging of the 16 

non-constant viscosity (Gavrilov and Rudyak, 2016)—have so far been developed for the 𝑘-𝜔 family of 17 

models. Hence, we employ the SST 𝑘-𝜔 model as implemented in Fluent, and some inaccuracy is 18 

expected in the case of non-Newtonian liquids. 19 
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Appendix B CFD velocity field plots 1 
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Figure 15: 𝛼  and 𝒖  fields for e+ (top) and SW (bottom, lower drill pipe position depicted, full video available 4 
at https://youtu.be/vw4LUL3dF-c), H2O, 𝑑𝑝/𝑑𝑥 = -500 Pa/m and 130 rpm. 5 

 6 
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Figure 16: 𝛼  and 𝒖  fields for e+ (top) and SW (bottom, lower drill pipe position depicted, full video available 3 
at https://youtu.be/bbkj9hh8rYw), PAC, 𝑑𝑝/𝑑𝑥 = -500 Pa/m and 130 rpm. 4 
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Appendix C Experimental data 1 

∆𝑝

 2 

Figure 17: Annular test section of (Khatibi et al., 2018a, 2018b). 3 
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𝒆𝒎𝒂𝒙 

[-] 

𝒆𝒎𝒊𝒏 

[-] 

0.000E+00 0.0000 0.0000 -0.0071 0.0000 -0.0071 -0.94 -0.94 

0.000E+00 0.0000 100.0000 -0.0065 0.0046 -0.0019 -0.86 -0.25 

0.000E+00 0.0000 200.0000 -0.0058 0.0038 -0.0020 -0.78 -0.27 

0.000E+00 0.0000 300.0000 -0.0045 0.0016 -0.0028 -0.60 -0.38 

2.600E-04 0.3395 0.0000 -0.0069 0.0000 -0.0069 -0.93 -0.93 

2.600E-04 0.3395 100.0000 -0.0064 0.0041 -0.0023 -0.85 -0.31 

2.600E-04 0.3395 200.0000 -0.0057 0.0043 -0.0014 -0.76 -0.18 

2.600E-04 0.3395 300.0000 -0.0042 0.0022 -0.0020 -0.56 -0.27 

4.100E-04 0.5354 0.0000 -0.0069 0.0000 -0.0069 -0.93 -0.93 

4.100E-04 0.5354 100.0000 -0.0064 0.0038 -0.0026 -0.85 -0.34 

4.100E-04 0.5354 200.0000 -0.0050 0.0027 -0.0023 -0.67 -0.31 

4.100E-04 0.5354 300.0000 n/a n/a n/a n/a n/a 

9.400E-04 1.2275 0.0000 -0.0061 0.0000 -0.0061 -0.82 -0.82 

9.400E-04 1.2275 100.0000 -0.0056 0.0035 -0.0020 -0.74 -0.27 

9.400E-04 1.2275 200.0000 n/a n/a n/a n/a n/a 

9.400E-04 1.2275 300.0000 n/a n/a n/a n/a n/a 

Table 6: Ecentricity 𝐸  and amplitude 𝐴  as observed by (Khatibi et al., 2018a, 2018b) and courtesy of 4 
Khatibi (2018). 5 
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Figure 18: Metzner and Reed (1955) Reynolds number vs. drill pipe rotation rate and pressure gradient for 4 
H2O (top) and PAC (bottom). See Table 3 and Figure 3 for the test matrix and the system definition, 5 
respectively. 6 
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Coarse 

(High Re) 

Intermediate 

(SP) 

Intermediate 

(MP) 
Fine 

Superfine 

(Low Re) 

Cells in 𝑥-

direction 
5 10 32 20 40 

Cells in 𝑟-

direction 
5 10 10 20 40 

Cells in 𝜃-

direction 
20 40 40 40 160 

Δ 𝑥 [m] 0.0200 0.0100 0.0203 0.0050 0.0025 

Δ 𝑟 m  0.0089 0.0045 0.0045 0.0022 0.0011 

Δ 𝜃 [m] 0.0269 0.0135 0.0135 0.0135 0.0034 

1st layer height 

[m] 
0.0075 0.002 0.001 0.00085 0.00025 

Total cells 500 4000 12800 16000 256000 

Table 7: Parameters of the different meshes (𝑑  = 0.127 m, 𝑑  = 0.216 m, 𝐿 = 0.1 m. 𝑒  = 𝑒  = 0) used for 2 
the mesh dependency investigation. The coarse mesh is a so-called high Reynolds number mesh where 3 
wall functions are used, the superfine mesh is a so-called low Reynolds number mesh, where the wall layer 4 
is fully resolved. 5 

 6 

Figure 19: Mesh dependency of SP water flow (no rotation) for the meshes defined in Table 7 and a pressure 7 
difference of 𝛥𝑝/𝛥𝑥 = 30 Pa/m. When comparing the CFD results to the Blasius friction factor correlation, 8 
the difference is in the order of -3…-6% (dashed brown curve). When comparing the simulation results to 9 
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the low Reynolds number superfine mesh where the wall layer is fully resolved, the difference is in the order 1 
of -1…4% (solid brown curve). 2 

 3 

Figure 20: Mesh dependency of MP water-solid flow for the Coarse and Intermediate meshes defined in 4 
Table 7 and a pressure difference of 𝛥𝑝/𝛥𝑥 = 500 Pa. For the time interval 11…16 seconds, the quantity 𝑟  5 
represents the ratio of 𝑈 /𝑈 . 6 
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1. ABSTRACT 
In petroleum drilling, cuttings transport problems, i.e. an 
accumulation of drilled of solids in the wellbore, are a major 
contributor to well downtime and have therefore been 
extensively researched over the years, both experimentally and 
through simulation. In recent years, Computational Fluid 
Dynamics (CFD) has been used intensively due to increasing 
available computational power. Here, the problem of cuttings 
transport is typically investigated as a laminar/turbulent, 
potentially non-Newtonian (purely shear-thinning) multiphase 
problem. Typically, an Eulerian-Eulerian two-fluid model 
concept is utilized, where the particle phase is treated as a 
second continuous phase. Optionally, a granular flow model, 
based on the Kinetic Theory of Granular Flow (KTGF), may be 
used to account for the dense granular flow properties of 
cuttings forming a sediment bed. One issue of the state of the 
art CFD approach as described above is the proper resolution of 
the bed interface, as this may not be accurately resolved in an 
industrial-relevant CFD simulation.  
In this paper, an alternative approach is taken based on 
modeling concepts used in environmental sediment transport 
research (rivers, deserts). Instead of including the sediment bed 
in the computational domain, the latter is limited to the part of 
the domain filled with the particle-loaded continuous fluid 
phase. Consequently, the bed interface becomes a deformable 
domain boundary, which is updated based on the solution of an 
additional scalar transport equation for the bed height, which is 
based on the so-called Exner equation (Exner, 1925), a mass 
conservation equation accounting for convection, and 
additionally deposition and erosion in the bed load layer. These 
convective fluxes are modeled with closures relating these 
fluxes to flow quantities. 
As a first step, a 2D model was implemented in ANSYS Fluent 
R17.2 using Fluent’s dynamic mesh capabilities and User-
Defined Function (UDF) interfaces. The model accounts for 
local bed slope, hindered settling, and non-Newtonian, shear-
thinning viscosity of the fluid phase as well as turbulence. 
Model results are benchmarked with experimental data for five 
different operating points. Most probably due to the utilized 
unsteady Reynolds-Averaging framework (URANS), the 
model is not capable of predicting flow-induced dunes; 
however, it does predict bed deformation as a consequence of 
for instance non-equilibrium boundary conditions. Other model 
issues such as e.g. non-Newtonian formulations of the closures 
are identified and discussed. 

Keywords: Drilling, cuttings transport, particle transport, 
sediment transport, bed load, turbulence, non-Newtonian, 
multiphase, deforming mesh, CFD. 

2. NOMENCLATURE 
Greek Symbols 
α Volume fraction, [-]. 
β Local bed slope, [rad]. 

�̇�𝛾 Shear rate, mag. of deformation rate tensor, [1/s]. 
ρ Mass density, [kg/m3]. 
µ Dynamic viscosity, [kg/m.s]. 
ν Kinematic viscosity, [kg/m.s]. 
τ (Wall) Shear stress, [Pa]. 
ϕ Angle of repose, [rad]. 
θ Non-dimensional shear stress, Shields number, [-]. 
ω Specific dissipation rate [1/s]. 
 

Latin Symbols 
c Coefficient of drag, [-]. 
C Bed slope model constant, ≈ 1.5, [-]. 
d Diameter, [m]. 
D Deposition, [m/s]. 
D Rate of deformation tensor, [m/s²]. 
E Entrainment, [m/s]. 
F Momentum exchange term, [kg/s².m³]. 
g Gravitational acceleration, [m/s²]. 
h Bed height, [m]. 
k Turbulent kinetic energy, [m²/s²]. 
n Exp. in rheo. models & hind. settling function, [-]. 
q Vol. bed load transport rate per unit width, [m³/s.m]. 
s Ratio of solid and fluid densities, [-]. 
S Source term, [kg/s.m³]. 
t Time, [s]. 
T Stress tensor, [kg.m/s².m³]. 
u Velocity vector, [m/s]. 
v Vertical velocity component, [m/s]. 
V Volume, [m³]. 

Sub/superscripts 
0 Horizontal or initial or zero. 
* Non-dimensional. 
b Bed. 
cr Critical/Treshold. 
CR Cross. 
D Drag. 
f Fluid. 
i Phase index. 
PL Power-law. 
s Solid. 
t Turbulent. 
T Transposed. 
x x-direction in space. 
y y-direction in space. 
z z-direction in space. 

Abbreviations 
2D   Two-dimensional in space. 
3D   Three-dimensional in space. 
CFD  Computational Fluid Dynamics. 
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H2O Water. 
KTGF  Kinetic theory of granular flow. 
PAC Polyannionic cellulose. 
OBM Oil-based muds. 
UDF User-Defined Function. 
URANS Unsteady Reynolds-Averaged-Navier-Stokes. 
SST Shear Stress Transport. 
VLES Very Large-Eddy Simulation. 
WBM Water-based muds. 

3. INTRODUCTION 
Existing research body and praxis 
Cuttings transport in wellbores, herein termed wellbore 
flows, is a multiscale problem, both in space and time but 
also regarding the different levels of physical complexity. 
In general, wellbore flows incorporate non-Newtonian 
rheology, dispersed and potentially dense packed solids 
(cuttings forming a sediment bed) and the flow may be 
turbulent. The domain of interest is an annulus, formed 
by the drill pipe, which may also rotate, inside the 
wellbore. 
Conceptually, the flow may be categorized into three 
layers: (1) A flowing mixture layer, where particles are 
transported in a heterogeneous suspension. (2) An 
intermediate layer, where particles roll and slide on top 
of each other, which is just a few particle diameters thick. 
(3) Depending on the various parameters involved, a 
densely packed, and in most cases stationary, cuttings 
bed may form at the lower part of the annulus. 
Several scientists, e.g. Doron and Barnea (1993); Savage 
et al. (1996) or more recently Bello et al. (2011); Nossair 
et al. (2012); Goharzadeh et al. (2013); Corredor et al. 
(2016), have experimentally investigated wellbore flows 
in laboratory flow loops. Corredor et al. (2016) 
determined the critical velocities for the initiation of 
particle movement with rolling, saltation, and 
suspension. They found that the fluctuation of pressure 
gradient is due to the dune movement. Nossair et al. 
(2012) found a significant influence of pipe inclination 
on flow structure as a consequence of liquid-particle 
interaction at the bed interface and the suspension layer. 
Goharzadeh et al. (2013) found that an increased bed 
height in a horizontal pipe reduces the effective cross-
sectional flow area and results in higher local liquid 
velocity, which is leading to higher shear forces at the 
solid-liquid interface. For solid particles, the dominant 
factors to induce the movement is the fluid shear force at 
the solid-liquid interface and the gravity force. 
In recent years, CFD has been increasingly used to model 
wellbore flows. Different levels of complexity may be 
addressed by incorporating adequate models for 
multiphase flows, non-Newtonian fluid rheology, 
turbulence, and more physics. Mainly, the Eulerian-
Eulerian two-fluid model has been used in recent 
research activities, for instance by Ofei et al. (2014); Sun 
et al. (2014); Manzar and Shah (2014); Han et al. (2010), 
where the fluid and solid phase are treated as two 
interpenetrating continua. In wellbore flows, a cuttings 
bed may form under different conditions. Solids are not 
                                                           
1 This is an ambiguous term. In this study, it is considered 
to be the top of the sliding/rolling particle layer, where 
saltation processes just start to occur. 

kept entirely in suspension, but settle out and 
agglomerate on the lower part of the annulus forming a 
stationary packed bed with maximum packing density (αs 
≈ 0.63) and a moving dense layer (αs ≈ 0.55), where 
particles roll and slide on top of each other. This layer is 
usually only a few particle diameters thick. In terms of 
CFD modeling, the formation of a cuttings bed may be 
accounted for by incorporating the kinetic theory of 
granular flow (KTGF), as for instance used by Han et al. 
(2010). The KTGF describes the granular flow in the 
dense packed bed, where solid pressure and granular 
temperature become important flow variables. 

Position and Motivation 
Utilizing the KTGF is computationally more expensive 
as additional transport equations have to be solved. 
Furthermore, the fine layer on top of the stationary 
cuttings bed, where particle roll and slide on top of each 
other, may not be resolved properly. Finally, the cuttings 
bed interface1 may not be tracked properly, as 
interpolation of the various solids volume fraction values 
of different cells is required to yield the approximate 
position based on a threshold such as e.g. αs = 0.55. 
In sediment transport research, CFD models usually 
utilize the so-called “Exner equation”, derived by Exner 
(1925), in order to track the development of the sediment 
bed height. The sediment bed height is usually taken as 
the distance from some reference level to the top or 
bottom of the so-called “bed load” layer. The "bed load" 
layer is located on top of the static bed and comprises a 
thin layer containing sediment flux, characterized by 
sliding and rolling particles. The dispersed solids are 
usually modelled by an additional species transport 
equation. Empirical formulas are used to model the bed 
load transport rate, where a variety of models exists to 
account for the deposition and entrainment fluxes. 
Examples of such a modeling approach are Solberg et al. 
(2006); Brørs (1999) or more recently Khosronejad et al. 
(2011); Khosronejad and Sotiropoulos (2014). 
In order to simplify numerical cuttings transport studies, 
we will apply a combination of a multiphase treatment of 
the particle-loaded, potentially non-Newtonian flow and 
the Exner equation approach for tracking the bed 
interface. A two-dimensional (2D) model is implemented 
in ANSYS Fluent 17.2 and results are compared with 
respective experimental data for a set of different case 
parameters. 

Structure of this work 
In section 4, we present a description of the modeling 
concept as well as the general flow and bed load models, 
along with different important model elements. Section 5 
provides an overview of the experimental setup and 
measurement techniques. In section 6, both numerical 
and experimental results will be presented. A discussion 
of the results and comparison  of CFD and experimental 
results is provided in section 7. Finally, section 8 
provides a conclusion and outlook. 
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4. NUMERICAL MODEL 
This section provides a description of the general 
methodology used to model the evolution of the cuttings 
bed as well as a detailed description of the CFD model 
used in this study. 
As a first step, the CFD model is built for a two-
dimensional (2D) channel flow, where the domain is 
discretized with a structured hexagonal grid as depicted 
in Figure 1. 

O
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y

Sediment bed

…
Moving wall

 
Figure 1: 2D channel domain. 

Here, an initial cuttings or sediment bed is depicted. 
However, the cuttings bed is not part of the discretized 
domain. Instead, it is accounted for by setting the 
coordinate system appropriately, such that, in the given 
example, the y-coordinate is zero at the channel bottom, 
equal to the bed height at the lower end of the mesh and 
equal to the channel height at the top end of the mesh. 

General modeling concept 
An overview of the general modeling concept is provided 
in Figure 2. 

3. Solve “Exner” eq. & compute
new bed height

2. Compute “Exner” eq. closures

4. Update mesh

Geometrical gradient
(Critical) Shields numbers
Bed load transport rate
Deposition flux
Entrainment flux

a. Compute bed height node values based on
linear “moving wall” face averages

1. Solve general flow equations

Solve “Exner” equation () and compute 
new bed height ℎ𝑛𝑒𝑤 = ℎ + ∆ℎ for each 
“moving wall” face

b. Repetitively apply sand slide algorithm until
angle of repose is satisfied on every face

c. Update node positions and correspondingly
deform the mesh

t∆

Volume fraction
Mass per phase
Momentum per phase
Turbulent Kinetic Energy per phase
Specific dissipation rate per phase

 
Figure 2: Overview of general modeling concept. 

Four major steps per computational CFD time step are 
performed as follows: 
1. Within the discretized domain of Figure 1, an Eulerian-

Eulerian two fluid model is solved, where both the 
solvent and the dispersed phase are treated as 
interpenetrating continua. 

2. Based on the solution, certain quantities required for 
modeling the evolution of the sediment bed are 
straightforwardly computed. 

3. The evolution of the bed interface is described by the 
so-called “Exner equation”, first introduced by Exner 
(1925). It is based on conservation of mass applied to 
a control volume, where the height of the volume may 
change with time due to the gain or loss of mass in the 
control volume. The evolution equation for the bed 
height h is: 

 1
(1 )

bx

fb

qh E D
t xα

∂∂  = − + − ∂ − ∂ 
  (1) 

 Here, qbx is the volumetric bed load transport rate per 
unit width, i.e. the amount of solids being transported 
in the bed load layer along the bed interface, and E and 
D are source terms representing volumetric 
entrainment and deposition fluxes of solids, 

respectively. The solution of equation (1) leads to a 
change in bed height for a given time step and grid cell. 

4. Ensuring that the solids angle of repose is not violated 
and transferring face to node positions, the mesh is 
updated accordingly. Figure 3 shows a zoom of the 
near-bed region of Figure 1 at two subsequent time 
steps and illustrates that the computed change in bed 
height is used to accordingly deform the mesh on a per 
node and per time step basis. 

Sediment bed

y

1nt −

h Sediment bed
h∆

x x

y

nt  
Figure 3: Mesh-deformation. 

The CFD model, as further detailed in the next two 
subsections, is implemented in ANSYS Fluent R17.2 
using its dynamic mesh capabilities and UDF 
functionalities. 

Flow field 
The flow field, i.e. both the fluid and solid phase flowing 
through the discretized domain (Step 1. in Figure 2), is 
described in an Eulerian-Eulerian and unsteady 
Reynolds-Averaged (URANS) framework. Both the 
fluid and the solid phase are considered isothermal and 
incompressible. Hence, for an arbitrary volume element, 
the phase volume fractions have to sum to one. 
 { }1 ,i i i

iV

V dV i f sα α= ∧ = ∧ ∈∑∫   (2) 

Transport of mass 
The continuity equation for phase i ∈{f,s} is expressed as 

 ( ) ( )i i i i i iS
t
α ρ α ρ∂

+∇ =
∂

u   (3) 

The source term Si on the RHS is generally zero. 
However, in cells at the sediment bed interface, i.e. wall-
adjacent cells of the bottom domain boundary “moving 
wall”, mass may be added or removed as a consequence 
of solid deposition and entrainment processes taking 
place at the sediment bed interface. 

Transport of momentum 
The momentum balance for the phase i ∈{f,s} reads 

 ( ) ( )

( ) ( )2

i i i i i i i

i i i t i i i i i s

t
K F

α ρ α ρ

α α µ α ρ−

∂
+∇ ⋅

∂
= ∇ + ∇ + + ∆ +∑

u u u

T D g u
  (4) 

The stress tensor T for a generalized Newtonian fluid is 
 ( )2i i ip µ γ= − +T 1 D   (5) 
where Di is the rate of deformation tensor 

 ( )1
2

T
i i i= ∇ +∇D u u   (6) 

and the shear rate �̇�𝛾 is a total shear measure defined as 
 2 :γ = D D   (7) 
The turbulent Reynolds stresses are modelled using the 
gradient diffusion hypothesis (Boussinesq hypothesis), 
where turbulent Reynolds stresses are related to the mean 
velocity gradients and the turbulent viscosity µt-i. 
In the drag term, K is the interphase momentum exchange 
coefficient 
 ( )

6
i s

D
s

AK f cρ
τ

=   (8) 
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with the particle relaxation time 
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s s
s

f

dρτ
µ

=   (9) 

and where the function f(cD) represents the effect of a 
particular interphase momentum exchange model. Here, 
the model of Schiller and Naumann (1933) has been used. 
Other momentum exchange terms include lift, virtual 
mass, turbulent dispersion and turbulent interaction 
 L VM TD TIF F F F F= + + +∑   (10) 
where the standard Fluent formulation for the virtual 
mass force is used and lift is described by the model of 
Saffman (1965), turbulent dispersion by the model of 
Simonin and Viollet (1990b), and turbulent interaction as 
described by Simonin and Viollet (1990a). 
Note, that, in accordance with the source term in the mass 
transport equation (3), the momentum equation (4) 
should feature a corresponding momentum source term 
to account for momentum exchange in the wall-adjacent 
grid cells. However, compared to the other terms in 
equation (4), the momentum source term due to mass 
exchange is expected to be of negligible order of 
magnitude. 

Fluid rheology 
Drilling fluids are either pure water (H2O) or so-called 
H2O or oil based muds (WBM, OBM). The first is a 
simple Newtonian fluid, the latter are generally 
engineered non-Newtonian (shear thinning, viscoelastic 
and thixotropic) fluid systems. However, usually, drilling 
fluids are modelled as generalized Newtonian fluids, i.e. 
purely viscous without elastic and time-dependent 
properties. Hence, the fluid apparent viscosity becomes 
only a function of the second invariant of the rate of 
deformation tensor, see equation (5), and may be 
expressed with different models depending on the fluids 
properties. In this study, experiments were performed for 
H2O and an aqueous solution of Poly-Anionic Cellulose 
with a concentration of 1 g/L (PAC1) as a WBM model 
system. PAC solutions are both shear-thinning and 
translucent which qualifies them for usage as WBM 
model systems in optical investigations. Preparation of 
the PAC1 solution and rheology measurements were 
described in previous studies, see Khatibi et al. (2016a),  
(2016b). Figure 4 shows the apparent dynamic viscosity 
µ(�̇�𝛾) of H2O and PAC1 versus shear rate �̇�𝛾. 

 
Figure 4: Rheology of water and PAC 1 g/l at 21 °C. 

Power-law (PL) and Cross (CR) models, equations (11) 
and (12) respectively, were used for curve fitting of the 
PAC1 rheometric data; however, only the CR model was 
used in the CFD computations. 
 ( ) 1PLn

PLPL Kµ γ γ −=    (11) 
 

 ( )
( )

0  
1 CRnCR

CRK
∞

∞
µ µµ γ µ

γ
−

= +
+





  (12) 

Density of H2O and PAC1 were approximately 1000 
kg/m³. All liquids were measured at room temperature 
(21 °C) and atmospheric pressure (1.01 bar).  

Dispersed phase 
In order to model drill cuttings, two different types of 
spherical glass beads with median diameters ds = 0.3 mm 
and ds = 1.2 mm were used in this study, with solids 
density ρs = 2500 kg/m³. 

Turbulence 
As an URANS approach is taken to model the fluid flow, 
a turbulence model is required in order to compute the 
turbulent viscosity µt-i. Here, the k-ω SST model of 
Menter (1994) is used to model the two turbulent 
quantities, namely the  turbulent kinetic energy k and the 
inverse turbulence time scale ω. Roughness of a non-
moving sand bed may be directly represented by the 
particle diameter. However, due to the moving sand 
particles, which may also slide, roll and saltate, bed 
roughness is taken to be equivalent to 2ds. 

Bed load layer 
As illustrated in Figure 3, the lower wall of the 
computational domain may deform based on the solution 
of the bed height transport equation (1). In order to solve 
equation (1), three closures are required, namely models 
for the volumetric bed load transport rate per unit width, 
the volumetric deposition flux and the volumetric 
entrainment flux (Step 2. in Figure 2). 

Incipient motion 
Bed load transport and entrainment only take place if the 
fluid has sufficient momentum to overcome a critical bed 
shear stress threshold, characterized by the Shields 
number. The Shields number is a non-dimensional shear 
stress acting on the bed and may also be seen as the ratio 
of shear force to gravitational force, acting on a particle 
at the top of the bed.  

 ( )
b

s s fgd
τ

θ
ρ ρ

=
−

  (13) 

For a horizontal bed, the critical Shields number to 
overcome for bed load transport and entrainment to take 
place, may be estimated using an empirical expression of 
Soulsby (1997) 

 ( )*0.02
,0

*

0.24 0.055 1 d
cr e

d
θ −= + −  (14) 

where d* is a dimensionless particle diameter 

 ( )
1
3

* 2

1
s

f

g s
d d

ν
 −

=   
 

 (15) 

Applying a force balance to a particle on a slope yields, 
for the 2D case, 
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where shear stress always acts in the bed slope direction, 

 ( )
( ),0

sin
sincr cr

β φ
θ θ

φ
+

=  (16) 

where ϕ is the solids angle of repose and β is the local bed 
slope. 

Bed load transport rate 
The bed load transport rate is mainly a function of the 
shear stress acting on the bed. Various empirical bed load 
formulas exist for different flow patterns and sediments. 
In this study, the expression of Nielsen (1992) is used, 
 

( ) ( )0 3

0

12 1
cr

bx
s cr cr

if
q

g s d if

θ θ

θ θ θ θ θ−

≤= 
− − >

  (17) 

which is valid for a zero-slope bed. Following Struiksma 
and Crosato (1989), a slope correction term is introduced 
as  

 0
f

bx bx
f

u hq q C
xu−

 ∂ = −
 ∂ 

  (18) 

where C is a constant and the direction of qbx is assumed 
to be equivalent to the x-direction of the fluid velocity uf 
in the wall-adjacent grid cell. 

Deposition 
The deposition flux D, i.e. particles leaving suspension 
and depositing on the bed, may be modeled as the product 
of the solid volume fraction and the suspension hindered 
settling velocity of Richardson and Zaki (1957) 
 ( )n

s f setD vα α=   (19) 
where vset is the settling velocity of an individual particle 
estimated with 

 ( )4
3
s f p

set
f D

d g
v

c
ρ ρ

ρ

−
= −   (20) 

based on the drag coefficient cD of Schiller and Naumann 
(1933). According to Garside and Al-Dibouni (1977), the 
exponent n in equation (19) is given by 

 
0.9

0.9

0.27 Re 5.1
0.1Re 1

p

p

n
+

=
+

  (21) 

Entrainment/Erosion 
Following Celik and Rodi (1988), the entrainment flux E, 
i.e. particles leaving the bed and entering suspension due 
to near-bed turbulent eddies, may be expressed with the 
near-bed Reynolds flux of solids  

 s j sT

s s T

u
E

Sc y
α αµ
ρ ρ

′ ′ ∂
= ≈ −

∂
  (22) 

which may be modeled using the ratio of turbulent 
viscosity and the turbulent Schmidt number times the 
solid fraction gradient. 

Sand slide 
A pile of granular material will, under the pure influence 
of gravity, settle in such a way that the angle between its 
slope and the horizontal plane is equal to the materials 
angle of repose. The solution of equation (1) may lead to 
a violation of the angle of repose. Hence, a sand slide 
algorithm is required to avoid local violation of the angle 
of repose. The algorithm of Liang et al. (2005) is applied, 
where a face gradient is readjusted in a mass-
conservative manner if the face slope is violating the 
angle of repose (Step 4. in Figure 2). 

Boundary and initial conditions 
Initially, the bed height is 5 mm in the entire domain and 
all the flow variables in the domain are zero. 
At the inlet, a laminar velocity profile, which is adjusted 
to the potentially changing inlet size between step (4) and 
step (1) in Figure 2, is utilized for both the solid and the 
fluid phase. The velocity profile is defined in such a 
manner that the superficial velocities of the 2D channel 
flow CFD model and 3D pipe flow experiments match. 
A zero bed load transport rate gradient is used as a BC 
for the volumetric bed load transport rate.  
The solid volume fraction is assumed constant across the 
inlet. Reasonable values for the in-situ solid volume 
fraction were estimated based on the ratio of 
experimental superficial velocities  

  ss
s

ss sl

U
U U

α =
+

  (23) 

where the superficial particle velocity was calculated 
from the solids collection/injection rate as described in 
section 5 and the superficial liquid velocity was 
calculated based on logged data from a Coriolis flow 
meter. 

Implementation in ANSYS Fluent R17.2 
With reference to Figure 2, the implementation in 
ANSYS Fluent R17.2 is as follows: 
1. The flow field is solved in a standard manner using the 

Phase-Coupled SIMPLE scheme, spatial discretization 
is second order, with the exception of volume fraction 
where the QUICK scheme has been used.  The time 
discretization is implicit second order. 

2. After the flow field variables are available, the three 
closures (18), (19), and (22) are calculated using an 
EXECUTE_AT_END UDF. 

3. In the same UDF, the bed height evolution equation (1) 
is solved with a first-order upwind scheme 

 ( ) ( )
(1 ) (1 )

t t t t t
x x x x x

fb fb

t th h q q E D
xα α

+∆
−∆

∆
− −

∆
= − − − −

∆
  (24) 

Note, that the volumetric transport rate qx is a function 
of the transported property h. However, changes of the 
bed height h occur on a much larger time scale than 
changes of flow field variables such as velocity. Since 
the first-order upwind scheme, i.e. equation (24), is 
solved at the end of each CFD time step, no numerical 
instabilities are to be expected. 
The net solid and fluid fluxes into/out of the wall-
adjacent cell leads to a source term in these cells, as 
given in equation (3). 

4. Finally, the computational domain is then updated by 
individual node movement using a 
DEFINE_GRID_MOTION UDF, where the new node 
positions are computed based on linear face position 
averages and the whole bed is repetitively swept with 
the sand slide algorithm until the angle of repose is 
satisfied at all bed faces. ANSYS Fluent's dynamic 
mesh capability is used to deform the mesh 
correspondingly. Here, the spring-based smoothing 
method is used, where the individual node 
displacements are obtained by treating the mesh as a 
network of connected springs. Displacements of the 
boundary nodes computed via equation (24) will be 
transmitted through the mesh by calculating adjacent 
node displacements based on Hooke’s law. 
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5. EXPERIMENTS 
Flow loop 
The experiments were carried out in a medium-scale flow 
loop at the University of Stavanger. The flow loop, 
shown in Figure 5, is a closed loop, where the particles 
are separated and re-injected continuously to the test 
sections after collection in a hydrocyclone (10).  

 
Figure 5: Medium-scale flow loop. 

The flow loop features both a horizontal and an inclined 
test section, where the pipe is made of transparent 
plexiglas. The inner pipe diameter is 0.04 m, the total 
length of the horizontal test section is 6 m, with an 
upstream entrance length of 4 m. The test fluid was stored 
in a 350 L source tank (1). A PCM Moineau 2515 screw 
pump (2), regulated by a frequency invertor, provided the 
flow. Liquid flow rate and temperature were monitored 
by a Promass 80F DN50 Coriolis flow meter (3). The 
glass beads were mixed into the liquid through a Venturi 
shaped injector (4). The test section was located 4 m 
downstream of the injection point to minimize entrance 
flow effects and to let the particle-liquid patterns become 
fully developed. The pressure gradient data was 
measured over a length of 1.52 m by a Rosemount 3051 
transducer (9). At the same position, flow pattern images 
were recorded using two high speed video cameras (8): 
A Basler camera with 500 fps at full resolution of 
800x600 and a SpeedCam Mini e2 camera with 2500 fps 
at full resolution of 512x512 pixels. Particles and liquid 
were separated in the hydrocyclone (10), just after the 
inclined test section. The particles are then re-injected 
through the injection pipe (7) and the liquid is returned to 
the tank (1). 

Estimate of CFD boundary conditions 
The solid superficial velocity required to specify the in-
situ solid volume fraction used as a BC in the CFD 
model, i.e. equation (23), was estimated by measuring the 
injection and collection rate of particles. A time series of 
images of the injection pipe (7) was obtained, where one 
of the control valves (5, 6) was closed and the other one 
was open to collect or inject the particles. The changes of 
the packed particles height were calculated by analyzing 
the images in Matlab.  

Test matrix 
Table 1 summarizes the relevant parameters used in the 
experiments (and corresponding simulations). 
In all cases, glass beads with a density of 2500 kg/m³ 
were used as solids. 
The global αs represents the total volumetric loading of 
solids in the flow loop, whereas the in-situ αs represents 
the estimated solid volume fraction of moving solids 

according to equation (23) used as a BC in the CFD 
simulations. 

Table 1: Test matrix 

Case #1 #2 #3 #4 #5 
Fluid H2O H2O H2O PAC1 PAC1 

Usl [m/s] 0.26 0.43 0.44 0.45 0.81 
µ0 [mPa.s] - - - 26 26 
µ∞ [mPa.s] 1 1 1 1 1 

KCR [Pa.snCR] - - - 0.008 0.008 
nCR [-] - - - 0.37 0.37 

ds [mm] 0.3 0.3 1.2 1.2 1.2 
αS [-] global 0.08 0.08 0.12 0.12 0.12 
αS [-] in-situ ≈ 0.0015 ≈ 0.0015 ≈ 0.001 ≈ 0.001 ≈ 0.001 

 
Pipe inclination was 0° in all cases, i.e. only the data from 
the horizontal test section was used in this study. 

6. RESULTS 
Numerical Modeling (CFD) 
In the case of H2O, solids eventually accumulate into a 
pile at the inlet due to a developing recirculation zone, 
blocking more than half the inlet. For case #1, as depicted 
in Figure 6, and at approximately x ≈ 1 m, a static bed 
begins to form where the solids concentration profile as 
well as the bed height is constant with respect to x. 

 
Figure 6: Bed height as a function of time, case #1. 

For case #2, as illustrated in Figure 7, a large pile of 
solids develops in the domain (here depicted at t = 50 s), 
which eventually is eroded. 

 
Figure 7: Bed height as a function of time, case #2. 

For case #3, simulations were always diverging for a big 
variety of solver settings. Using time steps < 0.0005 s 
lead to stable simulations; however, no results were 
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obtained due to currently unavailable computational 
power required. 
In case of PAC1, no pile build-up is observed at the inlet 
in either case. For case  #4, as depicted in Figure 8, a dune 
starts to grow at x ≈ 0.5 m and eventually the bed 
approaches a steady-state with a bed height h = 0. 0136 
m. 

 
Figure 8: Bed height as a function of time, case #4. 

For case #5, as illustrated in Figure 9, the bed is eroded 
from the start and yields a semi-steady-state bed height 
towards the outlet. 

 
Figure 9: Bed height as a function of time, case #5. 

However, the bed is eroded continuously, leading to zero 
bed height after the small dune traveling through the 
domain in the flow wise direction. 
No moving sand dunes were observed in the simulations. 

Experiments 
In this study, only a subset of experimental results 
relevant for validation of CFD simulations are presented 
(horizontal test section, moving bed flow pattern). 
Figure 10 to Figure 14 show the corresponding 
experimental results for the cases #1 to #5. 

 
Figure 10: Exp. result case #1. 

 
Figure 11: Exp. result case #2. 

 
Figure 12: Exp. result case #3. 

 
Figure 13: Exp. result case #4. 

 
Figure 14: Exp. result case #5. 

For case #1, #2 and #3, the fluid as well as particle 
properties are the same; with the only difference that the 
particle diameter ds is 4 times larger in case #3 compared 
to case #1 and #2. Increasing the liquid superficial 
velocity Usl leads to a higher bed height (case #2, Figure 
11 vs. case #1, Figure 10), and changing the solids 
particle diameter ds causes an even higher bed height 
(case #3, Figure 12). 
For case #4 and #5, PAC1 was used as a fluid, having 
shear-thinning properties as shown in Figure 4. Changing 
the fluid properties from H2O to the more viscous and 
shear-thinning PAC1 (case #4, Figure 8), changes the 
flow pattern and causes the bed to become much flatter 
but with a slightly higher bed height. By increasing the 
liquid superficial velocity Usl (case #5, Figure 14), the 
bed height is reduced, and the flow pattern changes to 
stratified flow with more particles in suspension near the 
bed. 

7. DISCUSSION 
First, the numerical results are discussed with a focus on 
model issues, followed by a brief discussion of the 
experimental results. Finally, numerical and 
experimental results are compared with each other. 

Numerical Modeling (CFD) 
Dynamic bed forms and URANS concept 
Even though simulation results predict bed changes with 
respect to space and time, no dynamic bed forms such as 
dunes are observed. For case #1 and #4, a sediment bed 
with constant height in dynamic equilibrium with the 
interacting flow is obtained in the second half of the 
computational domain. For case #1 and #4, the bed seems 
to be eventually eroded; however, also no dunes are 
observed. The lack of dynamic morphodynamic bed 
shapes may be a direct consequence of the URANS 
concept employed. Here, only averaged turbulent 
quantities are considered. Hence, no flow-induced 
perturbations of the sand bed are observed away from the 
inlet. Similar results have also been obtained by other 
researchers in sediment transport research, e.g. 
Khosronejad et al. (2015). Hence, a URANS concept 
may only be used to predict an averaged bed height. A 
capability to resolve large scale turbulent structures 
seems required in order to obtain flow-induced bed 
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perturbations and dune dynamics. One computationally 
affordable concept may be the Very Large Eddy Scale 
(VLES) model introduced by Johansen et al. (2004), an 
approach that is currently investigated. 

Bed erosion & steady-state 
For case #2 and #5, the simulation results indicate a 
vanishing bed, i.e. the bed is eroding over time. Here, the 
solid transport capacity of the flow seems to be high 
enough to eventually transport all solids out of the 
domain, which is consistent with the comparatively high 
superficial velocity of the cases. However, as will be 
further discussed in section “Comparison of CFD and 
experimental results”, this is not in accordance with 
experiments, where a steady-state bed height is observed. 
Further simulation time is required to finally develop a 
full dynamic equilibrium, since, as Figure 7 and Figure 9 
indicate, the eroding bed eventually leads to a fully 
flushed channel. 

Numerical instabilities 
For case #3, no converging solution could be obtained. In 
this case we have particles of ds = 1.2 mm in H2O. The 
settling velocity becomes large (vset ≈ 0.1 m/s), imposing 
a considerable time step limitation.  The problems 
observed here are expected to be related to the relative 
large hydrodynamic relaxation times of the larger 
particles leading to high deposition fluxes. These lead to 
short timescales for the Exner equation and consequently 
affect the numerical stability of our coupled equations. 

Bed load transport rate closure 
The used bed load transport rate is an empirical formula 
obtained for sand-water mixtures. Even though it is based 
on the non-dimensionalised wall shear stress in the form 
of the Shields number, it may not be adequate to quantify 
bed load transport for closed channel flows.  
Furthermore, the applicability of bed load transport rate 
formulas for shear-thinning apparent viscosities is 
questionable. 
The critical Shields number as the threshold for incipient 
motion was experimentally determined by Shields (1936) 
for a constant ratio of water-sand densities as well as a, 
with respect to the shear rate, constant water viscosity. 
Thus, for density ratios other than water-sand, as may be 
encountered in wellbore flows, and/or the varying 
apparent viscosity of drilling fluids, the standard Shields 
curve may not represent the correct threshold of motion. 

Node position update 
The updated node positions are computed based on a 
simple face-averaging. In cases where the two 
neighboring faces of an arbitrary face do have a y-
coordinate larger or smaller than the y-coordinate of the 
current face, the used averaging concept is not fully 
mass-conservative under all conditions. This may be 
easily deduced from Figure 3, where the third cell may 
be considered a local maximum. Since both the 
downstream and upstream face do have smaller y-
coordinates, averaging node positions as described will 
lead to a new face value smaller than the actual computed 
face value. Ideally, the new node positions could be 
interpolated using e.g. splines with the constraint of mass 
conservation. 

BC & model parameters 
Appropriate BC as well as correct estimates of model 
parameters are major issues in all CFD simulations. Here, 
concerning BC, the transfer of a pipe cross-sectional 
geometry to a channel cross-sectional geometry is not 
fully consistent with regards to all parameters: 
Superficial velocities are matched; however, due to the 
different cross-sections, wall shear stress and Reynolds 
numbers are different. 
For all cases, in the first half of the computational 
domain, the sand bed height changes with respect to 
space and time because of the various solid (bed load, 
deposition and entrainment) and corresponding fluid 
fluxes having different orders of magnitude and 
direction. This is mainly a consequence of the BC, i.e. the 
specified parabolic velocity profile and constant solid 
volume fraction across the inlet. These conditions do not 
represent a dynamic equilibrium. Since the velocity 
profile is updated based on the bed change at the inlet, a 
recirculation zone develops and the flow field and 
accordingly the sediment bed develop over an entrance 
length approximately equal to half the channel length. 
This may be circumvented by setting the first grid point 
constant, i.e. non-deforming. The two most prominent 
uncertain parameters are probably the estimated in-situ 
solid volume fraction given by equation (23) as well as 
the bed roughness required for the turbulence model. A 
sensitivity study may be required to identify the 
quantitative effect of these parameters on bed height. 
Regarding solid fraction, a profile, for instance based on 
the Rouse concentration profile of suspended sediments, 
may be used. Together with a more realistic turbulent 
velocity profile, this may help to considerably reduce the 
required entrance length and thus speed up computations. 

Non-Newtonian rheology 
The apparent viscosity is based on the shear rate of the 
background fluid. For testing purposes, local, particle-
induced shear rate and thus viscosity changes were taken 
into account for the settling velocity of solids in the wall-
adjacent bed cells. However, this needs to be 
implemented into drag law formulations as well as shear-
rate dependent force terms used in the two-fluid model. 
If not, solid velocities of the two fluid model and settling 
velocities of the bed load model would be inconsistent.  
The utilized non-Newtonian rheology description as a 
generalized non-Newtonian fluid does not account for 
interdependencies of non-Newtonian fluid rheology and 
turbulence. Non-Newtonian rheology is only taken into 
account via the molecular viscosity, i.e. equation (5) and 
(12) whereas the effect of turbulence is only taken into 
account by the corresponding models affecting the 
turbulent viscosity µt-i. This is due to the conventional but 
simplified RANS treatment where the viscosity is first 
considered constant and later made variable by relating it 
to the shear rate, again see equation (5) and (12). Thus, 
terms representing the impact of fluctuations in strain rate 
on the fluids molecular viscosity as shown by Pinho 
(2003) as well as Gavrilov and Rudyak (2016) are 
ignored. 
Adequate wall treatment for non-Newtonian fluids is not 
available so far, as the wall functions in ANSYS Fluent 
are based on the common Newtonian log-law concept. 
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Hence, the boundary layer needs to be resolved down to 
y+ < 1 into the laminar sublayer or non-Newtonian wall 
laws have to be developed, e.g. based on Johansen 
(2015). 
Drag, other momentum exchange terms and settling 
models utilized are based on Newtonian fluids. Here, 
further work is needed to account for non-constant 
viscosities, using available modeling concepts such as 
e.g. Childs et al. (2016); Ceylan et al. (1999); Li et al. 
(2012); Renaud et al. (2004); Shah et al. (2007); Shah and 
others (1986). 

Experiments 
Recording of experimental data started after a flow 
stabilization sequence of 30 min, in order to yield 
dynamic equilibrium. An entrance length of 4 m 
upstream of the test section was sufficient to yield a well- 
developed particle-liquid flow in test section of the 
horizontal pipe, where the video images were recorded. 
The camera frame rate was sufficient to capture and track 
the movement of individual particles inside the test 
section. 
Bed heights were measured from the video images and 
are in agreement with conventional theory. 
Theoretically, the bed height should decrease with 
increasing liquid flowrate due to increased shear stress 
against the bed. Thus, both bed load and suspended load 
increase, which may be directly seen in Figure 13 and 
Figure 14 for the case of PAC1. However, in the case of 
H2O, an increase in bed height is observed, which may be 
explained by flow pattern transition from a rather  
stationary bed, where dunes are moving very slowly 
(case #1) to a moving bed, where dunes move much faster 
(case #2). In addition, beyond a threshold velocity, 
particle dunes disappear and the bed becomes flatter. 
For constant particle mass density, the bed height 
increases with increasing particle diameter, due to 
increase in settling velocity, and decrease in entrainment 
rate. 
Increased viscosity of shear-thinning fluid leads to 
decrease in bed height due to the increased solids 
transport capacity of the flow. This is mainly due to 
reduced settling velocity and consequently less 
deposition. It also leads to higher shear-stress acting on 
the bed and consequently more bed-load transport. 

Comparison of CFD and experimental results 
As pointed out, the URANS-based numerical modeling 
approach does not yield any bed dynamics such as dunes. 
Therefore, comparison of CFD and experimental results 
may only be conducted based on a time/spatial average 
of the steady-state bed height. 
Table 2 provides a quantitative comparison of the bed 
heights predicted by CFD simulations and the averaged 
bed heights obtained from experiments. 
In case of the experiments, the averaged bed height was 
determined using Matlab Pixel-Viewer. By considering 
the grayscale color of each pixel (0 = black…255 = 
white), the interface of the sediment bed was determined 
and averaged over a sufficient length. 
In case of the CFD results, the bed heights of case #2 and 
#5 are not representing the final steady state, as may be 
seen from the respective time series given in Figure 7 and 
Figure 9. 

Table 2: CFD vs. experimental averaged bed heights 

[#] hbed (CFD) [m] hbed (Exp) [m] Ratio [-] 
1 0.019 0.0052 3.65 
2 0.0056 0.0093 0.60 
3 n/a 0.0139 n/a 
4 0.0136 0.0146 0.93 
5 0.00157 0.0100 0.16 
    

These time series actually indicate an eroding bed, which 
may eventually entirely vanish from the domain. This 
may be explained by (1) an overprediction of the solid 
transport capacity of the numerical model or (2) by an 
underestimation of the amount of solids entering the 
domain. In the case of (1), the bed load transport formula 
may need improvement with regards to the confined 
domain, non-Newtonian rheology or tuning of its model 
constants. The two latter aspects may also be valid for the 
entrainment model. Interestingly, the simulation result of 
case #1, does not support overprediction of solid 
transport capacity, as the bed height obtained from CFD 
simulations is 3.65 times the corresponding 
experimentally obtained bed height (see Table 2). In the 
case of (2), the amount of solids entering the domain 
could only be estimated based on equation (23) and 
corresponding experimental data. However, the 
estimated superficial velocities are global values, 
representing the respective superficial velocities on the 
entire flow loop system level. In order to improve on this 
BC estimate, measurements of the local superficial 
velocities at the test section inlet, or alternatively the 
solids concentration profile, would be required. 
In general, comparison of the results is further 
complicated by the two different domains utilized in this 
study. In the experiments, a pipe geometry has been used, 
whereas in the CFD simulations, a 2D channel (with an 
infinitesimal long z-coordinate) has been used. As 
pointed out in subsection “BC & model parameters” of 
section 7, it is not straightforward to match these two 
different geometries with regards to BC. 
Due to the uncertainties and shortcomings of the current 
status of the numerical model, as described in the 
subsection “Numerical Modeling” of section 7, a valid 
comparison of bed heights obtained from experiments 
and CFD simulations is not possible yet. 

8. CONCLUSION 
1. The model developed so far does have major 

shortcomings when it comes to prediction of dunes as 
it may only predict the steady-state average bed height. 
A simplified LES approach, e.g. the VLES concept 
currently investigated, may lead to a model capable of 
describing flow-induced dynamic bed shapes such as 
travelling dunes. 

2. The numerical model apparently does not correctly 
predict the transport capacity of the flow. An improved 
bed load transport model, together with a more realistic 
entrainment model, may yield more realistic transport 
capacities and consequently better predict the steady-
state bed shape.  

3. Improved inlet boundary conditions, in particular an 
inlet turbulent velocity profile together with a solid 
volume fraction profile, may considerably shorten 
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entrance length effects and consequently speed up 
computations. 

4. Further modeling work is required to adequately 
describe the effect of non-Newtonian rheology on 
various elements of the model: Non-Newtonian 
formulations for closures such as the bed load formula, 
the drag coefficient, the (critical) Shields number, and 
the hindered settling effect as well as non-Newtonian 
turbulence interdependencies may improve the model. 

5. An investigation of the model’s sensitivity with 
respect to bed roughness and in-situ solid volume 
fraction at the inlet is necessary in order to understand 
the effect of these two uncertain parameters.  

6. An extension of the model to 3D will extend the 
applicability of the model for pipe flows, annular flows 
and potentially even more complex flows. 
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Abstract 
This manuscript summarizes work conducted in the AdWell project by SINTEF personnel and me 

regarding the quality of Reynolds-Averaged-Navier-Stokes (RANS) turbulence modelling when 

investigating wellbore flow cases in the industrially relevant Metzner-Reed (1955) Reynolds number 

range Re𝑀𝑀𝑀𝑀 ≈ 226…25160. Both pipe and annular Direct Numerical Simulations (DNS) for different 

fluids as well as eccentricities and inner pipe rotation rates were conducted by SINTEF. The respective 

specifications were used to run RANS simulations were turbulence was modelled with models typically 

used in the industry. Three different turbulence models were investigated, the Lam-Bremhorst (1981) 

variant of the Standard 𝑘𝑘-𝜖𝜖 model, the Marin (1997) modification of the latter suited for Power-Law (PL) 

fluids, and the 𝑘𝑘-𝜔𝜔 SST model, all of which are standard models in the commercial code Fluent and 

comparetively cheap to use in terms of computational power. 

So far, a limited set of cases has been investigated. However, preliminary results show, that all models 

have pros and cons: While the 𝑘𝑘-𝜔𝜔 SST model can cover the Reynolds number range down to the 

laminar regime, it overpredicts turbulence, in particular when rotation is present. For a Newtonian fluid, 

the Lam-Bremhorst (1981) variant of the Standard 𝑘𝑘-𝜖𝜖 model performs better than the 𝑘𝑘-𝜔𝜔 SST model 

for Re𝑀𝑀𝑀𝑀 < 10000. For a shear-thinning fluid, the former underpredicts the mass flow rate for a given 

pressure drop. For the case of a Power-Law material function, the Marin (1997) modification of the Lam-

Bremhorst (1981) variant of the Standard 𝑘𝑘-𝜖𝜖 model performs very well, both with respect to DNS results 

and friction factor correlations (Dodge & Metzner 1959, Irvine 1988). 

However, several inconsistencies are present in the data sets generated so far and thus the DNS data 

is currently re-analyzed by SINTEF personnel. Furthermore, a broader parameter range of the design 

space must be investigated (e.g. more annular PL simulations must be conducted for eccentricities of 

e = {0, 0.25, 0.75} and a broader variety PL coefficients) until final conclusions regarding the 

performance of the turbulence models investigated may be drawn.  
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iv Nomenclature 

Nomenclature 

Greek symbols 

𝛾𝛾 Strain. 

�̇�𝛾 Shear rate, total shear measure. 

Δ Difference. 

𝜖𝜖 Turbulent dissipation rate. 

𝜂𝜂 Apparent shear viscosity. 

𝜆𝜆 Rheological time scale, parameter in Cross and Carreau model. 

𝜇𝜇 Newtonian shear viscosity. 

𝜔𝜔 Specific turbulent dissipation rate 

𝜌𝜌 Density. 

Latin symbols 

𝐴𝐴 Surface area. 

𝑐𝑐 Coefficient. 

𝑑𝑑 Diameter. 

𝐃𝐃 Rate of deformation tensor. 

𝑓𝑓 Functional. 

𝑔𝑔 Gravity. 

𝐾𝐾 Parameter in Power-law, also known as Consistency Index. 

𝑙𝑙 Length. 

𝑚𝑚 Mass. 

𝑛𝑛 Parameter in Power-law (PL), also known as PL exponent. 

𝑝𝑝 Pressure. 

𝑅𝑅𝑅𝑅 Reynolds number. 

𝑡𝑡 Time. 

𝑇𝑇 Transposed. 

𝐓𝐓 Stress tensor. 

𝐮𝐮 Fluid velocity. 

𝑈𝑈 Fluid bulk velocity. 

𝑣𝑣 Particle velocity. 

𝑉𝑉 Volume. 

𝑤𝑤 Width. 



 v 

𝑥𝑥 Spatial dimension. 

𝑦𝑦 Spatial dimension. 

𝑧𝑧 Spatial dimension. 

Indices 

0 Zero, �̇�𝛾 → 0. 

∞ Infinity, �̇�𝛾 → ∞. 

𝐶𝐶𝐶𝐶 Carreau. 

𝐶𝐶𝐶𝐶 Cross. 

𝑓𝑓 Fluid. 

𝑃𝑃𝑃𝑃 Power Law. 

𝑡𝑡 Turbulent. 

𝜏𝜏 Friction 

Abbreviations 

2D, 3D Two-, Three dimensional in space. 

CFD Computational Fluid Dynamics. 

FC Flow Curve. 

GNF Generalized Newtonian Fluid. 

PL Power-Law.



6 1 Introduction 

1 Introduction 
The turbulent flow of shear-thinning fluids is an important problem in the oil and gas industry. For 

instance, in wellbore flows, shear-thinning (and often additionally viscoelastic and thixotropic) drilling 

fluid systems are used to transport drilled-off particles also known as “cuttings” back to the surface. 

Focusing on the single-phase subproblem of hydrodynamics, a relevant question is “For a given domain 

of interest—typically a (drill) pipe or a (concentric or eccentric) annulus, where the inner pipe may rotate 

or not—and a given flow rate, what is the pressure gradient 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 (or vice-versa, what is the flow rate 

as a function of 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥)? While the modeling of Newtonian turbulent flows has matured to a satisfactory 

level for industrially-relevant problems this is less so for non-Newtonian fluids. 

In recent years, Real-Time (RT) models have gained importance in the drilling industry, which are 

typically based on simple one-dimensional (1D) mechanistic/phenomenological models. 

Computational-Fluid-Dynamics (CFD) simulations have just as well become increasingly important in 

recent years because they may contribute with a better understanding of the complex rheological and 

flow physics involved and provide input for closure laws required for the 1D RT models. 

Depending on the required information and the available computational speed, one may in principle 

distinguish between (1) simple (empirical) correlations providing the Fanning friction factor 𝑓𝑓 as a 

function of a to-be-defined Reynolds number Re, (2) the aforementioned and more sophisticated CFD 

models, where the entire flow field in a typically three-dimensional domain of interest (pipe, annuli) is 

being computed utilizing closures to handle turbulence, and Direct Numerical Simulations (DNS), where 

turbulence is resolved on all length and time scales without the need for modeling. 

1.1 Friction factor correlations for turbulent flows of shear-thinning 
fluids 

Various Newtonian friction factor correlations, e.g. [1], [2], [3] exist and produce quite accurate results 

for turbulent flows. For non-Newtonian fluids, mainly power-law (PL) based correlations, e.g. [4–7] and 

more recently [8,9], for pipes and e.g. [10] for non-circular ducts such as annuli, exist. Some of these 

correlations are not consistent, which may partly be a consequence of the inherent Generalized Non-

Newtonian Fluid (GNF) assumption of the PL model, which ignores any thixotropic and/or viscoelastic 

effects that may have been present in the underlying experiments. Various GNF friction factor laws and 

also Reynolds number definitions were evaluated by e.g. [11] [12] [13]. The hydraulic diameter concept 

is best-suited to correlate data in case on an annulus [11]. However, a generic framework for annuli is 

given by the work of Kozicke et al. [14] and Delplace and Leuliet [15], who defined a Reynolds number 

for PL fluids accounting for the hydraulic diameter as well as the diameter ratio. 

1.2 RANS modeling of turbulent flows of shear-thinning fluids 

A broad variety of turbulence models exist these days, the most relevant ones available in commercial 

CFD codes are the standard 𝑘𝑘-𝜖𝜖 model along with its many variants and the more versatile 𝑘𝑘-𝜔𝜔 SST 
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model as the industrial workhorse of modern CFD codes. Historically, these models were developed for 

turbulent flows of Newtonian fluids. However, assuming a Generalized Newtonian Fluid (GNF), i.e. 

instantaneous adaption of viscosity to change in shear rate and hence no elastic and/or thixotropic 

properties, several non-Newtonian variants of low Reynolds number 𝑘𝑘-𝜖𝜖 models were developed over 

the years, for instance for PL fluids in pipes [16][17] [18,19] [20,21], Herschel-Buckley fluids in annuli 

[22], or drag-reducing fluids in pipes [23] [24]. 

Several studies have focused on the evaluation of the performance of turbulence models, e.g. 

Newtonian fluids in concentric and eccentric annuli [25], Generalized Newtonian Fluids (GNF) in pipes 

[26] and concentric annuli [27] as well as more complex geometry [28]. 

1.3 Direct numerical simulations of turbulent flows of shear-thinning 
fluids 

DNS of GNF is a relatively new research field. The first simulations on pipe flow were published in 2002 

[29], two decades after the emergence of Newtonian DNS. The early results [30] [31] reproduced many 

of the experimentally observed characteristics of GNF flows such as reduced skin friction, lower 

turbulence intensities, and delayed transition for shear thinning fluids compared to their Newtonian 

counterpart. The results also showed that these effects increased with the degree of shear thinning. 

However, a major uncertainty with regard to the accuracy of the DNS were that the level of skin friction 

was overpredicted by 10-15% compared to measured data [32]. Later this was contributed to the lack 

of rheology characterization at high shear rates [33] and new flow experiments backed up by rheogram 

data covering the high shear rate end gave a skin friction comparison within 1% between experiments 

and DNS. As in the case for Newtonian flow, DNS has given new and detailed insight into the details of 

turbulent GNF flows [34] [35] [36] [37] [38] and will continue to do so in the future. There is a lack of 

DNS with GNF for other geometries than circular pipe, and a full comparison with experiments between 

cross sectionals profiles of mean flow and turbulence statistics is still missing. 

1.4 Purpose, scope and structure of this paper 

To improve cuttings transport RT modeling by enhanced CFD models, we investigate the performance 

of industrially available turbulence models, namely the standard 𝑘𝑘-𝜀𝜀 in (1) its original definition [39], (2) 

in a low-Re formulation [40], and (3) in a non-Newtonian modification of the latter [17] as well as the 𝑘𝑘-

𝜔𝜔 SST model [41,42] by CFD simulations of various industrially relevant flow cases in both a pipe and 

an annular domain. For the later, the effects of drill pipe (= inner pipe) rotation and eccentricity are 

investigated. Additionally, Direct Numerical Simulations (DNS) are conducted for the very same cases. 

We compare the obtained CFD and DNS results and benchmark our results with data available in the 

literature [30,33,43]. 

Hereafter we briefly present the flow model with its rheological and turbulence model closures and 

provide the relevant parameters for all cases investigated. In section 3, we present the results in 

dimensional (pressure gradient 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 as a function of mass flow rate �̇�𝑚) as well as in non-dimensional 
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(Fanning friction factor 𝑓𝑓 as a function of Metzner-Reed (MR) Reynolds number Re𝑀𝑀𝑀𝑀 [4])1 form. The 

performance of the different turbulence models is discussed in section 4, supplemented with non-

dimensional velocity profiles (both 𝑥𝑥-velocity divided by bulk velocity as a function of the radial 

coordinate 𝑦𝑦 divided by the radius 𝑅𝑅 and classical 𝑢𝑢+-𝑦𝑦+-plots) and a conclusion is provided in section 

5. Supplemental material such as the scaling concepts utilized is provided in the Appendix. 

2 Materials and Methods 

2.1 The Eulerian equations of motion 

Assuming an isothermal system, a fluid may be described by mass and momentum conservation in an 

Eulerian frame of reference in an appropriate control volume based on the Cauchy equations of motion. 

For an incompressible fluid, mass conservation is simply given by ∇ ∙ (𝜌𝜌𝐮𝐮) = 0, where 𝜌𝜌 is the fluids 

constant and homogenous density and 𝐮𝐮 the velocity field. The momentum balance is given by 

 ( ) ( ) p
t
ρ ρ ρ∂

+∇ ⋅ = −∇ −∇ ⋅ +
∂

u uu T g  , (1) 

where 𝐓𝐓 is the deviatoric stress tensor comprising some constitutive equation and material function(s) 

for the fluid and 𝑝𝑝 is the thermodynamic pressure. Unless these balance equations are solved to the 

smallest length scales, the phenomenon of turbulence is to be modelled. As a consequence of 

performing Reynolds averaging [44] of the instantaneous balance equations for mass and momentum 

a so-called Reynolds stress term ∇�−𝜌𝜌𝐮𝐮′𝐮𝐮′� arises in the—now ensemble-averaged—momentum 

conservation equation. The Reynolds stress tensor −𝜌𝜌𝐮𝐮′𝐮𝐮′ is typically assumed symmetric and may be 

modeled with dedicated Reynolds-Stress-Models (RSM) or, alternatively, employing the Boussinesque 

hypothesis [45] to relate the Reynolds stresses to the mean velocity gradients and the turbulent viscosity 

based on the concept of the gradient diffusion hypothesis. This leads to a deviatoric stress tensor 𝐓𝐓 =

𝐓𝐓𝒗𝒗+ 𝐓𝐓𝑡𝑡, where 𝐓𝐓𝑣𝑣 and 𝐓𝐓𝑡𝑡 denote viscous and turbulent stresses, respectively. 

For a shearing flow of an incompressible and purely viscous (here shear-thinning) fluid, i.e. no 

viscoelastic and/or time-dependent microstructural/thixotropic fluid properties, i.e. a Generalized Non-

Newtonian Fluid (GNF), the deviatoric viscous stress tensor 𝐓𝐓𝑣𝑣 of the Cauchy momentum equation 

reads 

 ( )2v η γ= −T D , (2) 

where 𝐃𝐃 is the symmetric part of the fluid velocity gradient (also known as the rate of deformation tensor, 

or alternatively the rate of strain tensor) 

 
1 The MR Reynolds number is based friction factor equivalence of a Newtonian and a non-Newtonian fluid in the laminar regime 

and is therefore convenient to use when the bulk velocity is known a priori. However, in case of the bulk velocity being the solution 

of a specified pressure gradient, usage of a Generalized Reynolds number Re𝐺𝐺 based on the wall shear stress and wall viscosity 

is more suitable. We briefly describe the differences of these two scaling approaches in section 4.3. 
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 ( )1
2

T= ∇ +∇D u u . (3) 

For a GNF, the fluids apparent viscosity 𝜂𝜂 in equation (2) is purely a function of the magnitude of the 

fluids instantaneous rate of deformation tensor 𝐃𝐃, the shear rate �̇�𝛾 

 ( ) ( )2 2
11 122 : 2 ...f D Dη γ γ= = = + +D D with , (4) 

where the functional 𝑓𝑓 may be modeled with an appropriate GNF material function, e.g. [46]. 

The Boussinesq hypothesis [45] in the form of 

 2t tµ= −T D , (5) 

is the underlying basis of all computationally cheap and hence industrially-used one and two equation 

turbulence models, such as the 𝑘𝑘-𝜖𝜖 and 𝑘𝑘-𝜔𝜔 family of models. Here, the turbulent viscosity 𝜇𝜇𝑡𝑡 is defined 

by the turbulent kinetic energy 𝑘𝑘, and the dissipation rate 𝜖𝜖 or the specific dissipation rate 𝜔𝜔, all of which 

are described by additional transport equations. 

2.2 Rheological closures 

We are here concerned with pure shear-thinning fluids which obey the GNF constitutive equation (2). 

The most simple formulation accounting for shear-thinning behavior is the Ostwald material function 

[47], also known as power law (PL), here given in a time constant formulation [48] 

 ( ) ( )0
1PLn

f PLη ηγ λ γ −=   . (6) 

Note, that the ordinary PL coefficient 𝐾𝐾𝑃𝑃𝑃𝑃 may be obtained as 𝐾𝐾 = 𝜂𝜂0𝜆𝜆𝑃𝑃𝑃𝑃
𝑛𝑛𝑃𝑃𝑃𝑃−1. 

In case of a polymeric solution, however, the functional 𝑓𝑓 in equation (4) is best-expressed with the 

Cross (Cr) [46] material function 

 ( )
( )

0
1  

1 Crn
Cr

f
∞

∞
µ µ

γ µ
λ γ

η −=
−

+
+





. (7) 

This represents the apparent viscosity data much better for a wider shear rate range because it 

accounts for Newtonian viscosities at both low and high shear rates. Here, 𝜇𝜇0 is the zero-shear viscosity, 

𝜇𝜇∞ is the infinite-shear viscosity, 𝜆𝜆𝐶𝐶𝐶𝐶 is the Cross time constant and 𝑛𝑛𝐶𝐶𝐶𝐶 is the Cross exponent2. One 

may infer PL coefficients for any given point of the flow curve 𝜂𝜂𝑓𝑓 = 𝑓𝑓(�̇�𝛾) by requiring: 

 
2 Note the subtle difference between the original Cross [46] formulation, where the exponent of (𝜆𝜆𝐶𝐶𝐶𝐶�̇�𝛾) is just 𝑛𝑛𝐶𝐶𝐶𝐶 and the definition 

used here where the exponent is defined as 1 − 𝑛𝑛𝐶𝐶𝐶𝐶 to ensure that in the limit of high shear rates but absence of a high-shear-

rate Newtonian viscosity plateau equation (6) is obtained. However, the model constants for the Cross case are defined to fulfill 

equation (8) in the inflection point of the Cross flow curve. 
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( ) ( )
( ) ( )

PL Cr

PL Cr

η γ η γ

η γ η γ
γ γ

=

∂ ∂
=

∂ ∂

 

 

 

. (8) 

Note that the inverse of Cross time constant 1/𝜆𝜆𝐶𝐶𝐶𝐶 is equivalent to the shear rate where the respective 

Newtonian zero-shear viscosity region and the shear-thinning region intersect. 

For this study, a set of fluids (Newtonian, Power Law (PL), and Cross (Cr), all with density 𝜌𝜌 = 1 kg/m³, 

were designed such that the respective flow curves (FC) all intersect in the same 𝜏𝜏𝑤𝑤 = 𝜂𝜂𝑤𝑤�̇�𝛾𝑤𝑤 = 0.0036 

Pa as depicted in Figure 1. 

 

Figure 1: Flow curves for the scaled model coefficients given in Table 1. Newtonian = Ne2 and PL = PL1 

and Cross = Cr1. 

This corresponds to a pressure gradient 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.01447 Pa/m, for which, if scaled based on Reynolds 

number equivalence, DNS data from the literature is available [33] for the PL case. The scaling was 

done such that both the scaled density and hydraulic diameter are equal to unity (see 5C.4), as this is 

a requirement of the DNS code. The inflection point of the Cross FC coincides with the 𝜂𝜂𝑤𝑤 of the 

Newtonian fluid, and the lower and upper Cross viscosity plateaus were specified as 𝜂𝜂𝑤𝑤/10 and 10∙𝜂𝜂𝑤𝑤, 

respectively. The model coefficients are provided in Table 1. 

Fluid 

Scaled 

𝝁𝝁𝟎𝟎 

[Pa∙s] 

𝝁𝝁∞ 

[Pa∙s] 

𝝀𝝀𝒊𝒊 

[1/s] 

𝒏𝒏𝒊𝒊 

[-] 

𝑲𝑲𝒊𝒊 

[Pa∙s] 
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H2O3 2.25e-5 n/a n/a 1 2.25e-5 

Newtonian #1 1.25e-4 n/a n/a 1 1.25e-4 

Newtonian #2 9.58e-5 n/a n/a 1 9.58e-5 

PL #1 n/a n/a n/a 0.68 3.02e-4 

Cross #1 9.48e-4 9.48e-6 9.5825 0.60861 n/a 

Table 1: Scaled rheological model coefficients for the different fluids investigated. All simulations (DNS and 

CFD) were performed with the coefficients scaled in manner such that 𝜌𝜌 = 1 kg/m³. The scaling concept is 

based on Reynolds number and described in Appendix 5C.4 and the respective flow curves are depicted in 

Figure 1. 

For purpose of validation, the investigated Newtonian #1 case corresponds to the annular case of Nikitin 

et al. [43] with a Reynolds number 𝑅𝑅𝑅𝑅 = 8000 and a friction Reynolds number 𝑅𝑅𝑅𝑅𝜏𝜏 = 𝜌𝜌𝑢𝑢𝜏𝜏𝑑𝑑ℎ/(2𝜂𝜂) = 260, 

the PL #1 case corresponds to the pipe case of Sing et al. [33] with 𝑅𝑅𝑅𝑅 = 10500 and 𝑅𝑅𝑅𝑅𝜏𝜏 = 630, while 

the Newtonian #2 case is based on the PL #1 case in terms of equivalent wall shear stress and rheology. 

2.3 Turbulence closures 

In case of CFD modeling, additional closures for the Reynolds stress term are required, while in case 

of DNS, turbulence is resolved on all length and time scales. The former is achieved by applying 

equation (5) in conjunction with a turbulence model. 

Defined by Launder and Spalding [39,49], turbulence in the 𝑘𝑘-𝜀𝜀 model family is modelled by the two 

transported properties turbulent kinetic energy 𝑘𝑘 and its dissipation rate 𝜀𝜀, for which the respective 

transport equations read 

 ( ) ( )


t
i k

i j k j Diss

kk ku G
t x x x

µ
ρ ρ µ ρε
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  ∂ ∂ ∂ ∂
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with the turbulent (or eddy) viscosity 

 
2

t
kf Cµ µµ ρ
ε

= , (11) 

the generation of turbulent kinetic energy due to the mean velocity gradients 

 2
def

j
k i j t

i

u
G u u

x
ρ µ γ

∂
′ ′= − =

∂
 , (12) 

 
3 While it is physically more reasonable to define H2O as 𝜇𝜇∞ = 0.00102 Pa (because it represents the solvent viscosity, i.e. the 

limiting high-shear-rate Newtonian viscosity plateau, for liquids obeying the Cross material functions such as polymeric solutions), 

we have tabulated the model coefficients to be mathematically consistent with the PL and Cross material functions utilized. 
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and the empirically derived model constants C1ε= 1.44, C2ε = 1.92, Cµ = 0.09 and the turbulent Prandtl 

numbers 𝜎𝜎𝑘𝑘 = 1 and 𝜎𝜎𝜖𝜖 = 1.3. 

The eddy viscosity (11) is determined from a single turbulence length scale, so the calculated turbulent 

diffusion is that which occurs only at the specified scale, whereas in reality all scales of motion will 

contribute to the turbulent diffusion. 

The standard 𝑘𝑘-𝜀𝜀 model does not adequately describe complex flows involving severe and/or or adverse 

pressure gradients and separation and/or strong streamline curvature and shows numerical stiffness 

when equations are integrated through the viscous sublayer which are treated with damping functions 

that have stability issues [41,42]. 

Several low-Re versions of the 𝑘𝑘-𝜀𝜀 model exist, where the turbulent viscosity 𝜇𝜇𝑡𝑡 is damped in the near-

wall region using a damping function 𝑓𝑓𝜇𝜇. Industrially relevant turbulent flow of non-Newtonian fluids 

typically occurs at low Reynolds numbers hence several non-Newtonian modifications of low-Re 𝑘𝑘-𝜀𝜀 

models are also available in the literature, see e.g. [16] for an overview. We here investigate the 

formulation of Malin [17], who; for flows of PL fluids in smooth circular pipes, amended the Lam-

Bremhost low-Reynolds number 𝑘𝑘-𝜖𝜖 model variant [40] by introducing a dependency of the eddy 

viscosity near-wall damping function 𝑓𝑓𝜇𝜇 on the PL coefficient 𝑛𝑛, namely 

 ( )( ) ( )
20.251 exp 0.0165Re 1 205 Ren tf nµ = − − + . (13) 

The two Reynolds numbers are defined as 

 Ren
k yρ
µ

=  (14) 

and 

 
2

Ret
kρ
µε

= , (15) 

where 𝑦𝑦 is the normal distance to the wall. 

Besides the definition of 𝑓𝑓𝜇𝜇, the Lam-Bremhost low-Reynolds number 𝑘𝑘-𝜖𝜖 model variant [40] deviates 

from the 𝑘𝑘-𝜖𝜖 model by redefining the model coefficients C1ε and C2ε as damping functions 𝑓𝑓1 and 𝑓𝑓2, 

respectively: 

 ( )3

1 1 0.05f fµ= + , (16) 

 ( )2
2 1 exp Retf = + − , (17) 

Introduced by Wilcox [50], the 𝑘𝑘-𝜔𝜔 model consists of one equation for the turbulent kinetic energy 𝑘𝑘 and 

a second equation for the specific turbulent dissipation rate (or turbulent frequency) 𝜔𝜔, which can also 

be thought of as the ratio of 𝜀𝜀 to 𝑘𝑘. The major difference to the 𝑘𝑘-𝜀𝜀 family of models is that the 𝑘𝑘-𝜔𝜔 model 

can be integrated through the viscous sublayer due to an automatic switch from a wall function to a low-



2.3 Turbulence closures 13 

Reynolds number formulation based on grid spacing and therefore allows for a more accurate near wall 

treatment. 

Compared to the 𝑘𝑘-𝜖𝜖 model, the 𝑘𝑘-𝜔𝜔 model demonstrates superior performance for wall-bounded and 

low Reynolds number flows, shows potential for predicting transition and performs significantly better 

under adverse pressure gradient conditions. However, it underpredicts the amount of separation for 

severe adverse pressure gradient flows [41,42]. 

The baseline (BSL) 𝑘𝑘-𝜔𝜔 model is a variant of the standard 𝑘𝑘-𝜔𝜔 model combining the original Wilcox [50] 

𝑘𝑘-𝜔𝜔 model for use near walls and the standard 𝑘𝑘-𝜖𝜖 model (converted into a 𝑘𝑘-𝜔𝜔 formulation) away from 

walls using a blending function [41,42]. This eliminates the standard 𝑘𝑘-𝜔𝜔 model’s strong sensitivity to 

free stream conditions without sacrificing near-wall performance. 

In addition to all the BSL 𝑘𝑘-𝜔𝜔 model features, the Shear Stress Transport (SST) 𝑘𝑘-𝜔𝜔 model [41,42] 

accounts for turbulent shear stress transport in the definition of the turbulent viscosity. This makes the 

SST 𝑘𝑘-𝜔𝜔 more suitable for a wider range of flow problems, for instance the onset and the amount of 

flow separation under adverse pressure gradient flows as well as airfoils or transonic shock waves 

[41,42]. 

For the SST 𝑘𝑘–𝜔𝜔 model, the two transport equations for 𝑘𝑘 and 𝜔𝜔 are 

 ( ) ( )i k k k
i j j

kk ku G Y
t x x x
ρ ρ

 ∂ ∂ ∂ ∂
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∂ ∂ ∂ ∂  
, (18) 

and 
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t x x xω ω ω ω
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, (19) 

respectively, with the effective diffusivities 
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µ
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σ
Γ = +  (20) 

and 

 t
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ω

µ
µ

σ
Γ = + , (21) 

where, in contrast to the standard 𝑘𝑘-𝜔𝜔 model, the turbulent viscosity is defined as 

 t
kl ρµ
ω

= . (22) 

The limiter coefficient 
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, (23) 
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with 

 ( )2
2 2tanhF = Φ  (24) 

and 

 2 2

2 500max ,
0.09

k
y y

η
ω ρω

 
Φ =  

 
, (25) 

where 𝑦𝑦 is the distance to the next surface, ensures that overprediction of the turbulent viscosity is 

avoided and therefore enables the SST 𝑘𝑘-𝜔𝜔 model to better predict the onset and amount of flow 

separation from smooth surfaces. 

In case of the low-Reynolds number variant, the damping factor 

 0 Re
1 Re

t k

t k

R
R

α
α α

∗
∗ ∗

∞

+
=

+
 (26) 

with 𝛼𝛼∞∗  = 𝛽𝛽𝑖𝑖/3 damps the turbulent viscosity at low turbulent Reynolds numbers 

 Ret
kρ

µω
= , (27) 

whereas in the high-Reynolds number variant, all damping coefficients yield unity, i.e. 𝛼𝛼 = 𝛼𝛼∞ = 𝛼𝛼∗ =

𝛼𝛼∞∗ = 1. 

While the turbulent Prandtl numbers for 𝑘𝑘 and 𝜔𝜔 are 𝜎𝜎𝑘𝑘 = 𝜎𝜎𝜔𝜔 = 2 in the classic 𝑘𝑘-𝜔𝜔 model, in the SST 

𝑘𝑘-𝜔𝜔 model they are respectively defined as 
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where the blending function 

 ( )4
1 1tanhF = Φ  (30) 

with 

 1 2 ,lim 2
,2
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k k
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ω ρω σ +
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, (31) 

𝑦𝑦 being is the distance to the next surface and the limited positive portion of the cross-diffusion term 

 ,lim 10max , 10D Dω ω
+ + − =   , (32) 

switches between the models. 
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The cross diffusion term 𝐷𝐷𝜔𝜔, which arises in equation (19) as a consequence of the blending of the 

standard 𝑘𝑘-𝜔𝜔 model and the standard 𝑘𝑘-𝜖𝜖 model (converted to a 𝑘𝑘-𝜔𝜔 formulation), reads 

 ( )11D F Dω ω
+= − , (33) 

with the positive part 

 
,2

2

j j

kD
x xω

ω

ρ ω
σ ω

+ ∂ ∂
=

∂ ∂
. (34) 

The generation of the turbulent kinetic energy due to the mean velocity gradients is identical to equation 

(12) and, in contrast to the standard 𝑘𝑘-𝜔𝜔 model, the production of 𝜔𝜔 is given by 
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with the damping coefficient 
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In the standard 𝑘𝑘-𝜔𝜔 model, 𝛼𝛼∞ = 0.52, whereas in the SST 𝑘𝑘-𝜔𝜔 model 

 ( )1 ,1 1 ,21F Fα α α∞ ∞ ∞= + − , (37) 

with the limits 
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The dissipation of 𝑘𝑘 is given by 

 *
*

kY f k
β

ρβ ω= , (40) 

where 𝑓𝑓𝛽𝛽∗ = 1, instead of being a piecewise function as in the standard 𝑘𝑘-𝜔𝜔 model formulation.  

The dissipation of 𝜔𝜔 is given by 

 2
iY fω βρβ ω= , (41) 

where 

 ( )1 ,1 1 ,21i i iF Fβ β β= + − , (42) 

instead of being a constant as in the standard 𝑘𝑘-𝜔𝜔 model formulation. However, in the case of the low-

Reynolds number SST 𝑘𝑘-𝜔𝜔 model variant, 𝛼𝛼0∗ in equation (26) is nevertheless defined with 𝛽𝛽𝑖𝑖 = 0.072. 
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In addition, in equation (41) 𝑓𝑓𝛽𝛽 is simply unity, instead of being a function of vorticity as in the standard 

𝑘𝑘-𝜔𝜔 model formulation. 

The model constants are 𝛼𝛼∞∗  = 1, 𝛼𝛼∞ = 0.52, 𝛼𝛼0 = 1/9, 𝐶𝐶1 = 0.31, 𝛽𝛽∞∗  = 0.09, 𝛽𝛽𝑖𝑖,1 = 0.075, 𝛽𝛽𝑖𝑖,2 = 0.0828, 

𝜅𝜅 = 0.41, 𝑅𝑅𝛽𝛽 = 8, 𝑅𝑅𝑘𝑘 = 6, 𝑅𝑅𝜔𝜔 = 2.95, 𝜎𝜎𝑘𝑘,1 = 1.176, 𝜎𝜎𝜔𝜔,1 = 2, 𝜎𝜎𝑘𝑘,2 = 1, 𝜎𝜎𝜔𝜔,2 = 1.168. 

To our knowledge, no non-Newtonian modifications—for instance in the form of damping functions as 

for the 𝑘𝑘-𝜖𝜖 model [17] or in the form of additional closures for averaged apparent viscosity and turbulent 

cross-correlations with fluctuating viscosity as a consequence of Reynolds-averaging of the non-

constant viscosity [19]—have so far been developed for the 𝑘𝑘-𝜔𝜔 family of models. Hence, we employ 

the SST 𝑘𝑘-𝜔𝜔 model as is and some inaccuracy is expected in the case of non-Newtonian liquids. 

2.4 Test matrix 

Table 2 summarizes the investigated combinations of turbulence models and non-Newtonian material 

functions. Not every combination has been investigated so far. For instance, the annular PL simulations 

have been conducted at 𝑅𝑅 = 0.5 only. 

Geometry Rheology model e 𝝎𝝎 [rad/s] Turbulence model 

Pipe H2O, Newtonian, 

PL, Cross 

n/a n/a 𝑘𝑘-𝜖𝜖 Standard, low Re [40] 

𝑘𝑘-𝜖𝜖 Standard, low Re [40], nN mod. [17] 

𝑘𝑘-𝜔𝜔 SST [41,42] Annulus 0, 0.25, 0.5, 0.75 0, 0.234, 0.5, 1.0 

Table 2: Test matrix. 

The non-dimensional eccentricity is defined as 𝑅𝑅 = 2𝐸𝐸/𝑑𝑑ℎ, where 𝐸𝐸 is the dimensional offset of the axis 

of the inner pipe from the outer pipe. 

In most cases, RANS simulations where run at specified pressure gradients following the DNS 

specifications, where the pipe cases were run with 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.001, 0.0025, 0.005, 0.01, 0.013, 0.01447, 

0.018, 0.02, 0.03, 0.04 Pa/m and the annular cases were run with 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.0005; 0.001; 0.00235; 

0.0047; 0.0094; 0.014; 0.047; 0.06 Pa/m. In some RANS cases, convergence was difficult to obtain 

when specifying the pressure gradient, here the mass flow rate was estimated and specified instead. 

2.5 CFD setup & numerics 

Regardless of the geometry (pipe vs annulus), the computational domain was spatially discretized with 

hexahedral cells and periodic boundary conditions (BC) were applied at the inlet and outlet. Depending 

on geometry and the turbulence modelling approach utilized, the near wall layer was resolved down to 

y+ = 1 (annulus example depicted in Figure 2). 
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Figure 2: Low-Re mesh example for annular case. 

In case of the standard 𝑘𝑘-𝜔𝜔 STT model, a pressure gradient 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 was specified (as was in all DNS). 

However, it was not always possible to obtain a solution for the 𝑘𝑘-𝜖𝜖 family of models in case of a 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥-

specification, therefore the respective DNS mass flow rate �̇�𝑚 was specified instead. This leads to 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 

being the solution for some 𝑘𝑘-𝜖𝜖 simulations. While this is not a problem when comparing arrays of �̇�𝑚-

 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥-data, it complicates 𝑢𝑢+-𝑦𝑦+-comparisons because the dimensional quantities used for computing 

the plus-values, namely, 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥, 𝜏𝜏𝑤𝑤, 𝑢𝑢𝜏𝜏, 𝜂𝜂𝑤𝑤 differ. 

The SIMPLEC scheme was used for pressure-velocity coupling and second order spatial discretization 

was applied. Gradients were evaluated using the Green-Gauss node-based gradient scheme. The 

algebraic multigrid method utilizing the Gauss-Seidel solver with default under-relaxation factor settings 

were used to solve the discretized equation systems. 

2.6 DNS setup & numerics 

A spectral element-Fourier DNS code [51] adapted to Non-Newtonian flow described in [31] is used to 

solve Eq. (1) for an incompressible GNF flow in cartesian coordinates. The code uses spectral elements 

of arbitrary order over the pipe cross section and a Fourier expansion in the axial direction. The flow is 

driven by a body force equal to the mean axial pressure gradient. Table 3 provides the values of the 

general mesh and domain related parameters and the meshes are depicted in Figure 3. The mesh was 

designed to be adequate for the highest 𝑅𝑅𝑅𝑅𝜏𝜏 and used in all simulations. Spatial resolution and domain 

size follows the recommendations of [52] and experience of [53] based on the same DNS code. The 

domain length of the annular geometry is in the lower range of the recommendations. It should also be 

noted that typically the axial length scales of non-Newtonian flows increase with shear thinning and 

thereby lower the criteria of axial grid points as well as being more restrictive on domain length. 

Parameter Circular Annular Comment 

Δ𝑥𝑥+ 12 15 Axial resolution (viscous length scales) 

(RΔθ)+ 7 7 Circumferential resolution at wall 

Δ𝐶𝐶+ 0.6 0.5 Radial resolution at wall 
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Δ𝑠𝑠+ 6 12 Max edge length in cross section 

{L, L+} {4πD, 7900} {4πDh, 3200} Length in outer and viscous length scale 

Spectral elements 845 679 Spectral elements in cross section 

Np 6 10 Spectral element order 

Nx 640 216 Number of Fourier planes in axial direction 

Table 3. Essential numbers for circular and annular geometries mesh. 

  

Figure 3. Spectral elements are shown on the left side of the depicted geometries and the real mesh is 

shown on the right. Left: Pipe geometry consisting of 845 6th-order spectral elements, and 640 Fourier 

planes in the axial direction. Right: Annular geometry, 𝐷𝐷𝑖𝑖/𝐷𝐷𝑜𝑜= 0.5, 𝑅𝑅=0.5, consisting of 679 10th-order 

spectral elements and 216 Fourier planes in the axial direction. 

The solution methodology was to run the simulations until the mean shear stress at the walls had 

stabilized and collect data for statistics for ~10 flow-through times. 

3 Results 
We first provide the results for the pipe case, where the data is presented both in dimensional and non-

dimensional form. Additionally, velocity profiles are presented, both in standard and near-wall form. 

3.1 Pipe 

Figure 4 depicts all pipe cases investigated so far. 
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Figure 4: Pressure gradient vs. mass flow rates for all investigated pipe cases. 

The Newtonian DNS data is too scarce for the time being and therefore comparison with CFD results 

is of not much use. However, focusing on CFD results only, the 𝑘𝑘-𝜔𝜔 SST results underpredict the 𝑘𝑘-𝜖𝜖 

results for both the Newtonian and the H2O case at higher flow rates. 

For the PL result, the low-Re 𝑘𝑘-𝜖𝜖 non-Newtonian modification of [17] fits the DNS data best. However, 

when specifying the pressure gradient as input, no solution could be obtained for the first three data 

points. The low-Re 𝑘𝑘-𝜖𝜖 without the non-Newtonian modification of f [17] slightly underpredicts the DNS 

data, while the 𝑘𝑘-𝜔𝜔 SST results slightly overpredict the DNS data. 

Interestingly, the two highest DNS Cross results are very much off the general trend of the DNS results 

and are not at all represented by the CFD data. 

While Cross and PL DNS results do not coincide, the CFD results do coincide for the different turbulence 

models studied. However, for the higher flow rate range, the respective 𝑘𝑘-𝜔𝜔 SST results deviate from 

each other. 

Figure 5 shows the same data as presented in Figure 4, but replotted based on the definitions of the 

Fanning friction factor and the Metzner-Reed Reynolds number [4]. 
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Figure 5: Fanning friction factor vs. Metzner-Reed Reynolds number for all investigated pipe cases. 

While the Newtonian CFD results slightly overpredict the friction factor correlation, the three DNS results 

do not fit the picture. As in the dimensional plot in Figure 4, the PL DNS results scale well with the 

corresponding low-Re 𝑘𝑘-𝜖𝜖 non-Newtonian modification of [17] and with the two PL friction factor 

correlations. The 𝑘𝑘-𝜔𝜔 SST results correctly approach the laminar friction factor at lower Re, while this 

is not so for the 𝑘𝑘-𝜖𝜖 model variants (not displayed). 

For the design point of the fluids, non-dimensionalized velocity profiles for the H2O case are depicted 

in Figure 6 and for the Newtonian case in Figure 7. 
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Figure 6: Velocity profiles u(y)/U vs. y/R and u+ vs. y+ for the H2O and dp/dx = 0.01447 Pa/m pipe case. 

The numerical value of the integral (B3), which in terms of the perfect Newtonian solution evaluates to 

one, is provided in every legend entry. 

In both cases, the CFD results very well coincide with the viscous and logarithmic law-of-the wall 

(hereafter log-law). However, the DNS results show two remarkable features: a small defect in the form 

of a dip at 𝑦𝑦+ = 90 and a positive deviation from the log-law for 𝑦𝑦+ < 90. This is represented by the 𝑘𝑘-𝜔𝜔 

SST model; however, not by the 𝑘𝑘-𝜖𝜖 Standard, Low-Re model, which returns to the log-law at 𝑦𝑦+ = 120. 

Clearly, the H2O 𝑘𝑘-𝜔𝜔 SST simulation depicted in Figure 6 was insufficiently resolved in terms of 𝑦𝑦+ 

values because the first data point is at 𝑦𝑦+ ≈ 10 and hence the integral (B3) evaluates to 0.503 only. 

Figure 8 and Figure 9 depict the velocity profiles of the PL1 and Cr1 cases, respectively. Both the DNS 

and all but the 𝑘𝑘-𝜔𝜔 Standard, Low-Re model overpredict the Newtonian log-law. The DNS data and the 

results for the low-Re 𝑘𝑘-𝜖𝜖 non-Newtonian modification of [17] coincide very well. 
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Figure 7: Velocity profiles u(y)/U vs. y/R and u+ vs. y+ for the Ne2 and dp/dx = 0.01447 Pa/m pipe case. 

 

Figure 8: Velocity profiles u(y)/U vs. y/R and u+ vs. y+ for the PL1 and dp/dx = 0.01447 Pa/m pipe case. 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
y/R [-]

0

0.2

0.4

0.6

0.8

1

1.2

1.4
u(

y)
/U

 [-
]

100 101 102

y+ [-]

0

5

10

15

20

25

u+
 [-

]

Newtonian; DNS; Integral = 1.12
Newtonian; k-epsilon Standard, Low Re; Integral = 1.09
Newtonian; k-omega SST; Integral = 1.12

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
y/R [-]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

u(
y)

/U
 [-

]

100 101 102

y+ [-]

0

5

10

15

20

25

u+
 [-

]

PL; DNS; Integral = 1.18
PL; k-epsilon Standard, Low Re; Integral = 1.22
PL; k-epsilon Standard, Low Re, nN mod; Integral = 1.17
PL; k-omega SST; Integral = 1.13



3.2 Annulus 23 

 

Figure 9: Velocity profiles u(y)/U vs. y/R and u+ vs. y+ for the Cr1 and dp/dx = 0.01447 Pa/m pipe case. 

3.2 Annulus 

Figure 10 provides limited results for two different concentric annular cases without inner pipe rotation. 

The Newtonian results were obtained for 𝑑𝑑ℎ,𝑎𝑎 = 2 (𝑑𝑑𝑜𝑜 = 4, 𝑑𝑑𝑖𝑖 = 2) whereas the H2O, PL and Cross cases 

were obtained for 𝑑𝑑ℎ,𝑎𝑎 = 𝑑𝑑ℎ,𝑝𝑝 = 1 (𝑑𝑑𝑜𝑜 = 2, 𝑑𝑑𝑖𝑖 = 1), for which no DNS data is available so far. 

While the Newtonian DNS and CFD data apparently do coincide well when plotted in the dimensional 

manner presented in Figure 10, this is clearly not so when replotting the data in non-dimensional 𝑓𝑓-

Re𝑀𝑀𝑀𝑀-form as displayed in Figure 11. 

The Newtonian and H2O CFD results coincide for overlapping Re𝑀𝑀𝑀𝑀. Furthermore, the PL and Cross 

results also coincide, both in the dimensional plot of Figure 10 and the non-dimensional plot of Figure 

11, with the only exception being the first PL data point. 

No further DNS data for the concentric annular case without rotation is available for the time being. 

Especially DNS of a range of PL fluids are required to evaluate prediction capability/quality of the 

various turbulence models for shear-thinning behavior. 
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Figure 10: Pressure gradient vs. mass flow rates for concentric Newtonian cases. 

 

Figure 11: Fanning friction factor vs. Metzner-Reed Reynolds number for concentric annular cases. 
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Figure 12 depicts the effect of rotational speed of the inner pipe on the effective mass flow rate for 

different non-dimensional eccentricities and a fixed pressure gradient Δp/Δx = 0.0083 Pa/m for the 

Newtonian fluid case. Hence, the 0 rpm, 𝑅𝑅 = 0 case data is equivalent with the third Newtonian data 

point displayed in Figure 10. 

 

Figure 12: Mass flow rates vs. inner pipe rotational speed for concentric Newtonian case 𝛥𝛥𝑝𝑝/𝛥𝛥𝑥𝑥 = 0.0083 

Pa/m. Solid lines/squares represent DNS results, doted lines/filled circles represent results obtained with 

the 𝑘𝑘-𝜔𝜔 SST model. 

While in general the is no match between CFD and DNS results, for 0 rpm both show the same trend, 

that is an increase of �̇�𝑚 with increasing eccentricity 𝑅𝑅, with the exception of the 𝑅𝑅 = 0.75 DNS case. 

However, this trend is reversed in case of the CFD results (with the notable exception of the 𝑅𝑅 = 0.25 

and 𝑅𝑅 = 0.75 results becoming equal for higher pipe rotations), whereas the DNS results show a much 

more inconsistent pattern. For instance, except for 2.9 rpm, the 𝑅𝑅 = 0 data points are the lowest although 

the e = 0.25 to e = 0.75 data points show a decrease in �̇�𝑚 with increasing eccentricity 𝑅𝑅 for higher pipe 

rotations. 

Figure 13 provides an overview of both Newtonian and PL results for an eccentricity 𝑅𝑅 = 0.5 and different 

inner pipe rotational rates. For the 0 rpm case, a Newtonian [3] and two PL [5,7] friction factor 

correlations, corrected for eccentricity [54,55], are additionally displayed. 
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Figure 13: Pressure gradient vs. mass flow rate for eccentric (e = 0.5) Newtonian and PL cases. For 

legend information see Figure 4. 

For both fluids, pipe rotation reduces the effective mass flow rate. However, in case of the Newtonian 

fluid, the effect is much more pronounced in the CFD results, where turbulence is modeled. 

Furthermore, even the 0 rpm case is not well predicted by the CFD model. In contrast, in case of the 

PL fluid, the CFD results fit the DNS data much better for most of the pressure gradients investigated. 

Interestingly, the DNS results for 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.00235 Pa/m almost coincide at �̇�𝑚 ≈ 4 kg/s. 

4 Discussion 

4.1 Pipe 

Some of the DNS results are incorrect, most likely the resolution of these cases was insufficient. For 

instance, even though the Newtonian DNS data is scarce, we may conclude from the 𝑓𝑓-Re𝑀𝑀𝑀𝑀-plot 

(Figure 5) that the Re𝑀𝑀𝑀𝑀 = 2248 and Re𝑀𝑀𝑀𝑀 = 9040 simulations are not coinciding with the Newtonian 

friction factor correlation. Furthermore, the first PL data point is well of the analytical solution 𝑓𝑓 = 

16/Re𝑀𝑀𝑀𝑀 and the last two Cross data points do not fit the general pattern of the obtained Cross results. 

An alternative explanation for the latter could be the shear-thinning property of the Cross fluids, which 

for high shear rates results in viscosities lower than the one of H2O (Figure 1). The obtained DNS data 

is currently reanalyzed by SINTEF personnel. 
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The CFD results appear to be independent of the choice of a turbulence model for the lower 

Re𝑀𝑀𝑀𝑀regime. For higher Re𝑀𝑀𝑀𝑀, the results deviate from each other as the turbulence is increasingly 

affecting the overall pressure drop. 

If simulations employing the 𝑘𝑘-𝜖𝜖 family of models are conducted with a 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 specification, i.e. the 

mass flow rate is the seeked solution, a certain degree of turbulence is required in order to obtain a 

converged and physical meaningful solution. For instance, in case of the low-Re 𝑘𝑘-𝜖𝜖 non-Newtonian 

modification [17], no solutions could be obtained for Re𝑀𝑀𝑀𝑀 < 4280 (𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.01 Pa/m), whereas if the 

mass flow rate was specified instead solutions could be obtained down to much lower Re𝑀𝑀𝑀𝑀. On the 

other hand, the 𝑘𝑘-𝜔𝜔 SST simulations are successfully approaching the laminar limit 𝑓𝑓 = 16/Re𝑀𝑀𝑀𝑀 for 

lower Re𝑀𝑀𝑀𝑀 and are therefore much more suited for the range Re𝑀𝑀𝑀𝑀 = 1000…4000. 

The PL-Cross difference indicated by the DNS results is not replicated by the CFD simulations indicating 

that the description of non-Newtonian turbulence is insufficient. The non-Newtonian rheology is only 

considered via the molecular viscosity whereas the effect of turbulence is only taken into account by 

the corresponding models affecting the turbulent viscosity and thus no interdependencies of non-

Newtonian fluid rheology and turbulence are considered. This is a direct result of the conventional 

Reynolds-averaging process utilized to derive the ensemble-averaged equations of motion, which is 

purely based on the velocity as the only instantaneous quantity. The viscosity, however, is considered 

constant and only later made a variable by relating it to the shear rate as shown in equation (2). Hence, 

Reynolds-averaging terms representing the impact of fluctuations in strain rate on the “laminar” viscosity 

are ignored [19,56]. 

Focusing on the fluids design point, the pressure gradient 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.01447 Pa/m, the DNS results show 

a somewhat counterintuitive order of results: The least viscous fluid (Newtonian) yields the lowest mass 

flow rate and the most viscous fluid (PL) yields the highest as depicted in Figure 14. 

 

Figure 14: Zoom of the low �̇�𝑚 region of Figure 4. 

This is not what one would expect from the FC (Figure 1) because the integration from the design point 

to the center of the pipe, i.e. towards �̇�𝛾 = 0, means that the highest mass flow rate is produced by the 

least viscous fluid. In fact, this is well represented by the data for �̇�𝑚 < 0.3 kg/s. In case of higher 

throughputs, however, the degree of turbulence produced by the low viscous (compared to PL and 

Cross cases) Newtonian fluid is so large that the actual velocity profiles and correspondingly the bulk 
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velocities/mass flow rates are very different. This pattern is also reproduced by the CFD simulations. 

The CFD turbulence models produce equivalent results close to the design point, but deviate from each 

other for higher pressure losses even though wall shear stress is identical and one would expect the 

same wall viscosity. For the design point 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.01447 Pa/m, the wall shear rates in the CFD 

simulations are all close to 40 s-1, regardless of the material function utilized. This is not so for larger 

𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 values. For instance, for 𝑑𝑑𝑝𝑝/𝑑𝑑𝑥𝑥 = 0.04 Pa/m, the wall shear rates in the PL CFD simulations are 

about 110 s-1, whereas for the Cross model the wall shear rates are about 170 s-1. This leads to different 

wall viscosities and therefore different bulk velocities for the same pressure gradient. 

The Cross and PL DNS results differ with respect to each other, however, the respective CFD results 

do not deviate from each other much. Why? 

4.2 Annulus 

The CFD simulations with the 𝑘𝑘-𝜔𝜔 SST are correctly approaching the laminar limit for annular 

geometries, namely 𝑓𝑓 = 24/Re𝑀𝑀𝑀𝑀. Dedicated friction factor correlation for annular flow? Hydraulic 

diameter concept does not lead to a match with results. 

Again, the DNS results for the Newtonian base case (Figure 10, Figure 11) indicate that the DNS 

resolution was insufficient in some cases. This is corroborated by the pattern-less picture of the DNS 

results displayed in Figure 12. However, the 0 rpm case seems ok because it coincides with the 

Newtonian friction factor correlation (Figure 13). 

The PL DNS results for the 𝑅𝑅 = 0.5 annulus (Figure 13), however, show reasonable results because the 

XXX 

Apparently, the utilized 𝑘𝑘-𝜔𝜔 SST model overestimates the degree of turbulence for higher rotational 

rates (e.g. Newtonian case in Figure 13). However, the For lower mass flow  

4.3 Scaling of results 

Very often, non-dimensionalized results presented in the literature are based on the Reynolds number 

definition of Metzner & Reed [4], hereafter abbreviated with MR. Some researchers have expressed 

their criticism of the MR Reynolds number approach [57,58], in particular if it is applied to the turbulent 

flow regime [57]. In Appendix 5C.2, we provide a very brief overview of the MR concept, which is 

essentially based on Newtonian and Non-Newtonian friction factor equivalence and a definition of the 

shear rate derived by Metzner & Reed [4] based on the earlier work of Rabinowitsch [59] and Mooney 

[60] leading to a bulk velocity dependent equation for the viscosity. Additionally, Appendix 5C.2 provides 

an alternative, which is based on the wall shear stress instead and hence leads to a pressure gradient 

dependent definition of the effective wall viscosity 
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For the laminar regime, these two definitions produce identical results (16/Re for the pipe and 24/Re for 

the annular case). However, for the turbulent regime, these two approaches deviate from each other. 

In Figure 15 and Figure 16 we have reprinted the data of Figure 5 and Figure 11 based on the 

Generalized Reynolds number Re𝐺𝐺, where the viscosity is defined by equation (43) instead. 

 

Figure 15: Fanning friction factor vs. Generalized Reynolds number for pipe cases. 
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Figure 16: Fanning friction factor vs. Generalized Reynolds number for concentric annular cases. 

Comparing the different scaling approaches, it appears as if the second concept where the viscosity is 

based on the pressure gradient and thus wall shear stress, is more universal as it collapses the PL data 

(as well as the data which produces identical results, e.g. the annular Cross 𝑘𝑘-𝜔𝜔 SST) on the 

conventional Newtonian friction factor correlation. The wall shear-stress based approach per definition 

produces the correct viscosity at the wall. However, the MR concept is based on the assumption of 

laminar flow and a laminar velocity profile and its application therefore results in a non-correct wall 

viscosity. Consequently, if extended to the turbulent regime, one obtains non-unique 𝑓𝑓-Re𝑀𝑀𝑀𝑀 curves for 

different PL fluids. 

Compare also with Haaland and Blasius. 

5 Conclusions 
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Appendix A Definitions 
Mass flow is converted to volume flow rate 

 mQ
ρ

=
   (A1) 

Bulk velocity in x-direction 

 QU
A

=   (A2) 

The cross-sectional area 

 ( )2 2

4 o iA d dπ
= −   (A3) 

where 𝑑𝑑𝑜𝑜 is the outer and 𝑑𝑑𝑖𝑖 is the inner diameter of an annulus, with 𝑑𝑑𝑖𝑖=0 for the pipe case. 

The wetted perimeter 

 ( )o iP d dπ= +   (A4) 

The hydraulic diameter 
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h o i

Ad d d
P

= = −   (A5) 

The pressure gradient is the pressure force per volume 
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The shear stress at the wall (= mean wall shear stress) 
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The friction velocity 

 wuτ
τ
ρ

=   (A8) 

The Fanning friction factor 
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Dimensionless wall distance 𝑦𝑦+, also known as the local Reynolds number 
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η
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where the factor 𝛿𝛿 = 𝜂𝜂𝑤𝑤/(𝜌𝜌𝑢𝑢𝜏𝜏) is the viscous layer. 

Dimensionless velocity 𝑢𝑢+ 

 uu
uτ

+ =   (A11) 

Dimensionless shear rate �̇�𝛾+ 
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w

uτ

η
γ γ

ρ
+ =    (A12) 

Revolutions per Minute (RPM)  

 60
2

RPM ω
π

=   (A13) 

where the angular frequency 𝜔𝜔 is given by 

 U
r

ω =   (A14) 

Typically, 𝑈𝑈 and 𝐶𝐶 are defined as 𝑈𝑈 = 𝑢𝑢(𝐶𝐶 = 𝑑𝑑𝑖𝑖/2) and 𝐶𝐶 = 𝑑𝑑𝑖𝑖/2. However, in accordance with the bulk 

velocity used in the Reynolds number a better definition might be 𝑈𝑈 = 𝑈𝑈𝐶𝐶 = 𝑢𝑢(𝐶𝐶 = 𝑑𝑑𝑖𝑖/2 + (𝑑𝑑𝑜𝑜/2 −

𝑑𝑑𝑖𝑖/2)/2 and 𝐶𝐶 = 𝑑𝑑𝑖𝑖/2. 
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Appendix B Inner scaling 
Mass conservation implies 

 ( ) ( )
A

m UA u r dAρ ρ= = ∫   (B1) 

where 𝐶𝐶 is the radial coordinate with 𝐶𝐶 = 0 at the center of the conduit. 

Isolated for the superficial velocity 𝑈𝑈, this yields 
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where a pipe geometry is assumed. 

Using the definitions (A10) and (A11), where 𝑅𝑅 and 𝐶𝐶 are nondimensionalized in the same manner as 

𝑦𝑦 =  𝑅𝑅 − 𝐶𝐶, and after some manipulation, one obtains 
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Appendix C Outer scaling 
C.1 Friction factor 
With the concept of the hydraulic diameter 𝑑𝑑ℎ = 4𝐴𝐴/𝑆𝑆 as the ratio of x-sectional area 𝐴𝐴 and wetted 

perimeter 𝑆𝑆, the wall shear stress may be developed from a force balance of pressure and viscous 

(“frictional”) forces to 
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∆

 (C1) 

The same result is obtained if one rearranges the laminar flow equation of a Newtonian fluid to  

 8 
4

h
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pd U
x d

µ
∆

=
∆

 (C2) 

where 8𝑈𝑈/𝑑𝑑ℎ is the Newtonian wall shear rate and 𝛥𝛥𝑝𝑝𝑑𝑑ℎ/4𝛥𝛥𝑃𝑃 is the wall shear stress. 

Non-dimensionalising with a dynamic pressure yields the Fanning friction factor 
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which may also be obtained by manipulating equation (C2) to yield 

 16
Re

f =  (C4) 

which is equivalent with (C3) and highlights the friction factor being a ratio of viscous and momentum 

stresses. 

The Reynolds number in (C4) is defined as 

 ρRe UD
µ

=  (C5) 

where 𝜇𝜇 is a Newtonian viscosity or an apparent viscosity of a GNF fluid.  

C.1.1 Friction factor correlations for single phase, Newtonian flows 
Morrison [3] (laminar & turbulent, smooth walls) 
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 (C6) 

Haaland [2] (turbulent, rough walls, s = roughness) 
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Blasius [1] (turbulent, smooth walls) 
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C.1.2 Friction factor correlations for single phase, GNF fluid flows 
Dodge-Metzner [5] 
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Irvine [7] 
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C.2 Generalized Reynolds number 
Using the Re definition as given in equation (C5) but with the viscosity at the wall 𝜂𝜂𝑤𝑤(�̇�𝛾𝑤𝑤) instead yields 

the generalized Reynolds number. Computing the correct viscosity 𝜂𝜂𝑤𝑤 is, however, not straightforward 

because one must know the shear rate at the wall. 

For the case of a pipe, the following computational approaches are available as summarized in Table 

4: 

• Based on pressure gradient 

• Based on bulk velocity (or flow rate), equivalent to [4] 

The first one is more general because it accounts for the transitional/turbulent regime. For the laminar 

flow regime, these two approaches should lead to identical results because the pressure gradient is 

purely defined by the laminar viscosity and corresponding stress. However, for the transitional/turbulent 

flow regime, the pressure gradient is a consequence of the laminar stress as well as turbulent stresses. 

 Based on pressure gradient Based on bulk velocity (or flow rate) 
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Table 4: Computational approaches for defining a viscosity at the wall. 

C.3 Generalized Reynolds number for PL fluid 
C.3.1 Pipes 
Based on a rheology-independent expression for the shear-rate at the wall of a fluid developed by [59] 

and [60], [4] defined a generalized Reynolds number for non-Newtonian fluids 
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with the denominator, termed “effective viscosity” by [61] and “generalized viscosity coefficient” by [4] 

 18nKη ′−′=  (C12) 

the dimensionless exponent 𝑛𝑛’ defined as a derivative representing the slope of a logarithmic plot of the 

shear stress at the wall 𝑑𝑑ℎ𝛥𝛥𝑝𝑝/4𝛥𝛥𝑝𝑝𝑥𝑥 (of a pipe) vs. the corresponding Newtonian shear rate 8𝑈𝑈/𝑑𝑑ℎ 
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 (C13) 

termed flow-behavior index and describing the degree of non-Newtonian behavior of the fluid. 

the dimensionless coefficient 𝐾𝐾’ 
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 (C14) 

termed fluid consistency index and describing the consistency, i.e. the degree of the apparent viscosity, 

of the fluid. 

Equation (C11) is valid for all time-independent, purely viscous material functions if 𝑛𝑛’ and 𝐾𝐾’ are 

evaluated on small enough increments in an 𝑑𝑑ℎ𝛥𝛥𝑝𝑝/4𝛥𝛥𝑥𝑥 vs. 8𝑈𝑈/𝑑𝑑ℎ plot, as they in general are not 

necessarily constants. 

However, in the case of power-law (pl) fluids as defined by [47] 

 1n n
appK Kττ γ η γ

γ
−= ↔ = = 



 (C15) 
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𝑛𝑛’ and 𝐾𝐾’ are in fact constants and may be related to the PL coefficients 𝑛𝑛 and 𝐾𝐾 as follows  

 3 1
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n n

nK K
n

′ =
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 (C16) 

yielding a Reynolds number Repl for power–law fluids 
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 (C17) 

which, after some manipulation4, may be related to the Newtonian Reynolds number, equation (C5), as 

follows 

 ReRe
3 1

4

pl n
n

=
+

 (C18) 

C.3.2 Concentric annuli 
Following [14] and [15], two amendments need to be undertaken in order to obtain a consistent 

Reynolds number for concentric annuli 

As with Newtonian fluids, the diameter needs to be replaced by an equivalent diameter, e.g. the 

hydraulic diameter: 

 4
h o i

Ad d d
S

= = −  (C19) 

A redefinition of the shear rate and corresponding generalized Re number is required to account for 

geometrical effects. [14] provided a generalized Re number based on two geometric factors a and b 

and [15] introduced a functional β = b/a, generalized the friction factor 𝑓𝑓 =  48/ 𝛽𝛽/𝑅𝑅𝑅𝑅𝐺𝐺 and replaced the 

factor 8𝑛𝑛−1 in equation (C17) with (24/𝛽𝛽)𝑛𝑛−1. 

The generalized Re number ReG for a power-law fluid in a non-circular duct is obtained as 
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 (C20) 

Considering a concentric annulus, two limiting cases can be distinguished. For 

• Di → 0 (↔ Circular pipe of diameter D with Dh = D, β = 3 ↔ a = ¼ & b = ¾) equation (C20) 

reduces to equation (C17). 

• Di →1 (↔narrow slot of hydraulic diameter Dh = Do-Di, β = 2 ↔ a = ½ & b = 1) equation (C20) 

yields  

 
4 Inserting the non-Newtonian shear rate at the wall into the PL apparent viscosity equation, and again inserting into the Newtonian 

Reynolds number, namely equation (C5), and rearranging/simplifying. 
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 Newtonian, e.g. H2O Non-Newtonian, e.g. PAC 

Pipe  

β = 3 

n = 1 

K = 0.00102 

β = 3 

n = f(Rheology) 

K = f(Rheology) 

Annulus 

β = 2 

n = 1 

K = 0.00102 

β = 2 

n = f(Rheology) 

K = f(Rheology) 

Table 5: Overview of flow cases. 
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Table 6: Overview of friction factor and Reynolds number definitions. 

C.3.3 Eccentric annuli 
Correction factors are available for eccentric annuli, both for the laminar [55] and the turbulent flow 

regime [54]. 

C.4 PL scaling based on Reynolds similarity 
Based on Reynolds similarity Re1 = Re2, for a for a Newtonian fluid  

 2 2 2 1 1 1

2 1

h hU d U dρ ρ
µ µ

=  (C22) 

Rearranging 
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For the pipe DNS simulations, 𝑑𝑑ℎ=1m and 𝜌𝜌=1kg/m³. Assuming water (𝜌𝜌=998.2kg/m³, 𝜇𝜇=0.001002Pa∙s) 

and 𝑑𝑑ℎ=0.045 [33] yields 

 52
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For a PL fluid, regardless of starting out with the Metzner-Reed Reynolds number or with a Generalized 

Reynolds number with an apparent viscosity based on a shear rate estimate of the order 𝑈𝑈/𝑑𝑑, one 

obtains 
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where 𝑛𝑛 = 𝑛𝑛1 = 𝑛𝑛2 because identical shear-thinning behavior is required. 

However, if a Generalized Reynolds number with an apparent viscosity based on the wall shear stress 

is used instead, one obtains 
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Appendix D Estimates 
D.1 Bulk velocity U for given pressure gradient dp/dx 
Turbulent flow regime, use Blasius [1] friction factor correlation, i.e. equation (C8), with definition of 

friction factor, namely equation (C3) 

 
0.25

2

0.316Re 4
4

ρ
2

hpd
x

U

−
∆
∆=   (D1) 

Apply definition of Re and raise to fourth power, isolate 𝑈𝑈 
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D.2 First layer cell height 
Rearrange definition of dimensionless wall distance 𝑦𝑦+ and insert definition of friction velocity 𝑢𝑢𝜏𝜏 and 

rearranged Fanning friction factor 𝑓𝑓 
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a b s t r a c t 

We consider the transient modeling of liquid-solid flow in conduits. Current models available in the lit- 

erature are typically based on a three layer – two phase representation which, for the general transient 

case, results in a six-field model, entailing significant complexity in analysis and implementation. In this 

paper, we propose a transient three layer model represented by three equations (a third order PDE) by 

assuming a static momentum balance and then exploiting certain properties of the continuity relations. 

We illustrate how the transient model can be completed by introducing deposition–erosion closure rela- 

tions from the literature, and describe its implementation by an upwind numerical scheme. Finally, some 

of the transient properties of the model are illustrated in six simulations comparing the simulated trends 

with six cuttings transport experiments found in the literature, motivated by application to horizontal 

drilling. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Solid-liquid flow in pipes and other conduits, for instance an- 

nuli and channels, find numerous applications such as slurry flows 

in waste handling, sediment transport in hydrology, and cuttings 

(drilled-off particles) transport in drilling ( Tomren et al., 1986; 

Larsen et al., 1997; Philip et al., 1998 ). Here, transient cuttings 

transport models can improve drilling operations by optimizing 

transient procedures such as connections and back-reaming, and 

may be utilized as Real-Time (RT) models on the drill rig to pro- 

vide on-line monitoring of hole cleaning (adequate flushing of cut- 

tings from the wellbore) ( Florence and Iversen, 2010 ). An overview 

of cuttings transport modeling is given by Pilehvari et al. (1999) , 

and more recently, by Li and Luft (2014) , while more general re- 

views of two-phase, solid-liquid flows are for instance given by 

Drew (1983) and Peker and Helvaci (2008) . 

Inherently, cuttings transport is a transient, spatial three- 

dimensional (3D) problem because the conduit is an annulus, 

where the inner drill pipe may be off-center (or even laterally 

moving) and rotating, and where a bed of cuttings may form at 

the lower wall in inclined and horizontal sections. For lower incli- 

nations this bed is typically stationary but features a small layer 

of sliding and rolling particles (referred to as bed load in environ- 

mental particle transport modeling and hydrology) between the 

∗ Corresponding author. 

E-mail addresses: ujfa@iris.no (U.J.F. Aarsnes), alexander.busch@alumni.ntnu.no 

(A. Busch). 

usually stationary bed and the bulk of the fluid-solid flow. How- 

ever, for most simulation purposes, resolving the full 3D flow field 

may be too cumbersome, due to the complex interaction between 

the phases. In particular, calculating the temporal evolution of the 

interface between the phases, and the transfer momentum across 

it, may be too computationally costly, especially when Real-Time 

(RT) application of the model is desired. While 3D Computational 

Fluid Dynamics (CFD) methodologies have been used to investigate 

specific cuttings transport problems and further understand the in- 

terdependencies of parameters in and on the 3D flow field, todays 

available computational power limits 3D CFD approaches to a scale 

of the order of 10 0 m, whereas the wellbore scale is of the order 

of 10 3 m. As such, the full 3D CFD simulations are relegated to 

enhancing experimental work in deriving models for closure re- 

lations (such as slip velocities as well as deposition and entrain- 

ment rates) ( Kaushal et al., 2012; Capecelatro and Desjardins, 2013; 

Busch et al., 2017 ), rather than providing RT models in themselves. 

In any case, for fast-computing requirements on the wellbore scale 

such as previously mentioned RT applications, a 3D formulation of 

the multiphase flow problem is to be simplified using local equi- 

librium assumptions and a complete spatial average over the cross- 

sectional area, leaving only the flow direction as a spatial dimen- 

sion. The resulting coarse-grained one-dimensional in space (1D) 

models may still feature (relatively) high complexity depending on 

the number of phases considered and closures utilized. 

Typically, 1D solid transport models in conduits are based 

on a two- or three layer formulation introduced by Doron and 

Barnea (1993) , Doron and Barnea (1996) and Doron et al. (1997) , 

https://doi.org/10.1016/j.ijmultiphaseflow.2018.03.023 

0301-9322/© 2018 Elsevier Ltd. All rights reserved. 
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where the layers describe the above mentioned (stationary) bed, 

the (moving, in the sense of rolling and sliding particles) bed load 

and the flowing mixture of the transporting liquid with solids in 

suspension. Usually, balance equations are solved for mass and 

momentum for the solid and fluid phases in the individual layers. 

However, many models based on the layered approach are steady- 

state models, i.e. disregarding the transient terms. 

Various transient 1D cuttings transport models have been pro- 

posed in the literature ( Martins et al., 1998; Doan et al., 2003; Ra- 

madan et al., 2005; Salazar-Mendoza and Espinosa-Paredes, 2009; 

Wang et al., 2010; Cayeux et al., 2014; Zhang et al., 2016 ) and have 

been shown capable of delivering significant value in field applica- 

tions ( Cayeux et al., 2016; Naganawa et al., 2017 ). 

The closures utilized in these models may encompass com- 

paratively simple single-phase Reynolds number - friction factor - 

relationships, slip velocity models ( Chien, 1994 ), empirical correla- 

tions accounting for inclination, drill pipe rotation, or eccentricity 

( Larsen, 1990 ) and even numerical solutions of the cross-sectional 

flow field in order to capture secondary flows as a consequence of 

the solids bed ( Girolami et al., 2016 ). 

Existing transient 1D models are, however, relatively compli- 

cated and cumbersome to implement and analyze, and this com- 

plexity can limit the range of possible applications of the models, 

in particular with regards to model based estimation techniques 

( Aarsnes et al., 2016b ). In addition, simplified mechanistic 1D mod- 

els with semi-implicit or explicit solvers and closures are re- 

quired to satisfy computational speed requirements ( Florence and 

Iversen, 2010 ). 

Based on these considerations, the present paper proposes a 

simple, phenomenological, modeling approach where considera- 

tions on time-scales and dominating dynamics are leveraged into 

formulating the complete model as a system of two or three hy- 

perbolic equations, depending on the number of solid-liquid layers 

considered, completed by closure relations giving the suspended 

cuttings slip velocity as well as settling and erosion rates of the 

cuttings bed interface. The closure relations of the resulting model 

can be fitted to existing steady-state correlations to inherit the 

steady-state accuracy of previously published results, of which 

there are many ( Tomren et al., 1986; Li and Walker, 2001 ). As such, 

the goal of the present paper is to provide a transient 1D simu- 

lation model, to enhance the applicability of existing steady-state 

results to cases where a RT-model is required. I.e., with this paper 

we wish to bridge this gap by providing a framework to make a 

steady-state model, or experimentally developed closure relations, 

into a transient simulation model, similarly to what was done with 

the Drift Flux Model in the 70‘s for liquid-gas flow. 

Towards this goal, our hypothesis is that, firstly, a low order 

transient model (a PDE with two or three states) is sufficient to 

represent the transient dynamics on the time scale of the cuttings 

transportation. And, secondly, using steady-state flow closure rela- 

tions from the literature, a transient model can be obtained with- 

out having to re-derive such closure relations specifically for the 

transient case. 

To address this hypothesis, we give some general considerations 

on the continuity relations in Section 2 , where under the assump- 

tion that the hydrodynamic time scale is much faster than that of 

the change of the bed height, the continuity of the six fields can be 

represented by three equations. Then, to illustrate the merit of this 

approach, transient simulations are performed and compared with 

experimental testing from cuttings transport in petroleum research 

where the model is shown to give a good qualitative representation 

of the dynamic behavior seen in experiments. 

Fig. 1. Schematic of the three-layered model. 

2. Starting point model 

Consider a 3D field over the independent space variables x, y, 

z , and time, t ∈ R 

+ . We denote by αi , ρ i , v i the averaged volume 

fraction, density and velocity over a computational control volume, 

covering the y, z directions and with the infinitesimal small axial 

length �x , schematically depicted in Fig. 1 . Assuming the phase 

density ρ i as constant, the continuity and momentum preservation 

equations (averaged over a computational control volume) read for 

the x-direction: 

∂αi 

∂t 
+ 

∂αi v i 
∂x 

= �i (1) 

∂αi v i 
∂t 

+ 

∂αi v i v i 
∂x 

= S i , (2) 

where �i , S i denote source terms for volume flux and momentum 

transfer between the fields. In a typical continuum model, a pres- 

sure gradient is included where the pressure is a function of the 

sound velocity and density of the field. 

Further simplification can be obtained by considering the model 

as a hyperbolic relaxation system where the source terms, account- 

ing for the interactions between the phases and with exogenous 

forcing terms, drive the various fields asymptotically towards equi- 

librium at a finite rate. Imposing immediate equilibrium on such 

processes enables two dynamic equations to be combined to one 

and consequently allows for simpler models at the possible cost 

of a reduction in model fidelity ( Flåtten and Lund, 2011 ). In this 

case we will assume impose immediate equilibrium on the pres- 

sure dynamics of all fields, which is equivalent to assuming the 

phases to be incompressible, essentially making the pressure gra- 

dient a non-local exogenous parameter that enters in the source 

term. The resulting reduction in fidelity is arguably negligible as 

the pressure dynamics operate on a much faster time-scale than 

that of the cuttings transport. Hence, we effectively obtain simpler 

and more tractable model with modest or negligible cost in model 

fidelity. 

With these assumptions, we can obtain the quasi-linear form 

by expanding (2) : 
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∂αi 

∂t 
v i + 

∂v i 
∂t 

αi + 

∂αi v i 
∂x 

v i + 

∂v i 
∂x 

αi v i = S i , (3) 

and inserting (1) into (3) , which yields the form 

∂ 

∂t 

[
αi 

v i 

]
+ 

[
v i αi 

0 v i 

]
∂ 

∂x 

[
αi 

v i 

]
= 

[
�i 

S i −v i �i 

αi 

]
, (4) 

where the transport matrix, characterizing the system (1) and (2) , 

has the double eigenvalue v i , corresponding to the velocity of the 

characteristic. Hence, we see that by removing the equation of 

state by assuming all densities to be constant (in both time and 

space), one of the equations of the system (1) and (2) becomes su- 

perfluous in the sense of conserving the information propagation 

properties of the system (due to the repeating eigenvalue) and can 

be removed to simplify the system. Following the formalism of re- 

laxation processes, we will write (1) and (2) as simply 

∂αi 

∂t 
+ 

∂αi v i 
∂x 

= �i , (5) 

where the pressure field typically is contained as a gradient within 

the source term and can be recovered from the relaxed formulation 

of (2) from 

S i = 

∂αi v i v i 
∂x 

. (6) 

Consequently, we have argued that for cases where the fast 

distributed pressure waves are not of critical importance 

( Aarsnes et al., 2016a ), and a constant density is assumed (as 

is often the case in liquid-solid flow), the momentum balance can 

be assumed static and the relations of continuity for each field is 

a sufficient representation of the model. A similar approach has 

for instance been taken by Girolami et al. (2016) , who concluded 

that the hydrodynamic time scale of the fluid flow is by a factor 

of order 10 6 smaller than the time scale on which evolution of 

the sediment bed takes place. Hence, from the solids bed point 

of view, the time rate of change of the fluid equations becomes 

instantaneous and the time-dependent terms in the equations may 

be disregarded. The role of the fluid momentum equation is thus 

reduced to a closure law relating bulk flow properties such as the 

superficial liquid velocity to shear stress acting on the bed. 

2.1. General relations of continuity 

We consider in the following a transient, averaged, three layer 

model of liquid-solids flow in a conduit, as schematically depicted 

in the top part of Fig. 1 . The three layer model postulation is due 

to Doron and Barnea (1993, 1996) and Doron et al. (1997) , which is 

a steady-state model. These three layers are typically referred to as 

the homogeneous layer, a moving bed layer, and a stationary bed 

layer. 

Each layer consists of a combination of two components: liquid 

and solids. This yields a total of six fields for the model. For each 

field we denote the volume fraction αi, j and velocity v i, j , where 

i ∈ { h, m, b } denote the homogeneous, moving bed and stationary 

bed layer respectively, while j ∈ [ s, l ] denote the component as solid 

or liquid. The equations of continuity can be written 

∂αi, j 

∂t 
+ 

∂αi, j v i, j 

∂x 
= 

∑ 

k 

�k,i 
j 

, (7) 

where �k,i 
j 

denotes the source term for transfer of component j 

from layer k to layer i . Written out 

∂αh,s 

∂t 
+ 

∂αh,s v h,s 

∂x 
= �m,h 

s (8) 

∂αh,l 

∂t 
+ 

∂αh,l v h,l 

∂x 
= �m,h 

l 
+ �b,h 

l 
(9) 

∂αm,s 

∂t 
+ 

∂αm,s v m,s 

∂x 
= �b,m 

s − �m,h 
s (10) 

∂αm,l 

∂t 
+ 

∂αm,l v m,l 

∂x 
= �b,m 

l 
− �m,h 

l 
(11) 

∂αb,s 

∂t 
+ 

∂αb,s v b,s 

∂x 
= −�b,m 

s (12) 

∂αb,l 

∂t 
+ 

∂αb,l v b,l 

∂x 
= −�b,m 

l 
− �b,h 

l 
. (13) 

Following Doron and Barnea (1993) , we assume a constant packing 

density and homogeneous velocity of the layers b, m . By ‘packing 

density’ we mean the solid volume fraction of the stationary (typ- 

ically 0.63 for close random packing of spheres) and moving bed 

layers (typically between 0.55 and 0.625 for loose random packing 

of spheres), where the solid particles are in stationary contact or 

rolling and sliding against each other, respectively. Hence, denoting 

the packing density C i , where i ∈ { b, m }, we write αi = αi,s + αi,l , 

such that αi,s = C i αi . Further, we assume v i,l = v i,s = v i for i ∈ { b, m }. 

We note that 

αb,l = 1 − αm 

− αh − αb,s , (14) 

and, writing �k,i ≡ �k,i 
l 

+ �k,i 
s , we have 

C m 

�m,h = −�h,m 

s . (15) 

When C b � = C m 

, by noting that 

�b,m 

s = −�m,b 
s ⇒ C b �

b,m = −C m 

�m,b , (16) 

we get an exchange term between layer b and h : 

�b,h 
l 

= �b,m 

(
1 − C b 

C m 

)
, (17) 

These relations allows us to represent the volume fraction of the 

six fields by the three continuity equations 

∂αh,s 

∂t 
+ 

∂αh,s v h,s 

∂x 
= −C m 

�h,m (18) 

∂αm 

∂t 
+ 

∂αm 

v m 

∂x 
= �h,m − �m,b (19) 

∂αb 

∂t 
+ 

∂αb v b 
∂x 

= �m,b . (20) 

An equivalent formulation is 

∂αh,s 

∂t 
+ 

∂αh,s v h,s 

∂x 
= −�h,m 

s (21) 

∂αm,s 

∂t 
+ 

∂αm,s v m 

∂x 
= �h,m 

s − �m,b 
s (22) 

∂αb,s 

∂t 
+ 

∂αb,s v b 
∂x 

= �m,b 
s , (23) 

where the layer area fractions are obtained from: 

αm 

C m 

= αm,s (24) 

αb C b = αb,s (25) 

αh + αm 

+ αb = 1 . (26) 

Hence we have demonstrated that the continuity equations of the 

transient three layer model of solid-liquid flow can be represented 

as a third order Partial Differential Equation (PDE). 

So far, no assumptions have been made on fluid rheology or in- 

clination. However, depending on conditions, the m and/or b layers 

will not exist (e.g. in very steep and vertical sections), in which 

case these fields will be empty and the model can be simplified by 

removing them. 
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To complete the model for simulation, (21) –(23) must be com- 

bined with closure relations of the velocities v b , v m 

, v h, s and the 

source terms �h,m 

s , �m,b 
s , and finally, appropriate boundary condi- 

tions should be derived. The closure relations should be derived by 

combination of first principle considerations and empirical correla- 

tions derived from experiments. To comply with the requirements 

on simplicity and computational speed, it is the role of the closure 

relations to account for the presence of the drill pipe, and hence 

the existence of an annular flow field, as well as the role of drill 

pipe rotation and potential lateral movement. 

For the purpose of illustrating how a complete simulation 

model is obtained, we will in the following sections of this paper 

choose a set of simple closure relations from the literature and im- 

plement the resulting model. We emphasize, however, that a for- 

mulation of the form (21) –(23) can accommodate a wide range of 

closure relations, and in effect enable turning a set of experimental 

results into a transient model. 

To limit the complexity of the following derivation, and to make 

our illustration more clear, we limit the model to only two layers. 

Physically, this is valid depending on the flow patterns. For annular 

solid-liquid flows, higher superficial velocities, and in particular the 

presence of drill pipe rotation, enhance solid suspension such that 

the intermediate layer of rolling and sliding particles becomes very 

small, see e.g. Khatibi et al. (2018) , and may be disregarded for the 

sake of added simplicity and computational speed. 

3. Two layer model 

In this section we derive the full two-layer model in the context 

of a wellbore being drilled, where the solids represent cuttings and 

the liquid represent the drilling mud. 

In considering only two layers in the (21) –(23) formulation, we 

let the m layer be empty; αm 

= 0 , and consequently set �h,m 

s −
�m,b 

s = 0 . Furthermore, we will assume the bed layer b to be sta- 

tionary, i.e. v b = 0 , which is true for a close to horizontal section 

such that a potential sliding of the bed due to gravity does not 

occur, and thus obtain 

∂αh,s 

∂t 
+ 

∂αh,s v h,s 

∂x 
= �b,h 

s (27) 

∂αb,s 

∂t 
= −�b,h 

s , (28) 

where x ∈ [0, L ] and t are the space and time variables, with x = 0 

denoting an upstream inlet and x = L a downstream outlet of the 

considered flow domain, as depicted in Fig. 1 . In addition, we have 

the closure relations 

αb C b = αb,s (29) 

αh,l + αh,s + αb = 1 . (30) 

This system, (27) and (28) , is a second order hyperbolic PDE with 

a zero eigenvalue associated with (28) . 

To complete this system, we further require the closure rela- 

tions for the slip velocity of particles in suspension, v h, s , and the 

erosion-deposition model �b,h 
s . 

3.1. Boundary condition 

Assuming a positive eigenvalue associated with (27) , a bound- 

ary condition must be specified at the left ( x = 0 ) boundary. If 

the mass-flux of cuttings at the boundary, W c is known, the cut- 

tings volume fraction can be found from W c = Q s, inj ρs = Aαh,s ρs v h,s . 

Here Q s , inj denotes the volumetric flowrate of solids at the bound- 

ary. For the case of v h,l = v h,s (often used for horizontal pipes, see 

Section 3.2 ) we have 

αh,s (x = 0) ≡ αs, inj = 

Q s, inj 

Q s, inj + Q l, inj 

, (31) 

where Q s , inj and Q l , inj are the solid and liquid volumetric flow 

rates, respectively. In a practical setting W c , and thus Q s , inj , may 

be readily estimated from the drill bits dimension and rate of pen- 

etration (ROP) based on continuity. 

3.2. Slip velocity 

For transient cuttings transport models, the slip velocity of a 

cuttings particle, v h, s , may be obtained by applying a local equi- 

librium assumption and hence taking the vector sum of the liq- 

uid velocity v h, l and the particles’ terminal settling velocity V S 

( Cayeux et al., 2014 ). 

v h,s = v h,l + V S , (32) 

where the particles’ terminal settling velocity V S may be expressed 

as 

V S = −
√ 

4 

3 

d s g sin φ(x ) 

C d 

(
ρs 

ρl 

− 1 

)
, (33) 

with g acceleration of gravity, φ( x ) inclination with respect to 

horizontal, d s diameter of cuttings particle, and C d coefficient of 

drag. Note that the drag coefficient C d is a function of the parti- 

cle Reynolds number, which is a function of the fluids apparent 

viscosity and furthermore depends implicitly on v h, s via V S . Fur- 

ther note that drilling fluids are typically shear-thinning and thus 

the apparent viscosity is a function of the shear rate. This is cru- 

cial in order to determine the settling velocity correct, because the 

shear rate of an individual particle is determined by contributions 

of both the shear of the background flow field at the particles loca- 

tion and the particle-induced shear based on the relative velocity 

( Busch and Johansen, 2018 ). 

Forces considered in Eq. (32) are gravity, buoyancy, and drag as 

the usually dominating particle force. Forces not considered are the 

Basset and Virtual mass force as the rates of change of flow rates 

and hence velocities are rather small, i.e. we assume local equilib- 

rium. The Saffman (1968, 1965) lift force (which incorporates the 

Magnus lift force as a second order correction) does not contribute 

as Eq. (32) only characterizes the x-component, i.e. the component 

in the direction of flow, and the lift force primarily acts normal to 

the flow direction for the 1D approach taken. Particle-particle in- 

teractions are neglected here as these are expected to only play a 

minor role in the homogeneous layer. 

The liquid velocity is found from the continuity equation, and 

assuming an incompressible liquid, implying that Aαh,l v h,l = Q inj . 

I.e. we have from the total volumetric flow at the left boundary: 

v h,l = 

(Q l, inj + Q s, inj ) /A 

1 − αh,s − αb,s 

C b 

(34) 

3.3. Erosion-deposition model 

The source term �b,h 
s required in Eqs. (27) and (28) is to 

be described by an adequate erosion-deposition model. As an 

example, we apply the erosion-deposition model proposed by 

Charru et al. (2004) 

�b,h 
s = E − D, (35) 

where E, D denotes the erosion and deposition rate, respectively. 

These are given as 

D = 

V S d 
2 
s 

a 
αh,s , (36) 
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where V S is the settling velocity given in (33) , d s is the particle 

diameter and a is a statistically determined constant which can be 

taken as 15 ( Charru et al., 2004 ). The erosion rate is given as 

E = 

{
0 , αb = 0 or θ < θt 

18 bV S (θ − θt ) , αb > 0 and θ ≥ θt 
, (37) 

with the non-dimensional Shields number 

θ = 

μ ˙ γ

(ρs − ρl ) d s g cos (φ(x )) 
, (38) 

where ˙ γ is the shear rate, and may be taken as proportional to the 

intrinsically averaged fluid velocity, v h, l ; and μ is the fluid appar- 

ent viscosity. 

The threshold for particle motion is given by the Shields curve 

θt = f (Re p ) . However, because the relationship θt = f (Re p ) is im- 

plicit, an alternative formulation θt = f (d ∗) is typically used, for in- 

stance θt = 

0 . 24 
d ∗ + 0 . 055(1 − e −0 . 02 d ∗ ) ( Soulsby, 1997 ), where d ∗ is a 

dimensionless particle diameter. According to Charru et al. (2004) , 

the coefficient b may depend weakly both on the particle Reynolds 

number and on the number of moving particles. Since the 

Charru et al. (2004) formulation is purely based on the Stokes set- 

tling velocity this seems reasonable. However, in the modeling ap- 

proach of Charru et al. (2004) it is taken as a constant and is used 

as a fitting parameter to experimental data. 

Utilizing a particular erosion-deposition model may be consid- 

ered as grey-box modeling, because the erosion-deposition model 

allows some insight to the dominating physics of the problem. 

However, if high-quality experimental data is available and/or not 

all modeling parameter values are known, it is beneficial to trans- 

form the utilized erosion-deposition model to a black-box model 

by introducing appropriately defined correlation parameters. This 

reduces the number of parameters needed to specify the closure 

relations and thus simplifies tuning the model. Assuming that the 

shear rate is proportional to the intrinsically averaged liquid veloc- 

ity, v h, l , the source term containing the erosion-deposition-model 

can be recast to: 

D = βRαh,s (39) 

E = 

{
0 , αb = 0 or α∗

l 
< αh,l 

β
αh,l 

(α∗
l 

− αh,l 

)
, αb > 0 and α∗

l 
≥ αh,l . 

(40) 

The correlation parameters β, α∗
l 
, R are given as: 

α∗
l = 

μD H Q l, inj /A 

(ρs − ρl ) d s g cos 
(
φ(x ) 

)
θt 

(41) 

R = 

d 2 s 

a 

1 

θt 18 b 
(42) 

β = θt V S 18 b, (43) 

where α∗
l 
, R are dimensionless and β has the unit of [ 1 

time 
] . In 

defining the deposition and erosion rates as in (39) and (40) , we 

have adopted the mathematical structure of Charru et al. (2004) in 

specifying these closure relations, but not necessarily the actual 

parameters. This allows for a more general framework for tuning 

the model to fit operating conditions and experimental data not 

directly covered by the work of Charru et al. (2004) . 

Eqs. (39) and (40) may alternatively be expressed in terms of 

the states by noting that αb = αb,s /C b and αh,s = 1 − αb − αh,l . 

We point out that these parameters are dependent on local 

conditions, in particular α∗
l 

which is dependent on the exoge- 

nous liquid superficial velocity Q l , inj / A . As an example, for higher 

superficial liquid velocities, the flow of the homogenous layer 

may become turbulent. In addition, for larger particle diameters, 

the assumption of Stokes flow is incorrect. The utilized closures 

( Charru et al., 2004 ) are based on the Stokes settling velocity V s 

Fig. 2. Effect of correlation parameters R and α∗
l 

on the steady-state cuttings bed 

height ᾱb . 

and the laminar bed shear stress μ ˙ γ (see Eqs. (36) and (37) ). 

Here, the molecular fluid viscosity μ may be a function of ˙ γ
and the shear rate ˙ γ is based on the superficial liquid velocity 

and the annular geometry. For an adequate handling of turbu- 

lence, this formulation has to be improved by e.g. adding a tur- 

bulent viscosity to the molecular fluid viscosity using a simple 

mixing-length approach. However, wellbore flows are typically ei- 

ther laminar or transitional with bulk Reynolds number in the or- 

der of 10 2 to 10 3 , which also applies to the experiments conducted 

by Sanchez et al. (1999) , which we will later use to validate the 

model. Hence, we for now keep the laminar formulation knowing 

that for higher flow rates, low viscous fluids, and larger particle 

diameters an error might be present. The significance of the corre- 

lation parameters as given can be seen from the steady state rela- 

tions developed in the following section. 

3.4. Steady state 

Denote the steady-state with an overbar. We have, from 

(27) and (28) 

�̄b,h 
s = 0 (44) 

∂ ᾱh,s ̄v h,s 

∂x 
= 0 , (45) 

which entails 

ᾱh,s ̄v h,s = 

Q s, inj 

A 

, (46) 

and using v h,s = v h,l : 

ᾱh,s = 

Q s, inj ̄αh 

Q s, inj + Q l, inj 

. (47) 

Now, by enforcing E = D (which holds at steady state, see (44) ) we 

obtain: 

RQ s, inj 

Q s, inj + Q l, inj 

ᾱh + 1 = 

α∗
l 

ᾱh 

Q l, inj + Q s, inj 

Q l, inj 

, (48) 

which is a quadratic equation in the state ᾱh , i.e., 

ᾱ2 
h R 

Q s, inj Q l, inj 

Q s, inj + Q l, inj 

+ ᾱh 

Q l, inj 

Q l, inj + Q s, inj 

− α∗
l = 0 , (49) 



U.J.F. Aarsnes, A. Busch / International Journal of Multiphase Flow 105 (2018) 102–111 107 

Fig. 3. Effect of changing β on the steepness of the propagating cuttings bed. 

hence 

ᾱh = 

Q s, inj + Q l, inj 

2 RQ s, inj 

(
−1 + 

√ 

1 + 

4 Rα∗
l 
Q s, inj 

Q l, inj 

)
(50) 

and, finally, 

ᾱb = 1 − ᾱh . (51) 

Note that using the approximation αs, inj ≈
Q s, inj 

Q l, inj 
, (50) can be 

written approximately 

ᾱh ≈
αs, inj + 1 

2 Rαs, inj 

(
−1 + 

√ 

1 + 4 Rα∗
l 
αs, inj 

)
. (52) 

Relation (52) is shown in Fig. 2 . Hence, the steady state cuttings 

bed is determined by α∗
l 
, R while the rate of exchange between the 

cuttings bed and suspension, and consequently the steepness of a 

propagating cuttings bed, is determined by β as shown in Fig. 3 . 

3.5. Impact of coefficients 

The qualitative effect of the correlation parameters can be 

summed up as follows. 

• α∗
l 

gives the volume fraction of the liquid flow (essentially the 

effective cross sectional flow area of the injected liquid relative 

to the full cross sectional flow area A ) at which the threshold 

Shields number θ t is achieved. This corresponds to the steady- 

state liquid flow volume fraction, α∗
l 

= αh,l , when zero solids 

are injected Q s, inj = 0 . 
• R determines the deposition rate relative to the erosion rate, 

and consequently how a non-zero solid injection rate Q s , inj > 0 

affects the steady-state cuttings bed size ᾱb . 
• β gives the transient rate of exchange between the cuttings in 

bed and cuttings in suspension. 

4. Numerical implementation 

The system of equations is discretized in space and time and 

the partial derivatives resolved with a first order upwind scheme. 

The discretization is done with the spatial grid size �x , and tem- 

poral step size �t . We denote the discretized states in parenthesis 

Table 1 

Physical parameters of experiments. 

Value Symbol Description 

0.022 m 

2 A Wellbore model cross-sectional area 

2.56–2.64 g/cm 

3 ρs Cuttings density 

30.48 m L Test section length 

as (·) k 
l 

where l is used to denote the discretized position, and k the 

discretized time, e.g., for αb, l we have 

(αb,l ) 
k 
l = αb,l (k �t, l�x ) . (53) 

The discretization in space can roughly be understood as a dis- 

cretization into the computational control volumes depicted in 

Fig. 1 , but this time with a non-zero axial length �x > 0. 

The first-order upwind discretized version of (27) and (28) can 

then be written as 

(αh,s ) 
k +1 
l 

= (αh,s ) 
k 
l −

�t 

�x 

(
(v h,s αh,s ) 

k 
l − (v h,s αh,s ) 

k 
l−1 

)
+ �t(�b,h 

s ) k l 

(54) 

(αb,s ) 
k +1 
l 

= (αb,s ) 
k 
l − �t(�b,h 

s ) k l , (55) 

with 

(�b,h 
s ) k l = (E) k l − (D ) k l (56) 

(D ) k l = βR (αh,s ) 
k 
l (57) 

(E) k l = 

{
0 , (αb ) 

k 
l 

= 0 or α∗
l 

< (αh,l ) 
k 
l 

β
αh,l 

(α∗
l 

− (αh,l ) 
k 
l 

)
, (αb ) 

k 
l 

> 0 and α∗
l 

≥ (αh,l ) 
k 
l 

(58) 

(αh,l ) 
k 
l = 1 − (αb ) 

k 
l − (αh,s ) 

k 
l , (59) 

where we are assuming v h, s > 0. 

The boundary condition, (31) is implemented as: 

(αh,s ) 
k 
0 = αs, inj . (60) 

5. Simulation example 

To evaluate the qualitative transient behavior of the model we 

compare it to the experiments performed by Sanchez et al. (1999) . 

They conducted transient flow loop experiments, where the test 

section was an almost horizontal annulus with an inner pipe that 

could be rotated to replicate the conditions of a horizontal section 

of a wellbore being drilled. Our goal is to show that the presented 

approach yields an effective transient simulation model for appro- 

priate closure relations, or with a reasonable tuning such as the 

one utilized in this study. To this end, we tune the correlation co- 

efficients R, α∗
l 

to achieve the steady-state response from the ex- 

periments, and then modify β to match the transient response, 

to illustrate that the relative simple second order model given by 

(27) and (28) is sufficient to replicate the transient behavior of 

the transported cuttings. To be precise: by transient behavior we 

mean the behavior of the model when it is not at steady-state, i.e. 

when 

∂αh,s 

∂t 
� = 0 or 

∂αb,s 

∂t 
� = 0 . Even though in most cases of slurry 

transport, solid velocities are not equal to averaged liquid velocity, 

for reasons of simplicity, and since not all relevant parameters re- 

quired for modeling were disclosed by Sanchez et al. (1999) , the 

solid velocity is set equal to the averaged liquid velocity v h,s = v h,l 

for all the simulations. 

The physical parameters of the experiments are summarized in 

Table 1 , while Imperial to SI unit conversions is given in Table 3 . 

Note that the liquid density used in the experiments was not pro- 

vided, however, neither is it required as the tuning procedure em- 

ployed matches the model output at steady-state to measurements 

from the experiment, and these outputs can be computed without 

needing the liquid density. 
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Fig. 4. Trend from experiment 1, with φ = 10 ◦ inclination and 50 RPM pipe rotation starting from t = 1700 . 

Fig. 5. Trend from experiment 2, with φ = 10 ◦ inclination and 90 RPM pipe rotation starting from t = 1550 . 

5.1. Tuning the correlation coefficients 

The measured output of the experiments of 

Sanchez et al. (1999) is the trend of the mass of the solids in 

the test section through the experiment. At steady state we have 

the following relation for the mass of solids in the test section 

Mass 

LAρs 
= ᾱb,s + ᾱh,s , (61) 

and hence 

ᾱh = 

1 

Q s, inj 

Q s, inj + Q l, inj 
− C b 

(
Mass 

LA (ρs − ρl ) 
− C b 

)
. (62) 

Then, using the steady state relation (48) , we get 

R = 

Q s, inj + Q l, inj 

ᾱh Q s, inj 

(
α∗

l 

ᾱh 

Q l, inj + Q s, inj 

Q l, inj 

− 1 

)
(63) 

or, equivalently, 

α∗
l = 

ᾱh Q l, inj 

Q l, inj + Q s, inj 

(
RQ s, inj 

Q s, inj + Q l, inj 

ᾱh + 1 

)
. (64) 

The particular values used to find the numerical values of 

the correlation parameters determining the steady-state R, α∗
l 
, are 

summarized in Table 2 . 

5.2. Comments on comparison with experiment 

The experimental results of Sanchez et al. (1999) and the simu- 

lation results are shown in Figs. 4–9 . The steady states from these 

figures have been noted, summarized in Table 2 , and then, using 

relations (62) and (63) , the correlation coefficients R, α∗
l 

have been 

found such that the steady state of the simulation model yields a 

reasonable match to that of the experiment. 
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Fig. 6. Trend from experiment 3, with φ = 25 ◦ inclination and 50 RPM pipe rotation starting from t = 1550 , 50 RPM pipe rotation starting from t = 2600 , 75 RPM pipe 

rotation starting from t = 3200 . 

Fig. 7. Trend from experiment 4, with φ = 25 ◦ inclination and 125 RPM pipe rotation. 

Table 2 

Non-dimensional parameter tuning values. 

Ex. Steady-state # Q s , inj / A Q l , inj / A αs , inj Mass ᾱb R α∗
l 

β

1 #1 0.0064 m/s 1.00 m/s 0.0063 270 kg 0.384 78 0.925 1/50 

#2 —“— —“— —“— 245 kg 0.349 —“— 0.980 —“—

#3 0 m/s —“— 0 36 kg 0.051 —“— —“— —“—

2 #1 0.0064 m/s 1.00 m/s 0.0063 281 kg 0.312 78 0.925 1/50 

#2 —“— —“— —“— 164 kg 0.176 —“— 1.152 —“—

#3 0 m/s —“— 0 0 kg 0.0 —“— —“— —“—

3 #1 0.007 m/s 0.85 m/s 0.0081 445 kg 0.500 90 0.679 1/50 

#2 0 m/s —“— 0 281 kg 0.321 —“— —“— —“—

#3 —“— —“— —“— 218 kg 0.248 54 0.752 —“—

#4 —“— —“— —“— 181 kg 0.207 36 0.793 —“—

4 #1 0.0053 m/s 0.85 m/s 0.0062 295 kg 0.384 54 0.819 1/100 

#2 0 m/s —“— 0 159 kg 0.349 —“— —“— —“—

5 #1 0.0067 m/s 0.85 m/s 0.0078 168 kg 0.179 29 0.969 1/30 

#2 0 m/s —“— 0 27 kg 0.031 —“— —“— —“—

6 #1 0.0055 m/s 0.85 m/s 0.0064 182 kg 0.197 41 0.969 1/50 

#2 0 m/s —“— 0 27 kg 0.031 —“— —“— —“—
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Fig. 8. Trend from experiment 5, with φ = 50 ◦ inclination and no pipe rotation. 

Fig. 9. Trend from experiment 6, with φ = 50 ◦ inclination and 125 RPM pipe rotation. 

Table 3 

Imperial to SI unit conversions. 

US or Imperial SI units 

1 pound (lb) 0.4536 (kg) 

1 foot (ft) 0.3048 (m) 

1 Gallon per minute (gpm) 6.309 ×10 −5 (m 

3 /s) 

For experiment 1, Fig. 4 , we first find α∗
l 

= 0 . 980 for 50 RPM ro- 

tation of the drill string from steady-state #3, which corresponds 

to Q s, inj = 0 . Hence we can compute R = 78 from steady-state #2, 

and then assuming R to be constant we find α∗
l 

= 0 . 925 for the 

”no rotation” case of steady-state #1. These same values are re- 

tained for experiment 2, shown in Fig. 5 , where we find α∗
l 

= 

1 . 152 for 90 rpm from steady-state #3. In both these cases, we 

achieve a good fit in the transient behavior for these experiments 

with the pipe close to horizontal (note that the 80 ° specified in 

Sanchez et al. (1999) is given as angle from vertical, while we use 

φ to denote angle from horizontal). 

For experiment 3, Fig. 6 the model fit is less good, although 

still reasonable. In particular, we note that when pipe rotation is 

increased there is a delay before cuttings leaves the test section. 

This could either be an artifact of the test procedure (about which 

information is somewhat limited), or it could be an actual effect of 

the specific solid-liquid flow occurring at 25 ° inclination not accu- 

rately captured by the present model. 

For the remaining experiments: 4–6, shown in Figs. 7–9 , α∗
l 

is 

found from steady-state #2 using the fact that Q s, inj = 0 , and then 

R is found from steady-state #1. Here we again see a very good 

transient fit for the model, even for the steeper inclinations of 50 °
used in experiment 5 and 6 ( Figs. 8 and 9 ), where the simplifying 

assumption v h,s = v h,l does not hold and, in addition, bed sliding 

may occur. 

Overall, the model appears to capture the transient dynamics 

of solid transport in the experiments very well, even without hav- 



U.J.F. Aarsnes, A. Busch / International Journal of Multiphase Flow 105 (2018) 102–111 111 

ing specified information on fluid rheology, pipe eccentricity, pipe 

rotation rates, or the annular cross-section. This indicates that the 

approach and the derivation of Section 2 are general and may be 

applied to scenarios where a transient model of solid transports is 

required and such specific information is lacking. In particular, the 

approach is expected to have applications in cuttings monitoring 

during drilling. 

A more powerful model is obtained when the closure relations 

are specified directly in operating parameters (grey-box model, 

white-box model), instead of being tuned from data. However, this 

was not feasible in the present case as the necessary parame- 

ters were not provided by Sanchez et al. (1999) . Obtaining exper- 

imental datasets is highly relevant for modeling activities; how- 

ever, full disclosure of the related operating parameters is crucial 

( Busch et al., 2018 ). 

6. Conclusions 

The observations from the comparison with experiments in 

Section 5 lead us towards the conclusion that the simple, coupled, 

set of transport equations, namely Eqs. (27) and (28) , derived from 

the continuity relations in Section 2 , are in many cases sufficient 

to represent transient mass transport of solids in solid-liquid pipe 

and annular flow, when used with closure relations which gives 

accurate steady-state results. This conclusion is valuable in that 

such a simple dynamic representation of these phenomena makes 

model implementation and system analysis by simulation much 

simpler, as well as enabling model-based control and estimation 

design ( Aarsnes et al., 2016b ), which in turn can find application to 

optimize and monitor real-time processes where solid-liquid pipe 

and annular flow is encountered. 
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Abstract 
The flow in the annulus of a wellbore is typically assumed laminar while the flow in the drill pipe is 

assumed to be of turbulent nature. However, the prevailing flow regime is highly dependent on the 

drilling fluid and its rheological properties. For the numerical parameter space established by Busch et 

al. (2018) representing drilling on the Norwegian Continental Shelf, we perform a Reynolds-number 

based ball-park analysis to evaluate the degree of turbulence in the industrially-relevant parameter 

space. Specifically, we apply the Reynolds number concept of Metzner and Reed (1955) as well as the 

Bingham Reynolds number of Wilson and Thomas (2006) Reynolds number formulations. 

The results show that, in general, drill pipe flows are fully turbulent for the case of plain water and 

transitional for non-Newtonian drilling fluids, regardless of the Reynolds number concept used. 

However, annular flows are at best transitional and mostly laminar, depending on the particular YP/PV 

combination.  

The presence of a cuttings bed (here a relative height of 1/3 of the hydraulic diameter) does not heavily 

affect the order of magnitude of the estimated Reynolds numbers. Simple rotation of the rill pipe (no 

lateral motion) does not really affect the pure flow dynamics in the deeper, smaller wellbore sections 

either. Here, here the axial flow velocity is so large compared to the rotational component that the 

additional rotational velocity accounted for by a simple vector magnitude concept does not contribute 

significantly. 

For the investigated parameter space, the low viscous fluids tend to generate larger vortex dunes and 

sinuous dunes whereas the more viscous fluids result in smaller dunes. The occurrence and type of 

dunes is generally dependent on bed height and superficial Reynolds number, as well as particle 

diameter and Archimedes number. 
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Nomenclature 

Greek symbols 

𝛾𝛾 Strain. 

�̇�𝛾 Shear rate, total shear measure. 

Δ Difference. 

𝜖𝜖 Turbulent dissipation rate. 

𝜂𝜂 Apparent shear viscosity. 

𝜆𝜆 Rheological time scale, parameter in Cross and Carreau model. 

𝜇𝜇 Newtonian shear viscosity. 

𝜔𝜔 Specific turbulent dissipation rate 

𝜌𝜌 Density. 

Latin symbols 

𝐴𝐴 Surface area. 

𝑐𝑐 Coefficient. 

𝑑𝑑 Diameter. 

𝐃𝐃 Rate of deformation tensor. 

𝑓𝑓 Functional. 

𝑔𝑔 Gravity. 

𝐾𝐾 Parameter in Power-law and Yield-power-law flow models, also known as Consistency Index. 

𝑙𝑙 Length. 

𝑚𝑚 Mass. 

𝑛𝑛 Parameter in Power-law (PL), also known as PL exponent. 

𝑝𝑝 Pressure. 

𝑅𝑅𝑅𝑅 Reynolds number. 

𝑡𝑡 Time. 

𝑇𝑇 Transposed. 

𝐓𝐓 Stress tensor. 

𝐮𝐮 Fluid velocity. 

𝑈𝑈 Fluid bulk velocity. 

𝑣𝑣 Particle velocity. 

𝑉𝑉 Volume. 

𝑤𝑤 Width. 



iv Nomenclature 

𝑥𝑥 Spatial dimension. 

𝑦𝑦 Spatial dimension. 

𝑧𝑧 Spatial dimension. 

Indices 

0 Zero, �̇�𝛾 → 0. 

∞ Infinity, �̇�𝛾 → ∞. 

𝐶𝐶𝐶𝐶 Carreau. 

𝐶𝐶𝐶𝐶 Cross. 

𝑓𝑓 Fluid. 

𝑃𝑃𝑃𝑃 Power Law. 

𝑡𝑡 Turbulent. 

Abbreviations 

2D, 3D Two-, Three dimensional in space. 

CFD Computational Fluid Dynamics. 

FC Flow Curve. 

GNF Generalized Newtonian Fluid. 

PL Power-Law.
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1 Introduction 
Dimensional numbers are a convenient way to categorize physical phenomena. For instance, turbulent 

pipe flow of a Newtonian fluid is typically considered laminar for Reynolds numbers < 2100 and turbulent 

otherwise. 

When modeling such systems a priori knowledge of the magnitude of characteristic non-dimensional 

numbers are beneficial because it allows for choosing the correct modeling strategy. With respect to 

the aforementioned pipe flow problem, it is crucial to estimate the magnitude of the Reynolds number 

in order to decide on whether to employ turbulence modeling or not. 

We are here concerned with multiphase wellbore flows which may be turbulent under certain 

circumstances. Furthermore, these flows may develop dunes in horizontal sections of the well. In recent 

works, we have compiled information on the magnitude of the dimensional parameters (e.g. the 

dimensions of the annulus, the type of fluid and the bulk flow rate) of wellbore flows prevalent on the 

Norwegian Continental Shelf (Busch et al., 2018) and subsequently performed a dimensional analysis 

of wellbore flows (Busch et al., 2019). Now, we utilize this information to estimate the magnitude of the 

Reynolds number, the Shields number, and a modified Archimedes number in order to quantify the 

degree of turbulence and the occurrence and type of dunes to expect in wellbore flows. 

2 Materials and Methods 

2.1 Model equations 

This subsection contains all relevant equations which allow for the order-of-magnitude estimate of non-

dimensional numbers such as the Reynolds number, the Shields number, and the Archimedes number. 

Based on the volumetric bulk flow rate delivered by the pump (assuming zero volumetric losses 

throughout the wellbore), we define the bulk velocity in the 𝑥𝑥-direction (in multiphase flows known as 

the superficial velocity of one phase) as 

 x
QU
A

= , (1) 

where 𝐴𝐴 is the cross-sectional area of an arbitrarily-chosen annular element of the wellbore and is given 

by 

 ( )2 2

4 o iA d dπ
= − , (2) 

where 𝑑𝑑𝑜𝑜 is the outer and 𝑑𝑑𝑖𝑖 is the inner diameter, with 𝑑𝑑𝑖𝑖 = 0 for the pipe case. 

For an annular geometry, the wetted perimeter is given as 

 ( )o iP d dπ= + , (3) 
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which, in combination with the cross-sectional area defined in equation (2) is used to define the annular 

hydraulic diameter 

 4
h o i

Ad d d
P

= = −  (4) 

The rotation of the drill string is typically given in Revolutions per Minute 

 60
2

RPM ω
π

= , (5) 

where 𝜔𝜔 is the angular frequency, and the tangential velocity at the surface of the drill pipe due to the 

rotary motion is then given as 

 
2

i
tan

d
U ω=  (6) 

We are here concerned with pure shear-thinning fluids which obey a General Newtonian Fluid 

constitutive equation, i.e. possess no thixotropic or viscoelastic properties. The most simple formulation 

accounting for shear-thinning behavior is the Ostwald material function (Ostwald, 1925), also known as 

power law (PL), where the fluid viscosity 

 ( ) 1PLn
f Kη γ γ −=   (7) 

is a power-law function of the shear rate �̇�𝛾. 

In case of a polymeric solution as often used in laboratory experiments, the fluid viscosity is often better 

expressed with the Cross (Cr) (Cross, 1965) material function 

 ( )
( )

0
1  

1 Crn
Cr

f
∞

∞
µ µ

γ µ
λ γ

η −=
−

+
+





. (8) 

This represents the apparent viscosity data much better for a wider shear rate range because it 

accounts for Newtonian viscosities at both low and high shear rates. Here, 𝜇𝜇0 is the zero-shear viscosity, 

𝜇𝜇∞ is the infinite-shear viscosity, 𝜆𝜆𝐶𝐶𝐶𝐶 is the Cross time constant and 𝑛𝑛𝐶𝐶𝐶𝐶 is the Cross exponent. 

A classical fluid model in petroleum drilling is the Bingham (1922) material function, which in its oilfield 

variant reads (API RP 13D, 2010) 

 YP PV
YP PV

YP PV
τ

η
γ γ
−

− = = +
 

, (9) 

where 𝑌𝑌𝑃𝑃 is the Yield Point in SI units of [Pa] and 𝑃𝑃𝑉𝑉 is the Plastic Viscosity in SI units of [Pa∙s]. 

The Norwegian Continental Shelf drilling fluid information established in Busch et al. (2018) is based 

on equation (9). Based on the Metzner and Reed (1955) local PL concept, API RP 13D (2010) allows 

the reformulation of equation (9) to the stencil of equation (7). 

For the flow through the drill pipe (higher shear rate ranges in the order of 500 s-1…1000 s-1), the 

coefficients equation (7) are given as 
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( )
( )

1

1

1022 s
0.657 log10

511 s
YP PV

P
YP PV

n
τ γ

τ γ

−
−

−
−

 =
 =
 = 





, (10) 

 
( )1511 s

511 P

YP PV
P nK

τ γ −
− =

=


, (11) 

and for the annulus (lower shear rate ranges in the order of 10 s-1 …300 s-1) 

 
( )
( )

1

1

170 s
0.657 log10

5 s
YP PV

P
YP PV

n
τ γ

τ γ

−
−

−
−

 =
 =
 = 





, (12) 

 
( )1170 s

170 P

YP PV
P nK

τ γ −
− =

=


, (13) 

The wall shear rate of a steady, laminar flow of a Newtonian fluid in a pipe is given by 

 8
P

h

U
d

γ =   (14) 

whereas in the cases of an annulus it is given by  

 12
A

h

U
d

γ =   (15) 

However, for shear-thinning fluids, a shear rate correction is required. 

 
1 83 1

4

P

P

n
n

P

P
P

h

U
d

n
n

γ
− +

=  
 

   (16) 

whereas in the cases of an annulus it is given by  

 
11

3
22 1

A

A

n
n

A

A
A

h

n
n

U
d

γ
− +

=  
 

   (17) 

The Generalized Reynolds number is then computed as 

 Re hUdρ
η

= . (18) 

For YP-PV fluids, one may also construct a Generalized Reynolds in the form of equation (18)number 

by exploiting equations (10) to (13). Alternatively, on may use the Bingham Reynolds number instead, 

where the denominator is the Bingham plastic viscosity instead of the apparent viscosity. 

The Shields number is computed as 

 
( )s f h

Sh
gd

ηγ
ρ ρ

=
−



. (19) 



8 2 Materials and Methods 

and the critical Shields number 𝑆𝑆ℎ𝑐𝑐𝐶𝐶 as the Shields number magnitude required for incipient motion is 

taken from Soulsby (1997). 

The Archimedes number is computed as 

 
( ) 3

2
f s f hgd

Ar
ρ ρ ρ

η

−
= . (20) 

2.2 Parameter values 

This section provides numerical values for the main parameters (wellbore dimensions, drilling fluid bulk 

flow rate, drill pipe rotation rate) used in this study based on previous work (Busch et al., 2018). 

Figure 1 depicts dimensions of typical drill pipe and annulus dimensions as well as the hydraulic 

diameter (white numbers) for several wellbore sections. 

 

Figure 1: Hole, drill pipe and hydraulic diameter vs. hole sections. 

In order to define a typical flow rate range, upper and lower flow rate limits were established based on 

industry input and field guidelines (Mims and Krepp, 2007) and are displayed in Figure 2. Note that the 

focus was on the lower sections and the flow rates for the 42” to 26” sections were chosen arbitrarily. 

In the same manner, drill string rotation rates were established as shown in Figure 3. 

Finally, based on the findings of Busch et al. (2018) who established parameter ranges for the 

Norwegian Continental Shelf, the range of drilling fluids covered in this study was determined by equally 

subdividing the established YP and PV ranges of Busch et al. (2018) into particular numerical values, 

as provided in Table 1. While the YP-PV model coefficients were straightforwardly defined based on 

the results obtained by Busch et al. (2018), the PL coefficients were computed based on equations (10) 

to (13). 
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Figure 2: Upper and lower volumetric bulk flow rate vs. hole sections. 

 

Figure 3: Upper and lower drill pipe rotation rates vs. hole sections. 

The numerical model coefficients summarized in Table 1 along with their respective material functions 

constitute particular flow curves. Figure 4 to Figure 7 provide the respective flow curves for the drilling 

fluids investigated in this study based on the coefficients depicted in Table 1 and for the different shear 

rate ranges (pipe and annulus). 
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Figure 4: Drilling fluids flow curve for annular flow shear rate range: Shear stress vs. shear rate. 

 

Figure 5: Drilling fluids flow curve for pipe flow shear rate range: Shear stress vs. shear rate. 
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Figure 6: Drilling fluids flow curve for annular flow shear rate range: Apparent viscosity vs. shear rate. 

 

Figure 7: Drilling fluids flow curve for annular flow shear rate range: Apparent viscosity vs. shear rate. 
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Fluid 

Dotted lines Dashed lines 

Oilfield YP-PV model coefficients 

based on Busch et al. (2018) 

Local PL model coefficients for 

pipe flow shear rate range based 

on equations (10) to (11). 

Local PL model coefficients for 

annular flow shear rate range 

based on equations (12) to (13). 

𝒀𝒀𝒀𝒀 [Pa] 𝒀𝒀𝑷𝑷 [Pa∙s] 𝒏𝒏𝒀𝒀 [-] 𝑲𝑲𝒀𝒀 [Pa∙sn] 𝒏𝒏𝑨𝑨 [-] 𝑲𝑲𝑨𝑨 [Pa∙sn] 

1 0 0.001 1 0.001 1 0.001 

2 0 0.015 1 0.015 1 0.015 

3 0 0.03 1 0.03 1 0.03 

4 0 0.05 1 0.05 1 0.05 

5 10 0.015 0.52 0.69 0.063 9.1 

6 10 0.03 0.68 0.36 0.11 8.4 

7 10 0.05 0.78 0.27 0.17 7.8 

8 20 0.015 0.35 3.1 0.033 19 

9 20 0.03 0.52 1.4 0.063 18 

10 20 0.05 0.64 0.83 0.098 17 

Table 1: Drilling fluids and model coefficients investigated in this study. Legend for Figure 4 to Figure 7. 

3 Results 

3.1 Dimensional quantities 

Figure 8 depicts bulk velocity magnitudes for both the drill pipe and annular configurations of Figure 1 

for the respective bulk flow rates depicted in Figure 2 and the drill pipe rotation rates given in Figure 3. 

The latter are converted to tangential velocities and added to the streamwise velocities and the velocity 

magnitude is then given as 

 2 2
x rotU U U= +   (21) 

Here, 𝑈𝑈𝐶𝐶𝑜𝑜𝑟𝑟 is the bulk average of the rotational velocity field and is given by 𝑈𝑈𝐶𝐶𝑜𝑜𝑟𝑟 = 1
2
𝑈𝑈𝑟𝑟𝑡𝑡𝑡𝑡. 
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Figure 8: Bulk velocities. 

The Newtonian wall shear rates are displayed in Figure 9. 

 

Figure 9: Newtonian wall shear rates. 

The PL-based wall shear rates are displayed in Figure 10. 
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Figure 10: PL wall shear rates. 

The YP-PV-based wall shear rates are displayed in Figure 11. 

 

Figure 11: YP-PV wall shear rates. 

Figure 12 and Figure 13 provide the apparent viscosity levels for PL and YP-PV fluid behavior, 

respectively. 

0.051, 0.097
       4.5
       6.5

0.089, 0.11
       5
       8.5

0.17, 0.12
       5.5
       12.25

0.28, 0.15
       6.625
       17.5

0.49, 0.15
       6.625
       26

0.75, 0.15
       6.625
       36

0.9, 0.15
       6.625
       42

Hydraulic diameter [m], Drill pipe diameter [in], Wellbore section [in]

100

101

102

103
W

al
l s

he
ar

 ra
te

 [1
/s

]

Drill pipe
Annulus, 0 rpm
Annulus, 1 rpm
Annulus, 2 rpm

0.051, 0.097
       4.5
       6.5

0.089, 0.11
       5
       8.5

0.17, 0.12
       5.5
       12.25

0.28, 0.15
       6.625
       17.5

0.49, 0.15
       6.625
       26

0.75, 0.15
       6.625
       36

0.9, 0.15
       6.625
       42

Hydraulic diameter [m], Drill pipe diameter [in], Wellbore section [in]

100

101

102

103

W
a
ll 

s
h
e
a
r 

ra
te

 [
1
/s

]

Drill pipe
Annulus, 0 rpm
Annulus, 1 rpm
Annulus, 2 rpm



3.2 Non-dimensional quantities 15 

 

Figure 12: PL apparent viscosities. 

 

Figure 13: YP-PV apparent viscosities 

3.2 Non-dimensional quantities 

Figure 14 depicts the Generalized Reynolds number for the case of PL fluid behavior for all cases 

investigated, while Figure 15 highlights the particular example of fluid 8 (see Table 1 for fluid details). 
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Figure 14: Generalized Reynolds number range for PL fluid behavior. Filled points denote pipe geometry, 

unfilled points denote annulus geometry. Horizontal solid lines represent the 𝑛𝑛𝑃𝑃𝑃𝑃-dependent critical 

Reynolds number limit for transition to turbulent flow. For information on fluids see Table 1. 

 

Figure 15: Generalized Reynolds number range for PL fluid behavior and the example of fluid 8 (see 

Table 1 for fluid details). Dashed and solid lines represent the 𝑛𝑛-dependent critical Reynolds number limit 

for transition to turbulent flow. 

Figure 16 depicts the Generalized Reynolds number for the case of YP-PV fluid behavior for all cases 

investigated, while Figure 17 highlights the particular example of fluid 8 (see Table 1 for fluid details). 
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Figure 16: Generalized Reynolds number range for YP-PV fluid behavior. Filled points denote pipe 

geometry, unfilled points denote annulus geometry. Dashed lines represent the 𝑛𝑛-dependent critical 

Reynolds number limit for transition to turbulent flow. For information on fluids see Table 1. 

 

Figure 17: Generalized Reynolds number range for YP-PV fluid behavior and the example of fluid 8 (see 

Table 1 for fluid details). Dashed and solid lines represent the 𝑛𝑛-dependent critical Reynolds number limit 

for transition to turbulent flow. 

Figure 18 depicts the Bingham Reynolds number for the case of YP-PV fluid behavior for all cases 

investigated, while Figure 19 highlights the particular example of fluid 8 (see Table 1 for fluid details). 
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Figure 18: Bingham Reynolds number range for YP-PV fluid behavior. Filled points denote pipe geometry, 

unfilled points denote annulus geometry. Dashed lines represent the 𝐵𝐵𝐵𝐵-dependent critical Reynolds 

number limit for transition to turbulent flow. For information on fluids see Table 1. 

 

Figure 19: Bingham Reynolds number range for YP-PV fluid behavior and the example of fluid 8 (see 

Table 1 for fluid details). Dashed and solid lines represent the 𝐵𝐵𝐵𝐵-dependent critical Reynolds number limit 

for transition to turbulent flow. 

Figure 20 depicts the Shields number 𝑆𝑆ℎ normalized with the critical Shields number 𝑆𝑆ℎ𝐶𝐶𝐶𝐶 for the case 

of PL fluid behavior and a particle diameter of 𝑑𝑑𝑝𝑝 = 1 mm for all cases investigated, while Figure 21 

highlights the particular example of fluid 8 (see Table 1 for fluid details). 



3.2 Non-dimensional quantities 19 

 

Figure 20: Normalized Shields number range for PL fluid behavior. The solid line represents incipient 

motion. For information on fluids see Table 1. 

 

Figure 21: Normalized Shields number range for PL fluid behavior and the example of fluid 8 (see Table 1 

for fluid details). The solid line represents incipient motion. 

Figure 22 depicts the normalized Shields number for the case of YP-PV fluid behavior for all cases 

investigated, while Figure 23 highlights the particular example of fluid 8 (see Table 1 for fluid details). 
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Figure 22: Normalized Shields number range for YP-PV fluid behavior. Filled points denote pipe geometry, 

unfilled points denote annulus geometry. The solid line represents incipient motion. For information on 

fluids see Table 1. 

 

Figure 23: Normalized Shields number range for YP-PV fluid behavior and the example of fluid 8 (see 

Table 1 for fluid details). The solid line represents incipient motion. 

3.3 The effect of cuttings bed height and particle diameter 
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exception of the 𝑥𝑥-sectional area A, which is now reduced due to the cuttings bed presence and is being 

computed based on geometrical formulas (Cayeux et al., 2014). Consequently, the bulk velocity 

increases and a recalculation of the hydraulic diameter is required, too. 

Assuming PL fluid behavior, Figure 24 shows the normalized Shields number vs. the Reynolds number. 

Assuming PL fluid behavior, Figure 25 shows the Reynolds number vs. a modified Archimedes number 

(Ouriemi et al., 2010, 2009) superimposed on the dune flow pattern maps of Ouriemi et al. (2010, 2009). 

The dashed line represents incipient motion, the solid line represents a lower Reynolds number limit 

required for dune generation. 
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Figure 24: Normalized Shields number range for PL fluid behavior for different particle diameters and 

cuttings bed heights. For information on fluids see Table 1. The solid line represents incipient motion. 
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Figure 25: Reynolds number vs. modified Archimedes number for PL fluid behavior superimposed on 

dune flow pattern maps (Ouriemi et al., 2010, 2009). For information on fluids see Table 1. 
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4 Discussion 
The results show that drill pipe flows are fully turbulent for the case of plain water and transitional for 

non-Newtonian drilling fluids. This is independent of the Reynolds number concept used.  

Annular flows are at best transitional and mostly laminar. The flow state is highly dependable on the 

particular fluid and its rheological properties, here the YP/PV combination. 

For CFD, this imposes a challenge if the flow is transitional because classical RANS models are not 

very accurate in the transitional regime. An error quantification of typically employed turbulence models 

(mainly the 𝑘𝑘-𝜖𝜖 and 𝑘𝑘-𝜔𝜔 family of models) applied to flow is required. 

The presence of a cuttings bed, which here was simply assumed to have a relative height of 1/3 of the 

hydraulic diameter, does not heavily affect the order of magnitude of the estimated Reynolds numbers. 

The values are increasing slightly, but the general picture does not change. 

Simple rotation of the drill pipe (that is no lateral motion, only rotation around its own axis) does not 

really affect the pure flow dynamics in the deeper, smaller wellbore sections. Here, the axial flow velocity 

is so large compared to the rotational component that the additional rotational velocity accounted for by 

a simple vector magnitude concept does not contribute significantly. However, the picture may change 

completely if lateral motion of the drill pipe is considered because of the immense additional flow 

disturbances generated. 

For the investigated parameter space, the low viscous fluids tend to generate larger vortex dunes and 

sinuous dunes whereas the more viscous fluids result in smaller dunes. The occurrence and type of 

dunes is generally dependent on bed height and superficial Reynolds number, as well as particle 

diameter and Archimedes number. A flow model accounting for dunes is thus of interest.  

Scaling is typically done based on the concept of Metzner and Reed (1955) and the also here employed 

Metzner and Reed (1955) Reynolds number, which may, however, fail in the turbulent regime 

(Björkman, 2008; Duffy, 2004). However, as may be seen in Table 2, this is based on the bulk velocity 

which is in the Metzner and Reed (1955) concept is established on the grounds of a laminar velocity 

profile. Alternatively, one may establish a wall viscosity on the pressure gradient. For the laminar flow 

regime, these two approaches should lead to identical results. However, for the transitional/turbulent 

flow regime, the Metzner and Reed (1955) concept is not accurate, and the pressure gradient approach 

seems more suitable for scaling purposes. 

5 Conclusions 
Based on the ballpark figures established, the following may be preliminarily concluded: 

• Annular wellbore flows are transitional, if not laminar. The error of conventionally employed 

turbulence models needs to be investigated. 

• Simple pipe rotation does not heavily affect the state of turbulence. However, lateral pipe motion 

may do so. 
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• Dunes are to be expected in annular wellbore flows. Hence, a modeling approach capable of 

handling dunes should be pursued. 

• The classical Metzner and Reed (1955) Reynolds number is to be reconsidered when used for 

the turbulent flow regime. 
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Appendix A Definitions 
Mass flow is converted to volume flow rate 

 mQ
ρ

=


  (A1) 

Bulk velocity in x-direction 

 QU
A

=   (A2) 

The cross-sectional area 

 ( )2 2

4 o iA d dπ
= −   (A3) 

where 𝑑𝑑𝑜𝑜 is the outer and 𝑑𝑑𝑖𝑖 is the inner diameter of an annulus, with 𝑑𝑑𝑖𝑖=0 for the pipe case. 

The wetted perimeter 

 ( )o iP d dπ= +   (A4) 

The hydraulic diameter 

 4
h o i

Ad d d
P

= = −   (A5) 

The pressure gradient is the pressure force per volume 
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∆ ∆
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∆ ∆
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The shear stress at the wall (= mean wall shear stress) 
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The friction velocity 

 wuτ
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The Fanning friction factor 

 
21

2

w

U
f

τ

ρ
=   (A9) 

Dimensionless wall distance 𝑦𝑦+, also known as the local Reynolds number 
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where the factor 𝛿𝛿 = 𝜂𝜂𝑤𝑤/(𝜌𝜌𝑢𝑢𝜏𝜏) is the viscous layer. 

Dimensionless velocity 𝑢𝑢+ 

 uu
uτ

+ =   (A11) 

Dimensionless shear rate �̇�𝛾+ 
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w

uτ

η
γ γ

ρ
+ =    (A12) 

Revolutions per Minute (RPM)  

 60
2

RPM ω
π

=   (A13) 

where the angular frequency 𝜔𝜔 is given by 

 U
r

ω =   (A14) 

Typically, 𝑈𝑈 and 𝐶𝐶 are defined as 𝑈𝑈 = 𝑢𝑢(𝐶𝐶 = 𝑑𝑑𝑖𝑖/2) and 𝐶𝐶 = 𝑑𝑑𝑖𝑖/2. However, in accordance with the bulk 

velocity used in the Reynolds number a better definition might be 𝑈𝑈 = 𝑈𝑈𝐶𝐶 = 𝑢𝑢(𝐶𝐶 = 𝑑𝑑𝑖𝑖/2 + (𝑑𝑑𝑜𝑜/2 −

𝑑𝑑𝑖𝑖/2)/2 and 𝐶𝐶 = 𝑑𝑑𝑖𝑖/2. 



Appendix B Inner scaling 29 

Appendix B Inner scaling 
Mass conservation implies 

 ( ) ( )
A

m UA u r dAρ ρ= = ∫   (B1) 

where 𝐶𝐶 is the radial coordinate with 𝐶𝐶 = 0 at the center of the conduit. 

Isolated for the superficial velocity 𝑈𝑈, this yields 
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where a pipe geometry is assumed. 

Using the definitions (A10) and (A11), where 𝑅𝑅 and 𝐶𝐶 are nondimensionalized in the same manner as 

𝑦𝑦 =  𝑅𝑅 − 𝐶𝐶, and after some manipulation, one obtains 

 
( )2

0

2 R

U u y dy
R

+

+ + + +

+
= ∫   (B3) 



30 Appendix C Outer scaling 

Appendix C Outer scaling 
C.1 Friction factor 
With the concept of the hydraulic diameter 𝑑𝑑ℎ = 4𝐴𝐴/𝑆𝑆 as the ratio of x-sectional area 𝐴𝐴 and wetted 

perimeter 𝑆𝑆, the wall shear stress may be developed from a force balance of pressure and viscous 

(“frictional”) forces to 
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The same result is obtained if one rearranges the laminar flow equation of a Newtonian fluid to  

 8 
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x d
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where 8𝑈𝑈/𝑑𝑑ℎ is the Newtonian wall shear rate and 𝛥𝛥𝑝𝑝𝑑𝑑ℎ/4𝛥𝛥𝑃𝑃 is the wall shear stress. 

Non-dimensionalising with a dynamic pressure yields the Fanning friction factor 
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which may also be obtained by manipulating equation (C2) to yield 

 16
Re

f =  (C4) 

which is equivalent with (C3) and highlights the friction factor being a ratio of viscous and momentum 

stresses. 

The Reynolds number in (C4) is defined as 

 ρRe UD
µ

=  (C5) 

where 𝜇𝜇 is a Newtonian viscosity or an apparent viscosity of a GNF fluid.  

C.1.1 Friction factor correlations for single phase, Newtonian flows 
Morrison (Morrison, 2013) (laminar & turbulent, smooth walls) 
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Haaland (Haaland, 1983) (turbulent, rough walls, s = roughness) 
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Blasius (Blasius, 1912) (turbulent, smooth walls) 
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C.1.2 Friction factor correlations for single phase, GNF fluid flows 
Dodge-Metzner (Dodge and Metzner, 1959) 
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Irvine (Irvine, 1988) 
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C.2 Generalized Reynolds number 
Using the Re definition as given in equation C4 but with the viscosity at the wall 𝜂𝜂𝑤𝑤(�̇�𝛾𝑤𝑤) instead yields 

the generalized Reynolds number. Computing the correct viscosity 𝜂𝜂𝑤𝑤 is, however, not straightforward 

because one must know the shear rate at the wall. For a PL fluid, the shear rate may be computed 

according to the Reynolds number concept of Metzner and Reed (1955). 

However, two computational approaches are available summarized in Table 2: The one of Metzner and 

Reed (1955), which is based on the bulk velocity (or flow rate) and the shear-stress at the wall definition, 

which is based on the pressure gradient. 

 Based on pressure gradient Based on bulk velocity (or flow rate) 
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Table 2: Two computational approaches to estimate the Reynolds number for the case of pipe flow. 

C.3 Generalized Reynolds number for PL fluid 
C.3.1 Pipes 
Based on a rheology-independent expression for the shear-rate at the wall of a fluid developed by 

(Rabinowitsch, 1929) and (Mooney, 1931), Metzner and Reed (1955) defined a generalized Reynolds 
number for non-Newtonian fluids 
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with the denominator, termed “effective viscosity” by (Chhabra and Richardson, 2011, p. 127) and 

“generalized viscosity coefficient” by (Metzner and Reed, 1955), 

 18nKη ′−′= , (C12) 

the dimensionless exponent 𝑛𝑛 defined as a derivative representing the slope of a logarithmic plot of the 

shear stress at the wall 𝑑𝑑ℎ𝛥𝛥𝑝𝑝/4𝛥𝛥𝑝𝑝𝑥𝑥 (of a pipe) vs. the corresponding Newtonian shear rate 8𝑈𝑈/𝑑𝑑ℎ 
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termed flow-behavior index and describing the degree of non-Newtonian behavior of the fluid, and the 

dimensionless coefficient 𝐾𝐾 
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U
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 (C14) 

termed fluid consistency index and describing the consistency, i.e. the degree of the apparent viscosity, 

of the fluid. 

Equation (C11) is valid for all time-independent, purely viscous material functions if 𝑛𝑛 and 𝐾𝐾 are 

evaluated on small enough increments in an 𝑑𝑑ℎ𝛥𝛥𝑝𝑝/4𝛥𝛥𝑥𝑥 vs. 8𝑈𝑈/𝑑𝑑ℎ plot, as they in general are not 

necessarily constants. 

However, in the case of power-law (pl) fluids as defined by (Ostwald, 1925) 

 1n n
appK Kττ γ η γ

γ
−= ↔ = = 



 (C15) 

𝑛𝑛 and 𝐾𝐾 are in fact constants and may be related to the PL coefficients 𝑛𝑛 and 𝐾𝐾 as follows  
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 3 1
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 (C16) 

yielding a Reynolds number Repl for power–law fluids 
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 (C17) 

which, after some manipulation1, may be related to the Newtonian Reynolds number, equation (C5), as 

follows 

 ReRe
3 1

4

pl n
n

=
+

 (C18) 

C.3.2 Concentric annuli 
Following (Kozicki et al., 1966) and (Delplace and Leuliet, 1995), two amendments need to be 

undertaken in order to obtain a consistent Reynolds number for concentric annuli 

As with Newtonian fluids, the diameter needs to be replaced by an equivalent diameter, e.g. the 

hydraulic diameter: 

 4
h o i

Ad d d
S

= = −  (C19) 

A redefinition of the shear rate and corresponding generalized Re number is required to account for 

geometrical effects. (Kozicki et al., 1966) provided a generalized Re number based on two geometric 

factors a and b and (Delplace and Leuliet, 1995) introduced a functional β = b/a, generalized the friction 

factor 𝑓𝑓 =  48/ 𝛽𝛽/𝑅𝑅𝑅𝑅𝐺𝐺 and replaced the factor 8𝑡𝑡−1 in equation (C17) with (24/𝛽𝛽)𝑡𝑡−1. 

The generalized Re number ReG for a power-law fluid in a non-circular duct is obtained as 
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n n
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− −=
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 (C20) 

Considering a concentric annulus, two limiting cases can be distinguished. For 

• Di → 0 (↔ Circular pipe of diameter D with Dh = D, β = 3 ↔ a = ¼ & b = ¾) equation (C20) 

reduces to equation (C17). 

• Di →1 (↔narrow slot of hydraulic diameter Dh = Do-Di, β = 2 ↔ a = ½ & b = 1) equation (C20) 

yields  

 
1 Inserting the non-Newtonian shear rate at the wall into the PL apparent viscosity equation, and again inserting into the Newtonian 

Reynolds number, namely equation (C5), and rearranging/simplifying. 
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 Newtonian, e.g. H2O Non-Newtonian, e.g. PAC 

Pipe  

β = 3 

n = 1 

K = 0.00102 

β = 3 

n = f(Rheology) 

K = f(Rheology) 

Annulus 

β = 2 

n = 1 

K = 0.00102 

β = 2 

n = f(Rheology) 

K = f(Rheology) 

Table 3: Overview of flow cases. 
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Table 4: Overview of friction factor and Reynolds number definitions. 

C.3.3 Eccentric annuli 
 

C.4 PL scaling based on Reynolds similarity 
Based on Reynolds similarity Re1 = Re2, for a for a Newtonian fluid  

 2 2 2 1 1 1

2 1

h hU d U dρ ρ
µ µ

=  (C22) 

Rearranging 

 2 2 2
2 1

1 1 1

h

h

U d
U d

ρ
µ µ

ρ
=  (C23) 

For the pipe DNS simulations, 𝑑𝑑ℎ=1m and 𝜌𝜌=1kg/m³. Assuming water (𝜌𝜌=998.2kg/m³, 𝜇𝜇=0.001002Pa∙s) 

and 𝑑𝑑ℎ=0.045 (Singh et al., 2016) yields 

 52
2

1

1 1
0.001002 2.23 10

998.2 0.045
U
U

µ −= = ⋅  (C24) 
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For a PL fluid, regardless of starting out with the Metzner-Reed Reynolds number or with a Generalized 

Reynolds number with an apparent viscosity based on a shear rate estimate of the order 𝑈𝑈/𝑑𝑑, one 

obtains 
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where 𝑛𝑛 = 𝑛𝑛1 = 𝑛𝑛2 because identical shear-thinning behavior is required. 

However, if a Generalized Reynolds number with an apparent viscosity based on the wall shear stress 

is used instead, one obtains 
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 (C26) 
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Appendix D Estimates 
D.1 Bulk velocity U for given pressure gradient dp/dx 
Turbulent flow regime, use Blasius (Blasius, 1912) friction factor correlation, i.e. equation (C8), with 

definition of friction factor, namely equation (C3) 
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∆
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Apply definition of Re and raise to fourth power, isolate 𝑈𝑈 
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D.2 First layer cell height 
Rearrange definition of dimensionless wall distance 𝑦𝑦+ and insert definition of friction velocity 𝑢𝑢𝜏𝜏 and 

rearranged Fanning friction factor 𝑓𝑓 
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η η
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Nomenclature 

Greek symbols 

�̇�𝛾 Shear rate, total shear measure. 

𝜂𝜂 Apparent shear viscosity. 

𝜇𝜇 Newtonian shear viscosity. 

𝜃𝜃 Fann viscometer dial reading. 

 

Latin symbols 

𝑓𝑓 Functional. 

𝐾𝐾 Parameter in Power-law and Yield Power Law, also known as Consistency Index. 

𝑛𝑛 Parameter in Power-law and Yield Power Law, also known as PL exponent. 

Indices 

0 Zero, �̇�𝛾 → 0. 

∞ Infinity, �̇�𝛾 → ∞. 

𝑓𝑓 Fluid. 

𝐹𝐹𝐹𝐹 Fann Viscometer. 

𝑃𝑃 Plastic. 

𝑃𝑃𝑃𝑃 Power Law. 

𝑦𝑦 Yield. 

Abbreviations 

DR Dial Reading. 

FC Flow Curve. 

PL Power Law. 

PV Plastic Viscosity. 

RS Rotor speed. 

YP Yield Point. 

YPL Yield Power Law.



4 1 Obtaining model coefficients from Fann viscometer data 

In case of a Newtonian drilling fluid such as e.g. pure water, the rheological model is based on the 

assumption that the shear stress 𝜏𝜏 is a linear function of the shear rate �̇�𝛾 determined by the constant 

viscosity 𝜇𝜇, i.e. 

 τ µγ=   (1) 

For the case of drilling fluids, the viscosity may be non-constant. It varies with temperature and is also 

typically a function of the shear rate �̇�𝛾 and may be experimentally determined by means of viscometry. 

In the petroleum industry, the Fann viscometer is usually employed which allows for measuring the 

shear stress caused by a given shear rate (Tomlin, 2016). The applied rotor speed and the respective 

dial reading may be directly converted to shear stress and shear rate as shown in Table 1. 

Fann reading 
Geometry 
factors f 

Oilfield units 
Unit 

conversion 
factors 

SI units 

Dial reading 

[ ]°DR  
1.066⋅→  

Shear stress 
2100Of flb ftτ     

0.4788026⋅→  
Shear stress  

[ ]Paτ  

Rotor speed 

[ ]RS rpm  
1.703⋅→  

Shear rate 
1

Of sγ −    
1⋅→  

Shear rate  
1sγ −    

Table 1: Unit conversion factors for Fann viscometer readings. 

Moreover, due to its geometric design, for the classical Bingham material function (Bingham, 1922) 

 Y Pτ τ µ γ= +    (2) 

where 𝜏𝜏𝑌𝑌 is a yield stress and 𝜇𝜇𝑃𝑃 is the constant plastic viscosity, the Fann viscometer allows for direct 

determination of the model constants. 

1 Obtaining model coefficients from Fann viscometer data 
Rewriting equation (2) to suit the Fann viscometer design yields (API RP 13D, 2010; ISO/TC 67, SC 3, 

2008) 

 
600 300

PVDR YP RS= +
−

  (3) 

where 𝐷𝐷𝐷𝐷 is the Fann viscometer’s Dial Readings at Rotor Speeds (𝐷𝐷𝑅𝑅) of 600 rpm and 300 rpm, 𝑌𝑌𝑃𝑃 is 

the oilfield Yield Point, and 𝑃𝑃𝐹𝐹 the oilfield Plastic Viscosity. The model constants 𝑌𝑌𝑃𝑃 and 𝑃𝑃𝐹𝐹 are obtained 

from the Fann viscometer readings as follows (API RP 13D, 2010; ISO/TC 67, SC 3, 2008): 

 [ ] ( ) ( )600 300PV cP DR RS DR RS= = − =   (4) 

 ( )( )2/100 1.066 300fYP lb ft DR PV  = −    (5) 
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Often the YP is incorrectly reported in units of lbf/100ft² without application of the geometrical correction 

factor 1.066. However, the error is relatively small. 

Applying the unit conversion factors given in Table 1 to equation (3) yields  

 [ ] 0.511
1000
PVPa YPτ γ= ⋅ + ⋅    (6) 

i.e. the coefficients of equation (2) are 𝜏𝜏𝑦𝑦 = 0.511 ∙ 𝑌𝑌𝑃𝑃 and 𝜇𝜇𝑃𝑃 = 𝑃𝑃𝐹𝐹/1000, when expressed based on 

the oilfield definitions (4) and (5). 

The Power Law (PL) material function (Ostwald, 1929, 1925) describes shear-thinning (or-shear-

thickening) behavior by making equation (1) non-linear via the modification of the shear rate �̇�𝛾 with a 

flow exponent (or index) 𝑛𝑛 [-]. 

 nKτ γ=    (7) 

where 𝐾𝐾 [Pa∙sn] is the consistency index. 

Again, equation (7) may alternatively be based on Fann viscometer readings, hence 

 FVn
FVDR K RS=  (8) 

and the model coefficients may be determined from Fann viscometer measurements (API RP 13D, 

2010; ISO/TC 67, SC 3, 2008): 

 [ ] 600
10 10

300

23.32log 3.32logFV
PV YPn

PV YP
θ
θ

+
− = =

+
  (9) 

 300

300 300
n

FV n n

PV YPK s
θ+ ° ⋅ = =    (10) 

which corresponds to a  local PL approximation (Metzner and Reed, 1955) of the higher shear rate 

range representative for flow in the drill pipe, i.e. the Fann viscometer readings 𝐷𝐷𝐷𝐷 = 300 ↔  �̇�𝛾 = 511 

and 𝐷𝐷𝐷𝐷 = 600 ↔  �̇�𝛾 = 1022. 

Alternatively, equations (9) and (10) may be based on the lower shear rate range representative for 

flow in the wellbore annulus, i.e. the Fann viscometer readings 𝐷𝐷𝐷𝐷 = 3 ↔  �̇�𝛾 = 5.1 and 𝐷𝐷𝐷𝐷 = 100 ↔

 �̇�𝛾 = 170.3. 

Applying the unit conversion factors given in Table 1 to equations (9) and (10) yields 

 [ ] ( )
( )10

1022
3.32log

511
n

τ γ
τ
=

− =


  (11) 

 ( )511
511

n
nK Pa s

τ γ =
 ⋅ = 



  (12) 

as the SI coefficients for equation (7).  

The very same approach amy be used for the Yield Power Law (YPL) (Herschel and Bulkley, 1926) 



6 2 Obtaining PL and YPL coefficients from PV and YP values 

 ( )n
yf Kθτ τ γ= +  , (13) 

which is one of the two current standard oilfield models acc. to (API RP 13D, 2010). Here, 𝑓𝑓𝜃𝜃is a 

geometry factor1 and 𝑛𝑛, 𝐾𝐾 and 𝜏𝜏𝑦𝑦 are model coefficients to be determined from Fann viscometer 

measurements as follows: 

• Fluid flow index 

 [ ] 600
10

300

3.32log y

y

n
θ τ
θ τ

−
− =

−
  (14) 

• Fluid consistency index 

 2 300100
300

yn
f nK lb s ft

θ τ− ⋅ =    (15) 

• Yield stress 

 2
3 6100 2y flb ftτ θ θ  = −    (16) 

Note that equation (13) requires the use of equations (14), (15) and (16) and returns 𝜏𝜏�𝑙𝑙𝑏𝑏𝑓𝑓/100 𝑓𝑓𝑓𝑓2 �. 

Alternatively, more advanced rheometric test data may be used to establish values for the model 

coefficients. In this case, a fit function of the form of the original YPL model formulation (Herschel and 

Bulkley, 1926), i.e. equation (13) with 𝑓𝑓𝜃𝜃 = 1, would be to obtain 𝑛𝑛, 𝐾𝐾, and 𝜏𝜏 by data regression. 

2 Obtaining PL and YPL coefficients from PV and YP 
values 

The definitions of the PL model coefficients of the (API RP 13D, 2010), as given in equations (14) and 

(15) with 𝜏𝜏𝑦𝑦 = 0 and therefore 𝜃𝜃(0) = 0, are based on the very same dial readings as 𝑃𝑃𝐹𝐹 and 𝑌𝑌𝑃𝑃, as 

given in equations (4) and (5). Thus, 𝑛𝑛 and 𝐾𝐾 may be directly obtained from PV and YP data, see also 

(API RP 13D, 2010, p. 28). This is only possible within the frame of the (API RP 13D, 2010) model 

definitions, i.e. the assumptions that  

 ( ) ( ) ( ) ( )511 511 & 1022 1022Bingham PL Bingham PLτ γ τ γ τ γ τ γ= = = = = =      (17) 

and thus, both models retain the same stress for the shear rates �̇�𝛾 = 511 s-1 and �̇�𝛾 = 1022 s-1. 

However, in general and as noted above, model coefficients are obtained via curve fits and data 

regression and no direct relationship between the Bingham and Power-Law/Herschel-Bulkley model 

coefficients may be exploited. 

                                                      
1 The geometry factor fθ is a consequence of the model formulation as a function of the Fann viscometer dial readings and is 

not part of the general model formulations as given by (Herschel and Bulkley, 1926). 
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The same concept of model coefficient conversion may be in principle applied to the YPL, however, 

here one degree of freedom and, thus uncertainty, is introduced through the yield stress yτ , which, as 

it is clear from its definition in equation (16), is not related to the shear rates  �̇�𝛾 = 511 s-1 and �̇�𝛾 = 1022 

s-1. 

Relating equations (14) and (15) with (4) and (5) yields 

• Fluid flow index 

 [ ] 10

2
3.32log y

y

PV YP
n

PV YP
τ
τ

+ −
− =

+ −
  (18) 

• Fluid consistency index 

 2100
511

yn
f n

PV YP
K lb s ft

τ+ − ⋅ =    (19) 

The choice of 𝜏𝜏𝑦𝑦 is in principle arbitrary and only limited by the special cases for which the YPL, namely 

equation (13), collapses to one of the simpler models, i.e. equations (1), (3), or (7). 

• Newtonian behavior 𝑌𝑌𝑃𝑃 = 0 ↔  𝜏𝜏𝑦𝑦 = 0 & 𝑛𝑛 = 1 
• Non-Newtonian, PL-like behavior 𝜏𝜏𝑦𝑦 = 0 
• Non-Newtonian, Bingham-like behavior 𝜏𝜏𝑦𝑦 = 𝑌𝑌𝑃𝑃 & 𝐾𝐾 = 𝑃𝑃𝐹𝐹/511 

  



8 3 Calculation example 

3 Calculation example 
 

  

Fann data Model shear stress

Rotor
speed 
[rpm]

Shear rate
[s-1]

Dial
reading [°]

Shear 
stress [Pa]

Bingham 
[Pa] PL [Pa]

YPL w/ τy 
based on 
data [Pa]

YPL w/ τy 
chosen 

arbitrarily 
[Pa]

0 0 4.02 0.00 0.86 2.55
3 5.109 2.35 1.20 4.04 0.69 1.32 2.70
6 10.218 3.00 1.53 4.08 0.98 1.54 2.80

100 170.3 8.54 4.36 4.96 3.96 4.11 4.48
200 340.6 10.79 5.51 5.91 5.59 5.64 5.75
300 510.9 13.41 6.85 6.85 6.85 6.85 6.85
600 1021.8 18.95 9.67 9.67 9.67 9.67 9.67

1200 19.95 10.18 10.66 10.48 10.50 10.55
1500 12.32 11.71 11.77 11.97
2000 15.08 13.51 13.67 14.16

PV or K 5.53 0.60074435 0.36256036 0.08937086
n 0.4980509 0.55745393 0.7288015

YP or τy 7.88 1.68855535 5
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0 500 1000 1500 2000

S
he
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Shear stress [Pa]
Bingham [Pa]
PL [Pa]
YPL w/ τy based on data [Pa]
YPL w/ τy chosen arbitrarily [Pa]
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4 Summary 
 YP/PL PL YPL 

Pipe 

(High 

shear 

rate 

range) 
600 300

300

PV
YP PV

θ θ
θ
= −
= −

 

600
10

300

300

3.32log

511n

n

K

θ
θ

θ

=

=

 

600
10

300

3.32log y

y

n
θ τ
θ τ

−
=

−
 

300

300
y

nK
θ τ−

=  

3 62yτ θ θ= −  

Annulus 

(Low 

shear 

rate 

range) 

100
10

3

100

0.657 log

170.3 n

n

K

θ
θ

θ

=

=

 

100
10

3

0.657 log y

y

n
θ τ
θ τ

−
=

−
 

100

170.3
y

nK
θ τ−

=  

3 62yτ θ θ= −  
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B
User Defined Functions (UDF)

In this appendix, all UDF source codes relevant for the main part of this
thesis are provided. Please note that XXX.

B.1. Dune2D - UDF code of paper [VI]

This appendix contains the UDF source code Dune2D of the conference
paper A 2D sediment bed morphodynamics model for turbulent, non-Newtonian,
particle-loaded flows [VI].

UDFs/dune2d.c
1
2 /∗ Dune2D ∗/
3
4 /∗ Fluent ∗/
5 # include " udf . h"
6 # include " unsteady . h"
7 # include "mem. h"
8 # include " dynamesh_tools . h"
9 # include " sg . h"

10
11 /∗ Zone I d e n t i f i e r s ∗/
12 # def ine BC_movingbed_ID ( 8 ) /∗ ID of MovingBed boundary ∗/
13
14 /∗ Operating point ∗/
15 # def ine FluidBulkVel ( 0 . 8 1 ) /∗ Fluid bulk v e l o c i t y ∗/
16 # def ine I n i t i a l B e d H e i g h t ( 0 . 0 0 5 ) /∗ I n i t i a l bed height ∗/
17
18 /∗ Case geometry ∗/
19 # def ine ChannelHeight ( 0 . 0 4 ) /∗ i n l e t height − TODO compute from mesh and make dynamic f o r inflow

p r o f i l e ∗/
20 # def ine A_Pipe ( M_PI∗ChannelHeight∗ChannelHeight / 4 . 0 ) /∗ Pipe cross−s e c t i o n a l area ∗/
21 # def ine Q_f ( FluidBulkVel∗A_Pipe ) /∗ Volumetric f l u i d flow r a t e ∗/
22 # def ine de l ta_z ( 1 . 0 ) /∗ z−spacing − Unit length as 2D ∗/
23
24 /∗ Phys ica l cons tants ∗/
25 # def ine g r a v i t y ( 9 . 8 1 ) /∗ g r a v i t a t i o n a l a c c e l e r a t i o n ∗/
26
27 /∗ Fluid p r o p e r t i e s ∗/
28 # def ine rho_f ( 1 0 0 0 . 0 ) /∗ densi ty water ∗/
29 # def ine sigma_t ( 0 . 9 ) /∗ turbulent Prandt−Schmidt number ∗/
30
31 /∗ Sol id p r o p e r t i e s ∗/
32 # def ine d_s ( 0 . 0 0 1 2 ) /∗ p a r t i c l e diameter ∗/
33 # def ine k_s ( 2 . 5∗ d_s ) /∗ sediment roughness height ∗/
34 # def ine rho_s ( 2 5 0 0 . 0 ) /∗ s o l i d densi ty ∗/
35 # def ine phi ( 3 0 . 0 ∗ M_PI / 1 8 0 . 0 ) /∗ Angle of repose ∗/
36 # def ine alpha_s_bed ( 0 . 5 5 ) /∗ S o l i d s f r a c t i o n in bed load l a y e r ∗/

433



B User Defined Functions (UDF)

37 # def ine alpha_f_bed (1−alpha_s_bed ) /∗ Fluids f r a c t i o n in bed load layer , " Bed poros i ty " , " Void
f r a c t i o n " ∗/

38 # def ine s ( rho_s/rho_f ) /∗ R e l a t i v e dens i ty ∗/
39
40 /∗ Bed load model ∗/
41 # def ine G r a v i t a t i o n a l S t r e s s ( rho_f ∗ ( s − 1 . 0 ) ∗ g r a v i t y ∗ d_s ) /∗ Denominator of Sh ie lds number ∗/
42 # def ine C_q_0 ( 1 2 . 0 / ( 1 . 0 − alpha_f_bed ) ) /∗ Nominator i s 12 in Tron , why? ∗/
43 # def ine C_grad_h ( 1 . 5 )
44
45 /∗ UDM enumerators ∗/
46 enum UDMnames { WSS, BLTR , ECT, EST , SMF, SSRC , FSRC , NBH, DHDX, MBWF, SSV , N_REQ_UDM } ;
47 /∗ Descr ipt ion
48 WSS Wall shear s t r e s s on " moving bed "
49 BLTR Bed load t r a n s p o r t r a t e
50 ECT Exner convect ive term
51 EST Exner source term
52 SMF Net s o l i d volumetric f l u x from " moving bed " wall i n t o wall−ad jacent grid c e l l
53 SSRC Sol id mass source in wall−ad jacent grid c e l l
54 FSRC Fluid mass source in wall−ad jacent grid c e l l
55 NBH New bed height
56 DHDX Geometrical gradient of " moving bed " f a c e
57 MBWF C e l l f l a g <−−> C e l l i s moving bed wall−ad jacent
58 SSV S e t t l i n g v e l o c i t y of s o l i d s in " moving bed " wall−ad jacent grid c e l l
59 ∗/
60
61
62 /∗ Global v a r i a b l e s ∗/
63 r e a l de l ta_x ; /∗ x−spacing ∗/
64 r e a l U; /∗ Current f l u i d bulk v e l o c i t y ∗/
65
66 /∗ Function d e c l a r a t i o n ∗/
67 r e a l CompFaceGradient ( f a c e _ t , Thread ∗) ;
68 r e a l CompDeltaX ( f a c e _ t , Thread ∗) ;
69 r e a l CompSetVel ( rea l , rea l , r e a l ) ;
70 void UpdateUDM(enum UDMnames, f a c e _ t , Thread ∗ , r e a l ) ;
71 void WriteUDMtoTextFile ( rea l , Thread ∗) ;
72 r e a l CompShearStress_mag ( f a c e _ t , Thread ∗) ;
73 r e a l CompBedLoadTranRate ( rea l , rea l , f a c e _ t , Thread ∗) ;
74 r e a l CompDepositionRate ( f a c e _ t , Thread ∗) ;
75 r e a l CompEntrainmentRate ( f a c e _ t , Thread ∗) ;
76
77
78
79
80 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
81 /∗ Various f u n c t i o n s ∗/
82 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
83
84 /∗ Compute f a c e gradient dh/dx f o r current f a c e ∗/
85 r e a l CompFaceGradient ( f a c e _ t face , Thread ∗mix_face_thread )
86 {
87 r e a l x_node [ 2 ] , y_node [ 2 ] , dx , dy , dhdx ;
88 i n t n ;
89 Node ∗node_p ;
90
91 /∗ Get x− and y−coordinates of f a c e nodes ∗/
92 f_node_loop ( face , mix_face_thread , n )
93 {
94 node_p = F_NODE( face , mix_face_thread , n ) ;
95 x_node [ n ] = NODE_X( node_p ) ; /∗ x−coordinates of nodes ∗/
96 y_node [ n ] = NODE_Y( node_p ) ; /∗ y−coordinates of nodes ∗/
97 }
98
99 /∗ Compute dx and dy based on which node comes f i r s t in array ∗/

100 i f ( x_node [ 0 ] < x_node [ 1 ] )
101 {
102 dx = x_node [ 1 ] − x_node [ 0 ] ;
103 dy = y_node [ 1 ] − y_node [ 0 ] ;
104 }
105 e l s e
106 {
107 dx = x_node [ 0 ] − x_node [ 1 ] ;
108 dy = y_node [ 0 ] − y_node [ 1 ] ;
109 }
110
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111
112 dhdx = ( y_node [ 1 ] − y_node [ 0 ] ) / ( x_node [ 1 ] − x_node [ 0 ] ) ;
113 dhdx = ( y_node [ 0 ] − y_node [ 1 ] ) / ( x_node [ 0 ] − x_node [ 1 ] ) ;
114
115
116 /∗ Compute gradient ∗/
117 dhdx = dy / dx ;
118
119 /∗ ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ∗/
120
121 /∗ TODO Check i f by using the fol lowing macros the f a c e gradient i s obtained more convenient ly ∗/
122 r e a l A[ND_ND] ; /∗ area normal vector , boundary f a c e area normals always point out of the

domain ∗/
123 r e a l ds ; /∗ d i s t a n c e between the c e l l cen t ro id and the f a c e ce nt ro id ∗/
124 r e a l es [ND_ND] ; /∗ uni t normal vec tor in the d i r e c t i o n from centro i d of c e l l c0 to the f a c e

cent r o id ∗/
125 r e a l A_by_es ; /∗ P r o j e c t e d area ∗/
126 r e a l dr0 [ND_ND] ; /∗ value vec tor t h a t connects the cent ro id of c e l l c0 to the f a c e cent ro i d ∗/
127
128 /∗ Fluid and s o l i d wall f a c e threads ∗/
129 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
130 Thread ∗s o l _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 1 ) ;
131
132
133 /∗ Mixture thread values ∗/
134 BOUNDARY_FACE_GEOMETRY( face , mix_face_thread , A, ds , es , A_by_es , dr0 ) ;
135
136 /∗ Fluid thread values ∗/
137 BOUNDARY_FACE_GEOMETRY( face , f lu_ face_ thread , A, ds , es , A_by_es , dr0 ) ;
138
139 /∗ Sol id thread values ∗/
140 BOUNDARY_FACE_GEOMETRY( face , so l_ face_ thread , A, ds , es , A_by_es , dr0 ) ;
141
142 /∗ ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ∗/
143
144
145 return dhdx ;
146 }
147
148
149 /∗ Compute d e l t a x f o r current f a c e ∗/
150 r e a l CompDeltaX ( f a c e _ t face , Thread ∗mix_face_thread )
151 {
152 r e a l x_node [ND_ND] , dx ;
153 i n t n ;
154 Node ∗node_p ;
155
156 /∗ Loop a l l f a c e nodes and get node coordinates ∗/
157 f_node_loop ( face , mix_face_thread , n )
158 {
159 node_p = F_NODE( face , mix_face_thread , n ) ;
160 x_node [ n ] = NODE_X( node_p ) ; /∗ Get x−coordinates of nodes ∗/
161 }
162
163 /∗ Compute de l ta_x ∗/
164 dx = fabs ( x_node [ 1 ] − x_node [ 0 ] ) ;
165
166 return dx ;
167 }
168
169
170 /∗ Re−compute s o l i d s s e t t l i n g v e l o c i t y ∗/
171 r e a l CompSetVel ( r e a l v_set , r e a l mu_eff , r e a l gamma_dot_global )
172 {
173 r e a l Re_p , c_D , gamma_dot_eff , mu_eff2 ;
174
175 /∗ E f f e c t i v e s t r a i n r a t e ∗/
176 /∗ gamma_dot_eff = s q r t (pow( gamma_dot_global , 2 . 0 ) + pow( 2 . 0∗ v_set / d_s , 2 . 0 ) ) ; ∗/
177
178 /∗ E f f e c t i v e v i s c o s i t y based on e f f e c t i v e s t r a i n r a t e ∗/
179 /∗ mu_eff2 = ( 0 . 0 0 2 6 − 0 . 0 0 1 ) / ( 1 . 0 + pow(0 .008∗ gamma_dot_eff , 0 . 3 7 ) ) + 0 . 0 0 1 ; ∗/
180
181 /∗ P a r t i c l e Reynolds number ∗/
182 /∗ Re_p = rho_f∗v_set∗d_s / mu_eff2 ; ∗/
183
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184 /∗ P a r t i c l e Reynolds number ∗/
185 Re_p = rho_f∗v_set∗d_s / mu_eff ;
186
187 /∗ C o e f f i c i e n t of drag ( S c h i l l e r−Naumann) ∗/
188 c_D = ( 2 4 . 0 / Re_p ) ∗ ( 1 . 0 + 0.15∗pow( Re_p , 0 . 6 8 7 ) ) ;
189
190 /∗ S e t t l i n g v e l o c i t y ∗/
191 v_set = s q r t ( 4 . 0∗ d_s∗g r a v i t y ∗( s − 1 . 0 ) / ( 3 . 0∗ c_D ) ) ;
192
193 return v_set ;
194 }
195
196
197 /∗ Update F_UDMI and C_UDMI f o r current Enumerator value from current f a c e ∗/
198 void UpdateUDM(enum UDMnames Enumerator , f a c e _ t face , Thread ∗mix_face_thread , r e a l new_value )
199 {
200 /∗ Wall ad jacent mixture c e l l index ∗/
201 c e l l _ t mix_c0 = F_C0 ( face , mix_face_thread ) ;
202
203 /∗ Wall ad jacent mixture c e l l Thread ∗/
204 Thread ∗mix_ct0 = THREAD_T0( mix_face_thread ) ;
205
206 /∗ Save to f a c e UDM ∗/
207 F_UDMI( face , mix_face_thread , Enumerator ) = new_value ;
208
209 /∗ Save to c e l l UDM ∗/
210 C_UDMI( mix_c0 , mix_ct0 , Enumerator ) = new_value ;
211 }
212
213
214 /∗ Write a l l UDM values to t e x t f i l e∗/
215 void WriteUDMtoTextFile ( r e a l flow_time , Thread ∗mix_face_thread )
216 {
217 /∗ Local v a r i a b l e s ∗/
218 FILE ∗fp ;
219 f a c e _ t f a c e ;
220 r e a l face_pos [ND_ND] ;
221 char ∗ l i n e = "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"
222 "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"
223 "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"
224 "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"
225 "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"
226 "\n" ;
227 char ∗heading = " Time\ t \ t "
228 " Face#\ t "
229 " x_face\ t \ t "
230 " y_face = h_b\ t "
231 " tau_w\ t \ t "
232 " q_b\ t \ t "
233 " Convective\ t "
234 " Source\ t \ t "
235 "E + D\ t \ t "
236 " mass_src_s\ t "
237 " mass_src_f\ t "
238 " h_b_n\ t \ t "
239 "DHDX\ t \ t "
240 " v e l _ s e t _ s \n" ;
241 char ∗d e f i n i t i o n s = "%f \ t "
242 "%u\ t "
243 "%f \ t "
244 "%f \ t "
245 "%f \ t "
246 "%f \ t "
247 "%f \ t "
248 "%f \ t "
249 "%f \ t "
250 "%f \ t "
251 "%f \ t "
252 "%f \ t "
253 "%f \ t "
254 "%f \ t "
255 "\n" ;
256 char f i lename [ 1 0 0 ] ;
257 s p r i n t f ( f i lename , " ./udm−values/UDM_values_t=%f . t x t " , flow_time ) ;
258
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259 fp = fopen ( fi lename , " a " ) ;
260 f p r i n t f ( fp , l i n e ) ;
261 f p r i n t f ( fp , " t = %f \n" , flow_time ) ;
262 f p r i n t f ( fp , l i n e ) ;
263 f p r i n t f ( fp , heading ) ;
264 f p r i n t f ( fp , l i n e ) ;
265
266 begin_f_loop ( face , mix_face_thread )
267 {
268 /∗ Get f a c e coordinates of current f a c e = I n i t i a l f a c e p o s i t i o n s ∗/
269 F_CENTROID( face_pos , face , mix_face_thread ) ;
270
271 f p r i n t f ( fp , d e f i n i t i o n s , \
272 flow_time , \
273 face , \
274 face_pos [ 0 ] , \
275 face_pos [ 1 ] , \
276 F_UDMI( face , mix_face_thread , WSS) , \
277 F_UDMI( face , mix_face_thread , BLTR) , \
278 F_UDMI( face , mix_face_thread , ECT) , \
279 F_UDMI( face , mix_face_thread , EST ) , \
280 F_UDMI( face , mix_face_thread , SMF) , \
281 F_UDMI( face , mix_face_thread , SSRC ) , \
282 F_UDMI( face , mix_face_thread , FSRC) , \
283 F_UDMI( face , mix_face_thread , NBH) , \
284 F_UDMI( face , mix_face_thread , DHDX) , \
285 F_UDMI( face , mix_face_thread , SSV ) ) ;
286 }
287 end_f_loop ( face , mix_face_thread )
288
289 f p r i n t f ( fp , "\n" ) ;
290 f p r i n t f ( fp , "\n" ) ;
291 f p r i n t f ( fp , "\n" ) ;
292 f c l o s e ( fp ) ;
293 }
294
295
296
297 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
298 /∗ Boundary and i n i t i a l condi t ions ∗/
299 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
300
301 /∗ P a r a b o l i c v e l o c i t y p r o f i l e a t i n l e t ∗/
302 DEFINE_PROFILE ( p a r a b o l i c _ v e l o c i t y _ p r o f i l e , phase_face_thread , p o s i t i o n )
303 {
304
305 /∗ This UDF def ines a custom v e l o c i t y p r o f i l e f o r the i n l e t boundary zone and i s hooked to the

appropriate v e l o c i t y phase in Fluent in the r e l e v a n t boundary condi t ion dia log box .
306 Appropriate phase v a r i a b l e s w i l l be passed to the funct ion by the s o l v e r a t run time . See UDF

manual page 299 ∗/
307
308 /∗ Get mixture domain ∗/
309 Domain ∗mix_domain = Get_Domain ( 1 ) ;
310
311 /∗ Get mixture f a c e thread of " moving bed " ∗/
312 Thread ∗mix_face_thread = Lookup_Thread ( mix_domain , BC_movingbed_ID ) ;
313
314 /∗ Local v a r i a b l e s ∗/
315 r e a l face_pos [ND_ND] ; /∗ Face p o s i t i o n vec tor ∗/
316 Node ∗node_p ;
317 f a c e _ t f a c e = 2 9 8 ; /∗ F i r s t f a c e ∗/
318 r e a l x_face , y_face , x_node , y_node ; /∗ Face and node x− & y−coordinates ∗/
319 r e a l u , h , H, A_Bed , h_bed_inle t ;
320
321 r e a l current_t ime = CURRENT_TIME;
322 i n t n ;
323
324 /∗ Get current bed height a t i n l e t ∗/
325 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates of f i r s t c e l l ∗/
326 x_face = face_pos [ 0 ] ; /∗ Get x−component of current f a c e ∗/
327
328 f_node_loop ( face , mix_face_thread , n )
329 {
330 node_p = F_NODE( face , mix_face_thread , n ) ;
331 x_node = NODE_X( node_p ) ; /∗ x−coordinate of node ∗/
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332 y_node = NODE_Y( node_p ) ; /∗ y−coordinate of node ∗/
333
334 /∗ Node i s upstream <−−> i n l e t node ∗/
335 i f ( x_node < x_face ) { h_bed_inle t = y_node ; }
336 }
337
338 H = ChannelHeight ;
339 h = h_bed_inle t ;
340
341 /∗ Current cross−s e c t i o n a l area of bed based on pipe cross−s e c t i o n a l area ∗/
342 A_Bed = (pow ( (H / 2 . 0 ) , 2 . 0 )∗acos ( 1 . 0 − 2.0∗h / H) − (H / 2 . 0 − h_bed_inle t )∗pow ( (H∗h − h∗h ) ,

0 . 5 ) ) ;
343
344 /∗ Current f l u i d bulk v e l o c i t y based on e x i s t i n g cross−s e c t i o n a l flow area ∗/
345 U = Q_f / ( A_Pipe − A_Bed ) ;
346
347 /∗ Loop a l l boundary f a c e s and compute corresponding x−v e l o c i t y ∗/
348 begin_f_loop ( face , phase_face_thread )
349 {
350 /∗ Get f a c e coordinates ∗/
351 F_CENTROID( face_pos , face , phase_face_thread ) ;
352 y_face = face_pos [ 1 ] ; /∗ Get y−component of current f a c e ∗/
353
354 /∗ x−v e l o c i t y in current c e l l ∗/
355 u = 2.0∗U − 2.0∗U / pow ( ( ( h − H) / 2 . 0 ) , 2 . 0 )∗pow ( ( y_face − ( h + (H − h ) / 2 . 0 ) ) , 2 . 0 ) ;
356
357 /∗ Assign to current f a c e ∗/
358 F_PROFILE ( face , phase_face_thread , p o s i t i o n ) = u ;
359 }
360 end_f_loop ( face , phase_face_thread )
361
362 }
363
364 /∗ Sol id mass source term f o r " moving bed"−ad jacent grid c e l l ∗/
365 DEFINE_SOURCE( sol_mass_SRC , c e l l , s o l _ c e l l _ t h r e a d , dS , eqn )
366 {
367 /∗ This macro w i l l loop through a l l c e l l s of the domain and w i l l get passed the pointer to the

c e l l thread of the s o l i d phase as i t i s hooked to the s o l i d mass t r a n s p o r t equation ? ∗/
368
369 /∗ Sol id phase c e l l thread −−> Mixture c e l l Thread ∗/
370 Thread ∗mix_ce l l_ thread = THREAD_SUPER_THREAD( s o l _ c e l l _ t h r e a d ) ;
371
372 r e a l source ;
373
374 /∗ Check i f the current c e l l i s " moving bed"−ad jacent ∗/
375 i f (C_UDMI( c e l l , mix_cel l_ thread , MBWF) == 1 . 0 )
376 {
377 /∗ Compute s o l i d mass source with u n i t s [ kg/m3/s ] ∗/
378 source = C_UDMI( c e l l , mix_cel l_ thread , SMF)∗rho_s∗del ta_x∗del ta_z / C_VOLUME( c e l l ,

mix_ce l l_ thread ) ; /∗ S o l i d s f r a c t i o n in bed load l a y e r times t o t a l source ∗/
379
380 /∗ Update c e l l UDM ∗/
381 C_UDMI( c e l l , mix_cel l_ thread , SSRC ) = source ;
382 }
383 e l s e
384 {
385 /∗ C e l l i s not " moving bed"−ad jacent <−−> Source term i s zero ∗/
386 source = 0 . 0 ;
387 dS [ eqn ] = 0 . 0 ;
388 }
389 return source ;
390 }
391
392 /∗ Fluid mass source term f o r " moving bed"−ad jacent grid c e l l ∗/
393 DEFINE_SOURCE( flu_mass_SRC , c e l l , f l u _ c e l l _ t h r e a d , dS , eqn )
394 {
395 /∗ This macro w i l l loop through a l l c e l l s of the domain and w i l l get passed the pointer to the

c e l l thread of the f l u i d phase as i t i s hooked to the f l u i d mass t r a n s p o r t equation ? ∗/
396
397 /∗ Fluid phase c e l l thread −−> Mixture c e l l Thread ∗/
398 Thread ∗mix_ce l l_ thread = THREAD_SUPER_THREAD( f l u _ c e l l _ t h r e a d ) ;
399
400 r e a l source ;
401
402 /∗ Check i f the current c e l l i s " moving bed"−ad jacent ∗/
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403 i f (C_UDMI( c e l l , mix_cel l_ thread , MBWF) == 1 . 0 )
404 {
405 /∗ Compute f l u i d mass source with u n i t s [ kg/m3/s ] ∗/
406 source = alpha_f_bed / alpha_s_bed∗C_UDMI( c e l l , mix_cel l_ thread , SMF)∗rho_f∗del ta_x∗del ta_z /

C_VOLUME( c e l l , mix_ce l l_ thread ) ;
407
408 /∗ Update c e l l UDM ∗/
409 C_UDMI( c e l l , mix_cel l_ thread , FSRC) = source ;
410 }
411
412 e l s e
413 {
414 /∗ C e l l i s not " moving bed"−ad jacent <−−> Source term i s zero ∗/
415 source = 0 . 0 ;
416 dS [ eqn ] = 0 . 0 ;
417 }
418 return source ;
419 }
420
421 /∗ I n i t i a l i s a t i o n ∗/
422 DEFINE_INIT ( i n i t i a l i s a t i o n , mix_domain )
423 {
424 /∗ DEFINE_INIT always r e f e r s to the mixture domain .
425 So far , only the UDMs are i n i t i a l i z e d , t h i s should be phase−independent , t h e r e f o r e a loop in the

mixture domain should be s u f f i c e n t . ∗/
426
427
428 /∗ Mixture f a c e thread of " moving bed " wall ∗/
429 Thread ∗mix_face_thread = Lookup_Thread ( mix_domain , BC_movingbed_ID ) ;
430
431 /∗ Fluid and s o l i d wall f a c e threads ∗/
432 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
433 Thread ∗s o l _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 1 ) ;
434
435 /∗ Local v a r i a b l e s ∗/
436 c e l l _ t c e l l , mix_c0 ;
437 f a c e _ t f a c e ;
438 Node ∗node_p ;
439 Thread ∗mix_cel l_ thread , ∗mix_ct0 ;
440
441 r e a l face_pos [ND_ND] , x_node [ 2 ] , mu_eff , v_set ;
442 r e a l flow_time = CURRENT_TIME;
443
444 /∗ Check i f s u f f i c i e n t amopunt of UDMs are a v a i l a b l e ∗/
445 i f (N_UDM < N_REQ_UDM)
446 {
447 Message ( "Number of UDM’ s : %d\n" , N_UDM) ;
448 Message ( "Number of used UDM’ s : %d\n" , N_REQ_UDM) ;
449 Error ( "ERROR : Number of UDM’ s too small " ) ;
450 }
451
452 /∗ Loop over a l l c e l l threads in the mixture domain ∗/
453 thread_loop_c ( mix_cel l_ thread , mix_domain )
454 {
455 /∗ Loop over a l l c e l l s in current c e l l thread and s e t s UDMs to zero ∗/
456 beg in _c_ l oop_ a l l ( c e l l , mix_ce l l_ thread )
457 {
458 /∗ Loop through enumerations of UDMs ∗/
459 f o r ( i n t i = WSS; i <N_REQ_UDM; i ++)
460 {
461 C_UDMI( c e l l , mix_cel l_ thread , i ) = 0 . 0 ;
462 }
463 }
464 end_c_loop_al l ( c e l l , mix_ce l l_ thread )
465 }
466
467 /∗ Loop over a l l f a c e s of " moving bed " wall ∗/
468 begin_f_loop ( face , mix_face_thread )
469 {
470 /∗ Get f a c e coordinates of current f a c e = I n i t i a l f a c e p o s i t i o n s ∗/
471 F_CENTROID( face_pos , face , mix_face_thread ) ;
472
473 /∗ Loop through enumerations of UDMs ∗/
474 f o r ( i n t i = WSS; i < N_REQ_UDM; i ++)
475 {

439



B User Defined Functions (UDF)

476 i f ( i == NBH)
477 {
478 F_UDMI( face , mix_face_thread , i ) = face_pos [ 1 ] ;
479 }
480 e l s e i f ( i == SSV )
481 {
482 F_UDMI( face , mix_face_thread , i ) = v_set ;
483 }
484 e l s e i f ( i == MBWF)
485 {
486 F_UDMI( face , mix_face_thread , i ) = 1 . 0 ;
487 }
488 e l s e
489 {
490 F_UDMI( face , mix_face_thread , i ) = 0 . 0 ;
491 }
492 }
493
494 /∗ Wall ad jacent mixture c e l l index & Thread ∗/
495 mix_c0 = F_C0 ( face , mix_face_thread ) ; /∗ Get c e l l of current f a c e ∗/
496 mix_ct0 = THREAD_T0( mix_face_thread ) ; /∗ Get c e l l thread of current f a c e thread∗/
497
498 /∗ Wall ad jacent f l u i d c e l l index & Thread ∗/
499 c e l l _ t f l u _ c 0 = F_C0 ( face , f l u _ f a c e _ t h r e a d ) ;
500 Thread ∗ f l u _ c t 0 = THREAD_T0( f l u _ f a c e _ t h r e a d ) ;
501
502 /∗ E f f e c t i v e v i s c o s i t y in wall−ad jacent grid c e l l ∗/
503 mu_eff = C_MU_EFF( f lu_c0 , f l u _ c t 0 ) ;
504
505 /∗ Compute Stokes s e t t l i n g v e l o c i t y ∗/
506 v_set = pow( d_s , 2 . 0 ) ∗( rho_s − rho_f )∗g r a v i t y / ( 18 . 0∗ mu_eff ) ;
507
508 /∗ Set wall−ad jacent c e l l UDMs ∗/
509 C_UDMI( mix_c0 , mix_ct0 , NBH) = face_pos [ 1 ] ; /∗ bed height = f a c e y−component ∗/
510 C_UDMI( mix_c0 , mix_ct0 , MBWF) = 1 . 0 ; /∗ Set f l a g <−−> This c e l l i s a " moving bed"−ad jacent c e l l

∗/
511 C_UDMI( mix_c0 , mix_ct0 , SSV ) = v_set ; /∗ Stokes s e t t l i n g v e l o c i t y ∗/
512
513 /∗ Compute mesh del ta_x from f i r s t f a c e ∗/
514 i f ( f a c e == 298) { de l ta_x = CompDeltaX ( face , mix_face_thread ) ; }
515 }
516 end_f_loop ( face , mix_face_thread )
517
518 /∗ Write current values of a l l UDMs to t e x t f i l e ∗/
519 WriteUDMtoTextFile ( flow_time , mix_face_thread ) ;
520 }
521
522 /∗ Rename UDMs ∗/
523 DEFINE_ON_DEMAND(rename_UDMs)
524 {
525 Set_User_Memory_Name ( 0 , "UDM0: Shear s t r e s s a c t i n g on bed " ) ;
526 Set_User_Memory_Name ( 1 , "UDM1: Bed load t r a n s p o r t r a t e " ) ;
527 Set_User_Memory_Name ( 2 , "UDM2: Exner convect ive term " ) ;
528 Set_User_Memory_Name ( 3 , "UDM3: Exner source term " ) ;
529 Set_User_Memory_Name ( 4 , "UDM4: Net s o l i d volumetric f l u x from bed load l a y e r i n t o wall−ad jacent

grid c e l l " ) ;
530 Set_User_Memory_Name ( 5 , "UDM5: So l id mass source in wall−ad jacent grid c e l l " ) ;
531 Set_User_Memory_Name ( 6 , "UDM6: Fluid mass source in wall−ad jacent grid c e l l " ) ;
532 Set_User_Memory_Name ( 7 , "UDM7: Bed height " ) ;
533 Set_User_Memory_Name ( 8 , "UDM8: Geometrical gradient of bed " ) ;
534 Set_User_Memory_Name ( 9 , "UDM9: C e l l f l a g <−−> C e l l i s moving bed wall−ad jacent " ) ;
535 Set_User_Memory_Name ( 1 0 , "UDM10: S e t t l i n g v e l o c i t y of s o l i d s in bed load l a y e r wall−ad jacent grid

c e l l " ) ;
536 }
537
538 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
539 /∗ Exner equation ∗/
540 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
541
542 /∗ Compute shear s t r e s s f o r current f a c e ∗/
543 r e a l CompShearStress_mag ( f a c e _ t face , Thread ∗ f l u _ f a c e _ t h r e a d )
544 {
545 r e a l ShearForce_mag , ShearStress_mag , area ;
546 r e a l FC[ND_ND] , A[ND_ND] ;
547
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548 /∗ Get f a c e area vec tor ∗/
549 F_AREA(A, face , f l u _ f a c e _ t h r e a d ) ;
550
551 /∗ Get f a c e c e n t e r p o s i t i o n ∗/
552 F_CENTROID(FC , face , f l u _ f a c e _ t h r e a d ) ;
553
554 /∗ Get f a c e area ∗/
555 area = NV_MAG(A) ;
556
557 /∗ Compute shear f o r c e magnitude ∗/
558 ShearForce_mag = NV_MAG(F_STORAGE_R_N3V( face , f lu_ face_ thread , SV_WALL_SHEAR) ) ;
559
560 /∗ Compute shear s t r e s s magnitude based on f a c e area ∗/
561 ShearStress_mag = ShearForce_mag / area ;
562
563 return ShearStress_mag ;
564 }
565
566 /∗ Compute volumetric bed load t r a n s p o r t r a t e f o r current f a c e ∗/
567 r e a l CompBedLoadTranRate ( r e a l t e t a , r e a l t e t a _ c r , f a c e _ t face , Thread ∗mix_face_thread )
568 {
569 c e l l _ t f l u _ c 0 ;
570 Thread ∗ f l u _ c t 0 ;
571 r e a l q_x0 , q_x , u_x ;
572
573 /∗ Get x−component of f l u i d v e l o c i t y of wall−ad jacent grid c e l l ∗/
574 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
575 f l u _ c 0 = F_C0 ( face , f l u _ f a c e _ t h r e a d ) ;
576 f l u _ c t 0 = THREAD_T0( f l u _ f a c e _ t h r e a d ) ;
577 u_x = C_U( f lu_c0 , f l u _ c t 0 ) ;
578
579 /∗ Bed load t r a n s p o r t r a t e f o r h o r i z o n t a l bed ∗/
580 q_x0 = C_q_0 ∗ s q r t ( g r a v i t y ∗ ( s − 1 . 0 ) ∗ pow( d_s , 3 . 0 ) ∗ t e t a ) ∗ ( t e t a − t e t a _ c r ) ;
581
582 /∗ Bed load t r a n s p o r t r a t e f o r i n c l i n e d bed∗/
583 q_x = q_x0 ∗ ( u_x / fabs ( u_x ) − C_grad_h ∗ F_UDMI( face , mix_face_thread , DHDX) ) ; /∗ TODO: What

happens i f dhdx i s l a r g e r than 2/3? ∗/
584
585 return q_x ;
586 }
587
588 /∗ Compute volumetric bed load t r a n s p o r t r a t e i n c l . a l l v a r i a b l e s f o r upstream f a c e ∗/
589 r e a l CompBedLoadTranRate_us ( f a c e _ t face_us , Thread ∗mix_face_thread )
590 {
591 /∗ Fluid and s o l i d wall f a c e threads ∗/
592 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
593 Thread ∗s o l _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 1 ) ;
594
595 /∗ Wall ad jacent f l u i d c e l l index & Thread ∗/
596 c e l l _ t f l u _ c 0 = F_C0 ( face_us , f l u _ f a c e _ t h r e a d ) ;
597 Thread ∗ f l u _ c t 0 = THREAD_T0( f l u _ f a c e _ t h r e a d ) ;
598
599 /∗ Local v a r i a b l e s ∗/
600 r e a l face_pos [ND_ND] ;
601 r e a l dhdx , beta , ShearStress_mag , t e t a , angle , mu_eff , dstar , t e t a _ c r 0 , t e t a _ c r , q_x_us ;
602 r e a l y_face , current_bed_height ;
603
604 /∗ Geometrical gradient of current f a c e ∗/
605 dhdx = CompFaceGradient ( face_us , mix_face_thread ) ;
606
607 /∗ Bed slope ∗/
608 beta = atan ( dhdx ) ;
609
610 /∗ Wall shear s t r e s s magnitude a c t i n g on current ( sloped ) f a c e ∗/
611 ShearStress_mag = CompShearStress_mag ( face_us , f l u _ f a c e _ t h r e a d ) ;
612
613 /∗ Dimensionless Sh ie lds number f o r sloped f a c e ∗/
614 t e t a = ShearStress_mag / G r a v i t a t i o n a l S t r e s s ;
615
616 /∗ E f f e c t i v e v i s c o s i t y in wall−ad jacent grid c e l l ∗/
617 mu_eff = C_MU_EFF( f lu_c0 , f l u _ c t 0 ) ;
618
619 /∗ Dimensionless p a r t i c l e diameter ∗/
620 ds tar = d_s∗pow ( ( s − 1 . 0 )∗g r a v i t y / pow( mu_eff / rho_f , 2 . 0 ) , 0 .3333333333333) ;
621
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622 /∗ C r i t i c a l Sh ie lds number f o r h o r i z o n t a l bed ∗/
623 t e t a _ c r 0 = ( 0 . 2 4 / ds tar ) + 0 .055 ∗ ( 1 . 0 − exp (−0.02 ∗ dstar ) ) ;
624
625 /∗ C r i t i c a l Sh ie lds number with slope c o r r e c t i o n f o r i n c l i n e d bed ∗/
626 angle = phi + beta ;
627 i f ( angle < 0 . 0 ) angle = 0 . 0 ; /∗ Limi ta t ion concept taken from Tron − TODO: Check with Export ∗/
628 i f ( angle > 0.5∗M_PI ) angle = 0 . 5 ∗ M_PI ; /∗ Limi ta t ion concept taken from Tron − TODO: Check

with Export ∗/
629 t e t a _ c r = t e t a _ c r 0 ∗ s i n ( angle ) / s i n ( phi ) ;
630
631 /∗ Get current bed height − TODO check approach from UDM vs from f a c e∗/
632 F_CENTROID( face_pos , face_us , mix_face_thread ) ; /∗ Get f a c e coordinate of upstream c e l l ∗/
633 y_face = face_pos [ 1 ] ; /∗ Get y−component of upstream f a c e from f a c e coordinate∗/
634 current_bed_height = F_UDMI( face_us , mix_face_thread , NBH) ; /∗ Get y−component of upstream f a c e

from UDM ∗/
635
636 /∗ Bed load t r a n s p o r t r a t e per uni t bed width of current f a c e ∗/
637 /∗ Bed load t r a n s p o r t only occurs ∗/
638 /∗ − i f the bed shear s t r e s s i s above the c r i t i c a l shear s t r e s s <−−> t e t a > t e t a _ c ∗/
639 /∗ − and i f a bed e x i s t s <−−> current_bed_height > 0 ∗/
640 i f ( ( t e t a > t e t a _ c r ) && ( current_bed_height > 0 . 0 ) )
641 {
642 q_x_us = CompBedLoadTranRate ( t e t a , t e t a _ c r , face_us , mix_face_thread ) ;
643 }
644 e l s e
645 {
646 q_x_us = 0 . 0 ;
647 }
648
649 return q_x_us ;
650 }
651
652 /∗ Compute depos i t ion f l u x f o r current f a c e ∗/
653 r e a l CompDepositionRate ( f a c e _ t face , Thread ∗mix_face_thread )
654 {
655 /∗ Fluid and s o l i d wall f a c e threads ∗/
656 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
657 Thread ∗s o l _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 1 ) ;
658
659 /∗ Wall ad jacent mixture c e l l index & Thread ∗/
660 c e l l _ t mix_c0 = F_C0 ( face , mix_face_thread ) ;
661 Thread ∗mix_ct0 = THREAD_T0( mix_face_thread ) ;
662
663 /∗ Wall ad jacent f l u i d c e l l index & Thread ∗/
664 c e l l _ t f l u _ c 0 = F_C0 ( face , f l u _ f a c e _ t h r e a d ) ;
665 Thread ∗ f l u _ c t 0 = THREAD_T0( f l u _ f a c e _ t h r e a d ) ;
666
667 /∗ Wall ad jacent s o l i d c e l l index & Thread ∗/
668 c e l l _ t s o l _ c 0 = F_C0 ( face , s o l _ f a c e _ t h r e a d ) ;
669 Thread ∗s o l _ c t 0 = THREAD_T0( s o l _ f a c e _ t h r e a d ) ;
670
671 /∗ Get flow current time ∗/
672 r e a l current_t ime = CURRENT_TIME;
673
674 /∗ Get required c e l l values ∗/
675 r e a l V = C_V( sol_c0 , s o l _ c t 0 ) ; /∗ Sol id v−v e l o c i t y , TODO compare with v_set ∗/
676 r e a l a lpha_f = C_VOF( f lu_c0 , f l u _ c t 0 ) ; /∗ Fluid volume f r a c t i o n ∗/
677 r e a l alpha_s = C_VOF( sol_c0 , s o l _ c t 0 ) ; /∗ Sol id volume f r a c t i o n ∗/
678 r e a l mu_eff = C_MU_EFF( f lu_c0 , f l u _ c t 0 ) ; /∗ E f f e c t i v e v i s c o s i t y ∗/
679 r e a l gamma_dot = C_STRAIN_RATE_MAG( f lu_c0 , f l u _ c t 0 ) ; /∗ S t r a i n r a t e magnitude of background f l u i d

∗/
680
681 /∗ Local v a r i a b l e s ∗/
682 r e a l v_set , v _ s e t _ i t e r , Re_p , n , D;
683 r e a l d e l t a _ v _ s e t = 1 . 0 ;
684
685 /∗ S o l i d s s e t t l i n g v e l o c i t y guess from previous time step ∗/
686 v_set = C_UDMI( mix_c0 , mix_ct0 , SSV ) ;
687
688 /∗ I t e r a t i v e l y compute s o l i d s s e t t l i n g v e l o c i t y ∗/
689 while ( fabs ( d e l t a _ v _ s e t ) > 0 . 0 1 )
690 {
691 /∗ Re−compute s o l i d s s e t t l i n g v e l o c i t y ∗/
692 v _ s e t _ i t e r = CompSetVel ( v_set , mu_eff , gamma_dot ) ;
693
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694 /∗ D i f f e r e n c e of o r i g i n a l and recomputed s e t t l i n g v e l o c i t y ∗/
695 d e l t a _ v _ s e t = v_set − v _ s e t _ i t e r ;
696
697 /∗ Overwrite s e t t l i n g v e l o c i t y with re−computed s e t t l i n g v e l o c i t y ∗/
698 v_set = v _ s e t _ i t e r ;
699 }
700
701 /∗ Save current s o l i d s s e t t l i n g v e l o c i t y to UDMs f o r next time step ∗/
702 UpdateUDM( SSV , face , mix_face_thread , v_set ) ;
703
704 /∗ P a r t i c l e Reynolds number ∗/
705 Re_p = rho_f∗v_set∗d_s / mu_eff ;
706
707 /∗ Hindered s e t t l i n g exponent n of Zaki & Richardson ∗/
708 n = (0 .2 7∗pow( Re_p , 0 . 9 ) + 5 . 1 ) / ( 0 . 1∗pow( Re_p , 0 . 9 ) + 1 . 0 ) ;
709
710 /∗ Deposit ion r a t e i n c l . hindered s e t t l i n g ∗/
711 D = −alpha_s∗(pow( alpha_f , n )∗v_set ) ;
712
713 return D;
714 }
715
716 /∗ Compute entrainment f l u x f o r current f a c e ∗/
717 r e a l CompEntrainmentRate ( f a c e _ t face , Thread ∗mix_face_thread )
718 {
719 /∗ Fluid and s o l i d wall f a c e threads ∗/
720 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
721 Thread ∗s o l _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 1 ) ;
722
723 /∗ Wall ad jacent mixture c e l l index & Thread ∗/
724 c e l l _ t mix_c0 = F_C0 ( face , mix_face_thread ) ;
725 Thread ∗mix_ct0 = THREAD_T0( mix_face_thread ) ;
726
727 /∗ Wall ad jacent f l u i d c e l l index & Thread ∗/
728 c e l l _ t f l u _ c 0 = F_C0 ( face , f l u _ f a c e _ t h r e a d ) ;
729 Thread ∗ f l u _ c t 0 = THREAD_T0( f l u _ f a c e _ t h r e a d ) ;
730
731 /∗ Wall ad jacent s o l i d c e l l index & Thread ∗/
732 c e l l _ t s o l _ c 0 = F_C0 ( face , s o l _ f a c e _ t h r e a d ) ;
733 Thread ∗s o l _ c t 0 = THREAD_T0( s o l _ f a c e _ t h r e a d ) ;
734
735 /∗ Local v a r i a b l e s ∗/
736 r e a l mu_lam , mu_turb , mu_eff , d_eff , d_turb ;
737 r e a l x _ c e l l [ND_ND] , face_pos [ND_ND] ;
738 r e a l y1 , y2 , dalphady , E ;
739
740 /∗ Get required c e l l values ∗/
741 mu_lam = C_MU_L( f lu_c0 , f l u _ c t 0 ) ; /∗ Laminar v i s c o s i t y ∗/
742 i f ( rp_turb )
743 {
744 mu_turb = C_MU_T( f lu_c0 , f l u _ c t 0 ) ; /∗ Turbulent v i s c o s i t y ∗/
745 mu_eff = C_MU_EFF( f lu_c0 , f l u _ c t 0 ) ; /∗ E f f e c t i v e v i s c o s i t y ∗/
746 }
747 r e a l alpha_s = C_VOF( sol_c0 , s o l _ c t 0 ) ; /∗ Sol id volume f r a c t i o n ∗/
748
749 /∗ Get s o l i d volume f r a c t i o n gradient − TODO Why does i t not work? ∗/
750 i f (NULL != THREAD_STORAGE( s o l _ c t 0 , SV_VOF_G) ) /∗ Checks i f gradient e x i s t s , does not in f i r s t

i t e r a t i o n ∗/
751 {
752 dalphady = C_VOF_G( sol_c0 , s o l _ c t 0 ) [ 1 ] ; /∗ Get s o l i d volume f r a c t i o n gradient a t c e l l c e n t e r ∗/
753 }
754 e l s e
755 {
756 dalphady = 0 . 0 ;
757 }
758
759 /∗ Laminar d i f f u s i v i t y ∗/
760 d_ef f = mu_lam ;
761
762 i f ( rp_turb )
763 {
764 d_turb = mu_turb / sigma_t ; /∗ Turbulent d i f f u s i v i t y ∗/
765 d_ef f += d_turb ;
766 }
767
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768 /∗ Compute s o l i d f r a c t i o n gradient , from wall−ad jacent grid c e l l c e n t e r to " moving bed " ∗/
769 y1 = F_UDMI( face , mix_face_thread , NBH) ; /∗ Get y−component of f a c e coordinate from UDMI ∗/
770 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates ∗/
771 y1 = face_pos [ 1 ] ; /∗ Get y−component of f a c e coordinate from Face ∗/
772 C_CENTROID( x _ c e l l , mix_c0 , mix_ct0 ) ; /∗ Get c e l l c e n t e r coordinates ∗/
773 y2 = x _ c e l l [ 1 ] ; /∗ Get y−component of c e l l coordinate from Face ∗/
774 dalphady = ( alpha_s − alpha_s_bed ) / ( y2 − y1 ) ; /∗ Compute s o l i d volume f r a c t i o n gradient ∗/
775
776 /∗ Entrainment r a t e ∗/
777 E = −d_turb∗dalphady / rho_s ;
778
779 return E ;
780 }
781
782 /∗ Solve Exner equation with f i r s t −order upwind scheme ∗/
783 DEFINE_EXECUTE_AT_END( solve_exner )
784 {
785 /∗ Mixture domain and Thread ∗/
786 Domain ∗mix_domain = Get_Domain ( 1 ) ;
787 Thread ∗mix_face_thread = Lookup_Thread ( mix_domain , BC_movingbed_ID ) ;
788
789 /∗ Fluid and s o l i d wall f a c e threads ∗/
790 Thread ∗ f l u _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 0 ) ;
791 Thread ∗s o l _ f a c e _ t h r e a d = THREAD_SUB_THREAD( mix_face_thread , 1 ) ;
792
793 f a c e _ t face , face_us ;
794
795 r e a l flow_time = CURRENT_TIME;
796 r e a l d e l t a _ t = CURRENT_TIMESTEP ;
797 r e a l face_pos [ND_ND] , A[ND_ND] ;
798 r e a l cellvolume , f a c e a r e a ;
799
800 r e a l dhdx , alpha , beta , t e t a , angle , mu_eff , dstar , t e t a _ c r 0 , t e t a _ c r ;
801 r e a l tau_wall , ShearStress_mag , ShearStress_x , q_x , q_x_us , q_x_down , current_bed_height ,

new_bed_height , del ta_h ;
802 r e a l D, E , convectiveterm , sourceterm ;
803
804 /∗ NOTE: Fluent does not a c c e s s the f a c e s in the movingbed f a c e loop in the c o r r e c t order due to

an odd f a c e numbering concept .
805 Check numbering with s c r i p t " Ini_CheckCellNumbering_Standard . c " ,
806 then implement and t e s t c o r r e c t stepwise treatment in " Ini_CheckCellNumbering_Stepwise . c " .
807 Current f a c e IDs
808 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
809 | | | | | | | |
810 | 298 | 0 | 1 | . . . | 296 | 297 | 299 |
811 | | | | | | | |
812 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
813 ∗/
814
815 /∗ Compute new bed height ∗/
816 begin_f_loop ( face , mix_face_thread ) /∗ Loop a l l f a c e s of " moving bed " wall ∗/
817 {
818 /∗ Wall ad jacent mixture c e l l index & Thread ∗/
819 c e l l _ t mix_c0 = F_C0 ( face , mix_face_thread ) ;
820 Thread ∗mix_ct0 = THREAD_T0( mix_face_thread ) ;
821
822 /∗ Wall ad jacent f l u i d c e l l index & Thread ∗/
823 c e l l _ t f l u _ c 0 = F_C0 ( face , f l u _ f a c e _ t h r e a d ) ;
824 Thread ∗ f l u _ c t 0 = THREAD_T0( f l u _ f a c e _ t h r e a d ) ;
825
826 /∗ Wall ad jacent s o l i d c e l l index & Thread ∗/
827 c e l l _ t s o l _ c 0 = F_C0 ( face , s o l _ f a c e _ t h r e a d ) ;
828 Thread ∗s o l _ c t 0 = THREAD_T0( s o l _ f a c e _ t h r e a d ) ;
829
830
831 /∗ Geometrical gradient of current f a c e ∗/
832 dhdx = CompFaceGradient ( face , mix_face_thread ) ;
833
834 /∗ Bed slope ∗/
835 beta = atan ( dhdx ) ;
836
837 /∗ Wall shear s t r e s s magnitude a c t i n g on current ( sloped ) f a c e ∗/
838 ShearStress_mag = CompShearStress_mag ( face , f l u _ f a c e _ t h r e a d ) ;
839
840 /∗ Save Wall shear s t r e s s magnitude to UDMs ∗/

444



B.1. Dune2D - UDF code of paper [vi]

841 UpdateUDM(WSS, face , mix_face_thread , ShearStress_mag ) ;
842
843 /∗ Dimensionless Sh ie lds number f o r sloped f a c e ∗/
844 t e t a = ShearStress_mag / G r a v i t a t i o n a l S t r e s s ;
845
846 /∗ E f f e c t i v e v i s c o s i t y in wall−ad jacent grid c e l l ∗/
847 mu_eff = C_MU_EFF( f lu_c0 , f l u _ c t 0 ) ;
848
849 /∗ Dimensionless p a r t i c l e diameter ∗/
850 ds tar = d_s∗pow ( ( s − 1 . 0 )∗g r a v i t y / pow( mu_eff / rho_f , 2 . 0 ) , 0 .3333333333333) ;
851
852 /∗ C r i t i c a l Sh ie lds number f o r h o r i z o n t a l bed ∗/
853 t e t a _ c r 0 = ( 0 . 2 4 / ds tar ) + 0 .055 ∗ ( 1 . 0 − exp (−0.02 ∗ dstar ) ) ;
854
855 /∗ C r i t i c a l Sh ie lds number with slope c o r r e c t i o n f o r i n c l i n e d bed ∗/
856 angle = phi + beta ;
857 i f ( angle < 0 . 0 ) angle = 0 . 0 ; /∗ Limi ta t ion concept taken from Tron − TODO: Check with Export

∗/
858 i f ( angle > 0.5∗M_PI ) angle = 0 . 5 ∗ M_PI ; /∗ Limi ta t ion concept taken from Tron − TODO: Check

with Export ∗/
859 t e t a _ c r = t e t a _ c r 0 ∗ s in ( angle ) / s i n ( phi ) ;
860
861 /∗ Get current bed height − TODO check approach from UDM vs from f a c e∗/
862 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates of current c e l l ∗/
863 current_bed_height = face_pos [ 1 ] ; /∗ Get y−component of current f a c e from f a c e coordinate∗/
864 current_bed_height = F_UDMI( face , mix_face_thread , NBH) ; /∗ Get y−component of current f a c e

from UDM ∗/
865
866 /∗ Entrainment r a t e ∗/
867 /∗ Entrainment does not occur ∗/
868 /∗ − i f the c r i t i c a l s h i e l d s number i s not exceeded <−−> t e t a <= t e t a _ c ∗/
869 /∗ − or i f the sediment bed i s not e x i s t i n g <−−> current_bed_height <= 0 . 0 ∗/
870 i f ( ( t e t a <= t e t a _ c r ) || ( current_bed_height <= 0 . 0 ) )
871 {
872 E = 0 . 0 ;
873 }
874 e l s e
875 {
876 E = CompEntrainmentRate ( face , mix_face_thread ) ;
877 }
878
879 /∗ Deposit ion r a t e ∗/
880 D = CompDepositionRate ( face , mix_face_thread ) ;
881
882 /∗ Save net volumetric s o l i d f l u x to UDMs ∗/
883 UpdateUDM(SMF, face , mix_face_thread , E + D) ;
884
885 /∗ EXNER sourceterm ∗/
886 sourceterm = d e l t a _ t / alpha_s_bed ∗ ( E + D) ;
887
888 /∗ Save Exner sourceterm to UDMs ∗/
889 UpdateUDM( EST , face , mix_face_thread , sourceterm ) ;
890
891
892
893
894 /∗ ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ∗/
895
896 /∗ ToDo − Test f a c e area and volume values ∗/
897 cel lvolume = C_VOLUME( mix_c0 , mix_ct0 ) ;
898 F_AREA(A, face , mix_face_thread ) ;
899 f a c e a r e a = NV_MAG(A) ;
900
901 /∗ ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ∗/
902
903 /∗ Bed load t r a n s p o r t r a t e per uni t bed width of current f a c e ∗/
904 /∗ Bed load t r a n s p o r t only occurs ∗/
905 /∗ − i f the bed shear s t r e s s i s above the c r i t i c a l shear s t r e s s <−−> t e t a > t e t a _ c ∗/
906 /∗ − and i f a bed e x i s t s <−−> current_bed_height > 0 ∗/
907 i f ( ( t e t a > t e t a _ c r ) && ( current_bed_height > 0 . 0 ) )
908 {
909 q_x = CompBedLoadTranRate ( t e t a , t e t a _ c r , face , mix_face_thread ) ;
910 }
911 e l s e
912 {
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913 q_x = 0 . 0 ;
914 }
915
916 /∗ Save bed load t r a n s p o r t r a t e to UDMs∗/
917 UpdateUDM(BLTR , face , mix_face_thread , q_x ) ;
918
919
920 /∗ Bed load t r a n s p o r t r a t e of upstream f a c e ∗/
921 /∗ The upstream f a c e depends on the d i r e c t i o n of the bed load t r a n s p o r t r a t e . ∗/
922
923 /∗ Check d i f f e r e n t f a c e cases and determine upstream bed load t r a n s p o r t r a t e ∗/
924 i f ( f a c e == 0) /∗ Second f a c e ∗/
925 {
926 i f ( q_x > 0 . 0 )
927 {
928 /∗ P o s i t i v e f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 298 ∗/
929 face_us = 2 9 8 ;
930 }
931 e l s e
932 {
933 /∗ Negative f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 298 ∗/
934 face_us = 1 ;
935 }
936 q_x_us = CompBedLoadTranRate_us ( face_us , mix_face_thread ) ;
937 }
938 e l s e i f ( f a c e == 298) /∗ F i r s t f a c e ∗/
939 {
940 i f ( q_x > 0 . 0 )
941 {
942 /∗ P o s i t i v e f l u i d v e l o c i t y d i r e c t i o n −−> Ghost f a c e ∗/
943
944 /∗ BC−A l t e r n a t i v e 1 : Upstream t r a n s p o r t r a t e = current t r a n s p o r t r a t e ∗/
945 q_x_us = q_x ;
946
947 /∗ BC−A l t e r n a t i v e 2 : Upstream t r a n s p o r t r a t e = 0 ∗/
948 q_x_us = 0 . 0 ;
949
950 /∗ BC−A l t e r n a t i v e 3 : Re la te to wall shear s t r e s s of i n l e t v e l o c i t y p r o f i l e ∗/
951 /∗ current_bed_height = F_UDMI( face , mix_face_thread , NBH) ; ∗/
952 /∗ del ta_h = ChannelHeight − current_bed_height ; ∗/
953 /∗ tau_wall = mu_eff∗8.0∗ FluidBulkVel / del ta_h ; ∗/
954 /∗ . . . ∗/
955 }
956 e l s e
957 {
958 /∗ Negative f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 0 ∗/
959 q_x_us = CompBedLoadTranRate_us ( 0 , mix_face_thread ) ;
960 }
961 }
962 e l s e i f ( f a c e == 297) /∗ Third−l a s t f a c e ∗/
963 {
964 i f ( q_x > 0 . 0 )
965 {
966 /∗ P o s i t i v e f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 296 ∗/
967 face_us = f a c e − 1 ;
968 }
969 e l s e
970 {
971 /∗ Negative f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 299 ∗/
972 face_us = f a c e + 2 ;
973 }
974 q_x_us = CompBedLoadTranRate_us ( face_us , mix_face_thread ) ;
975 }
976 e l s e i f ( f a c e == 299) /∗ Last f a c e ∗/
977 {
978 i f ( q_x > 0 . 0 )
979 {
980 /∗ P o s i t i v e f l u i d v e l o c i t y d i r e c t i o n −−> Ghost f a c e ∗/
981 q_x_us = q_x ;
982 }
983 e l s e
984 {
985 /∗ Negative f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 297 ∗/
986 q_x_us = CompBedLoadTranRate_us ( 2 9 7 , mix_face_thread ) ;
987 }
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988 }
989 e l s e /∗ All other f a c e s ∗/
990 {
991 i f ( q_x > 0 . 0 )
992 {
993 /∗ P o s i t i v e f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 296 ∗/
994 face_us = f a c e − 1 ;
995 }
996 e l s e
997 {
998 /∗ Negative f l u i d v e l o c i t y d i r e c t i o n −−> f a c e 299 ∗/
999 face_us = f a c e + 1 ;

1000 }
1001 q_x_us = CompBedLoadTranRate_us ( face_us , mix_face_thread ) ;
1002 }
1003
1004 /∗ Delta x of current f a c e ∗/
1005 de l ta_x = CompDeltaX ( face , mix_face_thread ) ;
1006
1007 /∗ EXNER convect ive term ∗/
1008 convect iveterm = d e l t a _ t / alpha_s_bed / del ta_x ∗( q_x − q_x_us ) ;
1009
1010 /∗ Save convect ive term to UDMs∗/
1011 UpdateUDM(ECT, face , mix_face_thread , convect iveterm ) ;
1012
1013 /∗ Compute new y−p o s i t i o n of current f a c e ∗/
1014 new_bed_height = current_bed_height − convect iveterm − sourceterm ;
1015
1016 /∗ Save new y−p o s i t i o n of current f a c e to UDM ∗/
1017 i f ( new_bed_height > 0 . 0 )
1018 {
1019 UpdateUDM(NBH, face , mix_face_thread , new_bed_height ) ;
1020 }
1021 e l s e
1022 {
1023 UpdateUDM(NBH, face , mix_face_thread , 0 . 0 ) ;
1024 }
1025 }
1026 end_f_loop ( face , mix_face_thread )
1027
1028 /∗ Write current values of a l l UDMs to t e x t f i l e ∗/
1029 WriteUDMtoTextFile ( flow_time , mix_face_thread ) ;
1030 }
1031
1032
1033
1034 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1035 /∗ Update deformable boundary nodes ∗/
1036 /∗ ? Compute node from f a c e values of f i e l d v a r i a b l e s ht tp ://www. eureka . im/280. html ∗/
1037 /∗ ht tps ://www. cfd−onl ine . com/Forums/f luent−udf/173970−node−data−usage−udf . html ∗/
1038 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1039 DEFINE_GRID_MOTION( update_node_positions , domain , dt , time , dtime )
1040 {
1041 /∗ Mixture domain and thread ∗/
1042 Thread ∗mix_face_thread = DT_THREAD( ( Dynamic_Thread ∗) dt ) ;
1043
1044 /∗ Local v a r i a b l e s ∗/
1045 f a c e _ t face , face_ds , face_us , face_min_gradient , face_max_peak ;
1046 c e l l _ t mix_c0 ;
1047 Thread ∗mix_ct0 ;
1048 Node ∗node_p ;
1049 r e a l x_face , y_face_new , y_face_new_us , y_face_new_ds , dhdx ; /∗ Face coordinates ∗/
1050 r e a l delta_x_node , x_node , y_node , x_node_us , x_node_ds , y_node_us_new , y_node_ds_new , dy ,

y_n_new ; /∗ Node coordinates ∗/
1051 r e a l flow_time = CURRENT_TIME;
1052 r e a l face_pos [ND_ND] ;
1053 i n t ReposeViolat ion = 0 ;
1054 i n t n ;
1055
1056 /∗ Local v a r i a b l e s f o r searching f a c e s ∗/
1057 r e a l y_face_new_pre , dhdx_pre ;
1058 r e a l y_face_new_max = 0 . 0 ;
1059 r e a l dhdx_min = 0 . 0 ;
1060
1061
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1062
1063 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1064 /∗ Loop a l l f a c e s ∗/
1065 /∗ Determine new node y−p o s i t i o n s from f a c e p o s i t i o n −−> N_UDMI ∗/
1066 /∗ Determine f a c e gradients , check f a c e angle vs . angle of repose and s e t v i o l a t i o n f l a g ∗/
1067 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1068
1069 /∗ Modify f i r s t f a c e and f i r s t node − Face ID 298 ∗/
1070 f a c e = 2 9 8 ; /∗ Set f a c e index of f i r s t f a c e ∗/
1071 face_ds = 0 ; /∗ Set f a c e index of downstream f a c e ∗/
1072
1073 /∗ Current f i r s t f a c e x−coordinate ∗/
1074 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates ∗/
1075 x_face = face_pos [ 0 ] ; /∗ Get x−component of f i r s t f a c e ∗/
1076
1077 /∗ New f i r s t and downstream f a c e y−coordinates ∗/
1078 y_face_new = F_UDMI( face , mix_face_thread , NBH) ; /∗ Get new y−coordinate of f i r s t f a c e ∗/
1079 y_face_new_ds = F_UDMI( face_ds , mix_face_thread , NBH) ; /∗ Get new y−coordinate of downstream f a c e

∗/
1080
1081 /∗ Loop the f a c e s two nodes and compute new node y−p o s i t i o n s ∗/
1082 f_node_loop ( face , mix_face_thread , n )
1083 {
1084 node_p = F_NODE( face , mix_face_thread , n ) ;
1085 x_node = NODE_X( node_p ) ; /∗ x−coordinate of node ∗/
1086 y_node = NODE_Y( node_p ) ; /∗ y−coordinate of node ∗/
1087
1088 /∗ Check i f node i s downstream or upstream of f a c e x−p o s i t i o n and average accordingly . ∗/
1089 i f ( x_node < x_face ) /∗ Node i s upstream ∗/
1090 {
1091 /∗ Compute new node p o s i t i o n based on current f a c e and downstream f a c e y−p o s i t i o n ∗/
1092 y_node_us_new = y_face_new − 0 . 5∗ ( y_face_new_ds − y_face_new ) ;
1093
1094 /∗ Save new node p o s i t i o n to N_UDMI ∗/
1095 N_UDMI( node_p , 0 ) = y_node_us_new ;
1096
1097 /∗ Save upstream node x−coordinate ∗/
1098 x_node_us = x_node ;
1099 }
1100 e l s e /∗ Node i s downstream ∗/
1101 {
1102 /∗ Compute new node p o s i t i o n based on current f a c e and downstream f a c e y−p o s i t i o n ∗/
1103 y_node_ds_new = y_face_new + 0 . 5∗ ( y_face_new_ds − y_face_new ) ;
1104
1105 /∗ Save new node p o s i t i o n to N_UDMI ∗/
1106 N_UDMI( node_p , 0 ) = y_node_ds_new ;
1107
1108 /∗ Save downstream node y−coordinate ∗/
1109 x_node_ds = x_node ;
1110 }
1111 }
1112
1113 /∗ Compute gradient of f i r s t f a c e ∗/
1114 dhdx = ( y_node_ds_new − y_node_us_new ) / ( x_node_ds − x_node_us ) ;
1115
1116 /∗ Set f l a g i f angle of repose i s v i o l a t e d ∗/
1117 i f ( fabs ( atan ( dhdx ) ) >phi ) { ReposeViolat ion = 1 ; }
1118
1119 /∗ Loop a l l boundary f a c e s and a l l corresponding nodes − This face loop w i l l only modify

downsstream nodes as the upstream node i s already modified ∗/
1120 begin_f_loop ( face , mix_face_thread )
1121 {
1122 i f ( f a c e == 298)
1123 {
1124 /∗ F i r s t face , do nothing as t h i s has been modified already ∗/
1125 }
1126 e l s e
1127 {
1128 /∗ Current f a c e x−coordinate ∗/
1129 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates ∗/
1130 x_face = face_pos [ 0 ] ; /∗ Get x−component of current f a c e ∗/
1131
1132 /∗ New current and downstream f a c e x−coordinates ∗/
1133 y_face_new = F_UDMI( face , mix_face_thread , NBH) ; /∗ Get new y−coordinate of current f a c e ∗/
1134
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1135 /∗ New y−component of downstream f a c e ∗/
1136 i f ( f a c e == 297)
1137 {
1138 face_ds = f a c e + 2 ; /∗ Second l a s t f a c e −−> Downstream f a c e 299 ∗/
1139 }
1140 e l s e i f ( f a c e == 299) /∗ Last f a c e ∗/
1141 {
1142 face_ds = f a c e ; /∗ Last f a c e −−> Downstream Ghost f a c e ∗/
1143 }
1144 e l s e /∗ All other f a c e s ∗/
1145 {
1146 face_ds = f a c e + 1 ;
1147 }
1148
1149 /∗ Get new y−coordinate of downstream f a c e ∗/
1150 y_face_new_ds = F_UDMI( face_ds , mix_face_thread , NBH) ;
1151
1152 /∗ Loop the f a c e s two nodes and compute new node y−p o s i t i o n s ∗/
1153 f_node_loop ( face , mix_face_thread , n )
1154 {
1155 node_p = F_NODE( face , mix_face_thread , n ) ;
1156 x_node = NODE_X( node_p ) ; /∗ x−coordinate of node ∗/
1157 y_node = NODE_Y( node_p ) ; /∗ y−coordinate of node ∗/
1158
1159 /∗ Check i f node i s downstream or upstream of f a c e x−p o s i t i o n and average accordingly . ∗/
1160 i f ( x_node < x_face ) /∗ Node i s upstream ∗/
1161 {
1162 /∗ Node has been modified in previous loop , get node p o s i t i o n from UDM ∗/
1163 y_node_us_new = N_UDMI( node_p , 0 ) ;
1164
1165 /∗ Save upstream node x−coordinate ∗/
1166 x_node_us = x_node ;
1167 }
1168 e l s e /∗ Node i s downstream ∗/
1169 {
1170 /∗ Compute new node p o s i t i o n based on current f a c e and downstream f a c e y−p o s i t i o n ∗/
1171 y_node_ds_new = y_face_new + 0 . 5∗ ( y_face_new_ds − y_face_new ) ;
1172
1173 /∗ Save new node p o s i t i o n to N_UDMI ∗/
1174 N_UDMI( node_p , 0 ) = y_node_ds_new ;
1175
1176 /∗ Save downstream node y−coordinate ∗/
1177 x_node_ds = x_node ;
1178 }
1179 }
1180
1181 /∗ Compute gradient ∗/
1182 delta_x_node = x_node_ds − x_node_us ;
1183 dhdx = ( y_node_ds_new − y_node_us_new ) / delta_x_node ;
1184
1185 /∗ Compute gradient of f i r s t f a c e ∗/
1186 dhdx = ( y_node_ds_new − y_node_us_new ) / ( x_node_ds − x_node_us ) ;
1187
1188 /∗ Set f l a g i f angle of repose i s v i o l a t e d ∗/
1189 i f ( fabs ( atan ( dhdx ) ) >phi ) { ReposeViolat ion = 1 ; }
1190
1191
1192 /∗ ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ∗/
1193
1194 /∗ TEST − Search f o r l a r g e s t negat ive gradient ∗/
1195 i f ( dhdx < dhdx_min )
1196 {
1197 dhdx_min = dhdx ;
1198 face_min_gradient = f a c e ;
1199 }
1200 dhdx_pre = dhdx ;
1201
1202 /∗ TEST − Search f o r highes t peak ∗/
1203 i f ( y_face_new > y_face_new_max )
1204 {
1205 y_face_new_max = y_face_new ;
1206 face_max_peak = f a c e ;
1207 }
1208 y_face_new_pre = y_face_new ;
1209
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1210 /∗ ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ∗/
1211 }
1212 }
1213 end_f_loop ( face , mix_face_thread )
1214
1215
1216 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1217 /∗ Loop while ReposeViolat ion == TRUE ∗/
1218 /∗ Set ReposeViolat ion == FALSE ∗/
1219 /∗ Loop a l l f a c e s ∗/
1220 /∗ Determine f a c e gradients −−> F_UDMI ∗/
1221 /∗ Check i f angle of repose i s v i o l a t e d at current c e l l ∗/
1222 /∗ Check i f angle of repose i s l a r e r or smal ler than zero ∗/
1223 /∗ Compute required del ta_y to s a t i s f y angle of repose ∗/
1224 /∗ Modify nodes accordingly −−> N_UDMI ∗/
1225 /∗ Set ReposeViolat ion == TRUE ∗/
1226 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1227
1228
1229 while ( ReposeViolat ion == 1)
1230 {
1231 /∗ Reset repose v i o l a t i o n f l a g ∗/
1232 ReposeViolat ion = 0 ;
1233
1234 /∗ Loop a l l " moving bed " f a c e s ∗/
1235 begin_f_loop ( face , mix_face_thread )
1236 {
1237 /∗ Current f a c e x−coordinate ∗/
1238 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates ∗/
1239 x_face = face_pos [ 0 ] ; /∗ Get x−component of current f a c e ∗/
1240
1241 /∗ Loop the f a c e s two nodes and get a l l new node coordinates ∗/
1242 f_node_loop ( face , mix_face_thread , n )
1243 {
1244 node_p = F_NODE( face , mix_face_thread , n ) ;
1245 x_node = NODE_X( node_p ) ; /∗ x−coordinate of node ∗/
1246 y_node = NODE_Y( node_p ) ; /∗ y−coordinate of node ∗/
1247
1248 /∗ Check i f node i s downstream or upstream of f a c e x−p o s i t i o n ∗/
1249 i f ( x_node < x_face ) /∗ Node i s upstream ∗/
1250 {
1251 /∗ Get node p o s i t i o n from UDM ∗/
1252 y_node_us_new = N_UDMI( node_p , 0 ) ;
1253
1254 /∗ Save upstream node x−coordinate ∗/
1255 x_node_us = x_node ;
1256 }
1257 e l s e /∗ Node i s downstream ∗/
1258 {
1259 /∗ Get node p o s i t i o n from UDM ∗/
1260 y_node_ds_new = N_UDMI( node_p , 0 ) ;
1261
1262 /∗ Save upstream node x−coordinate ∗/
1263 x_node_ds = x_node ;
1264 }
1265 }
1266
1267 /∗ Compute gradient ∗/
1268 delta_x_node = x_node_ds − x_node_us ;
1269 dhdx = ( y_node_ds_new − y_node_us_new ) / delta_x_node ;
1270
1271 /∗ Check f o r v i o l a t i o n of angle of repose of current f a c e ∗/
1272 i f ( fabs ( atan ( dhdx ) ) > phi + 0 . 0 0 0 1 )
1273 {
1274 /∗ Set v i o l a t i o n f l a g ∗/
1275 ReposeViolat ion = 1 ;
1276
1277 /∗ Compute required dy of nodes such t h a t angle of repose i s met ∗/
1278 dy = delta_x_node / 2 . 0 ∗ ( fabs ( dhdx ) − tan ( phi ) ) ;
1279
1280 /∗ Check f o r u p h i l l or downhill s lope ∗/
1281 i f ( atan ( dhdx ) > 0 . 0 ) /∗ Slope i s p o s i t i v e , i . e . u p h i l l ∗/
1282 {
1283 f_node_loop ( face , mix_face_thread , n )
1284 {
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1285 node_p = F_NODE( face , mix_face_thread , n ) ;
1286 x_node = NODE_X( node_p ) ; /∗ x−coordinate of node ∗/
1287
1288 /∗ Get new node y−coordinate from UDM ∗/
1289 y_n_new = N_UDMI( node_p , 0 ) ;
1290
1291 i f ( x_node < x_face ) /∗ Node i s upstream ∗/
1292 {
1293 N_UDMI( node_p , 0 ) = y_n_new + dy ;
1294 }
1295 e l s e /∗ Node i s downstream ∗/
1296 {
1297 N_UDMI( node_p , 0 ) = y_n_new − dy ;
1298 }
1299 }
1300 }
1301 e l s e /∗ Slope i s negative , i . e . downhill ∗/
1302 {
1303 f_node_loop ( face , mix_face_thread , n )
1304 {
1305 node_p = F_NODE( face , mix_face_thread , n ) ;
1306 x_node = NODE_X( node_p ) ; /∗ x−coordinate of node ∗/
1307
1308 y_n_new = N_UDMI( node_p , 0 ) ;
1309
1310 i f ( x_node < x_face ) /∗ Node i s upstream ∗/
1311 {
1312 N_UDMI( node_p , 0 ) = y_n_new − dy ;
1313 }
1314 e l s e /∗ Node i s downstream ∗/
1315 {
1316 N_UDMI( node_p , 0 ) = y_n_new + dy ;
1317 }
1318 }
1319 }
1320 }
1321 }
1322 end_f_loop ( face , mix_face_thread )
1323 }
1324
1325
1326 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1327 /∗ Modify mesh ∗/
1328 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
1329
1330 /∗ Set deforming f l a g on ad jacent c e l l zone −−> c e l l s ad jacent to the deforming wall w i l l a l s o be

deformed , in order to avoid skewness . ∗/
1331 SET_DEFORMING_THREAD_FLAG( mix_face_thread−>t0 ) ;
1332
1333 /∗ Loop a l l boundary f a c e s and a l l corresponding nodes , get new node y−coordinates from UDM and

update mesh ∗/
1334 begin_f_loop ( face , mix_face_thread )
1335 {
1336 f_node_loop ( face , mix_face_thread , n )
1337 {
1338 /∗ Get current node ∗/
1339 node_p = F_NODE( face , mix_face_thread , n ) ;
1340
1341 /∗ Get new node y−p o s i t i o n from N_UDMI ∗/
1342 y_n_new = N_UDMI( node_p , 0 ) ;
1343
1344 /∗ Assign new node y−coordinate to node ∗/
1345 /∗ − i f the new node y−p o s i t i o n i s not below the bottom channel wall <−−> y_n_new >= 0 . 0 ∗/
1346 /∗ − i f the new node y−p o s i t i o n i s not above the top channel wall <−−> y_n_new <

ChannelHeight ∗/
1347 /∗ − i f the current node has not been updated previously ∗/
1348 i f ( y_n_new >= 0 . 0 && y_n_new < ChannelHeight && NODE_POS_NEED_UPDATE( node_p ) )
1349 {
1350 /∗ Set f l a g to i n d i c a t e t h a t the current node ’ s p o s i t i o n has been updated , so t h a t i t w i l l

not be updated during a future pass through the loop ∗/
1351 NODE_POS_UPDATED( node_p ) ;
1352
1353 /∗ Overwrite the current nodes y−coordinate with the new y−coordinate ∗/
1354 NODE_Y( node_p ) = y_n_new ;
1355 }
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1356 }
1357 Update_Face_Metrics ( face , mix_face_thread ) ;
1358
1359 /∗ Get updated f a c e p o s i t i o n ∗/
1360 F_CENTROID( face_pos , face , mix_face_thread ) ; /∗ Get f a c e coordinates of current c e l l ∗/
1361
1362 /∗ Update a l l "new bed height " UDMs ∗/
1363 UpdateUDM(NBH, face , mix_face_thread , face_pos [ 1 ] ) ;
1364
1365 /∗ Geometrical gradient of updated f a c e ∗/
1366 dhdx = CompFaceGradient ( face , mix_face_thread ) ;
1367
1368 /∗ Save updated gradient to UDMs ∗/
1369 UpdateUDM(DHDX, face , mix_face_thread , dhdx ) ;
1370 }
1371 end_f_loop ( face , mix_face_thread )
1372 }

B.2. ParticleShear2D - UDF code of paper [II]

This appendix contains the UDF source code Shear2D of the journal paper
An Eulerian-Lagrangian CFD study of a particle settling in an orthogonal GNF
shear flow [II].

UDFs/ParticleShear2D.h
1 /∗ P a r t i c l e T r a j e c t o r y header f i l e ∗/
2
3
4
5
6 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
7 Include
8 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
9

10 # include < s t r i n g . h>
11 # include < s t d i o . h>
12
13 # include " udf . h"
14 # include " unsteady . h"
15 # include "mem. h"
16 # include " sg . h"
17
18
19
20 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
21 D e f i n i t i o n s
22 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
23
24 /∗ Case geometry ∗/
25 # def ine h ( RP_Get_Real ( " h_channel " ) ) /∗ I n l e t height [m] ∗/
26 # def ine h_0 ( 0 ) /∗ I n i t i a l bed height [m] ∗/
27
28 /∗ Phys ica l cons tants ∗/
29 # def ine g r a v i t y ( 9 . 8 1 ) /∗ g r a v i t a t i o n a l a c c e l e r a t i o n ∗/
30
31 /∗ Fluid p r o p e r t i e s ∗/
32 # def ine u_bulk ( RP_Get_Real ( " u_bulk " ) ) /∗ Bulk v e l o c i t y [m/s ] ∗/
33 # def ine eta_h2o ( 0 . 0 0 1 0 0 2 ) /∗ Dynamic ( shear ) v i s c o s i t y of water ∗/
34 # def ine rho_f ( 1 0 0 0 . 0 ) /∗ densi ty water ∗/
35
36 /∗ Rheologica l p r o p e r t i e s of the f l u i d ( Cross model ) ∗/
37 /∗ # def ine lambda ( RP_Get_Real ( " pac_cross_lambda " ) ) ; ∗/
38 /∗ # def ine n ( RP_Get_Real ( " pac_cross_n " ) ) ; ∗/
39 /∗ # def ine mu_0 ( RP_Get_Real ( " pac_cross_mu0 " ) ) ; ∗/
40 /∗ # def ine mu_inf ( eta_h2o ) ; ∗/
41
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42 /∗ Sol id p r o p e r t i e s ∗/
43 # def ine d_s ( 0 . 0 0 0 3 ) /∗ p a r t i c l e diameter ∗/
44 # def ine rho_s ( 2 6 5 0 . 0 ) /∗ s o l i d densi ty ∗/
45 # def ine s ( rho_s/rho_f ) /∗ R e l a t i v e densi ty ∗/
46
47
48
49 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
50 Forward d e c l a r a t i o n s
51 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
52
53 /∗ s t r u c t PowerLaw ;
54 s t r u c t FourParameterModel ;
55 ∗/
56
57
58 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
59 S t r u c t u r e s
60 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
61
62 s t r u c t PowerLaw {
63 r e a l K, n ;
64 } ;
65
66 s t r u c t FourParameterModel {
67 r e a l lambda , n , mu_0 , mu_inf ;
68 } ;
69
70 /∗Declares a PowerLaw s t r u c t u r e
71 typedef s t r u c t PowerLaw Struct_PowerLaw ;
72 typedef s t r u c t PowerLaw Struct_Carreau ;
73 ∗/
74
75 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
76 Functions
77 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
78 /∗
79 Cross2PL ( rea l , rea l , rea l , rea l , r e a l ) ;
80 Carreau2PL ( s t r u c t FourParameterModel , r e a l ) ;
81 ∗/
82
83 extern s t r u c t PowerLaw Cross2PL ( r e a l lambda , r e a l n , r e a l mu_0 , r e a l mu_inf , r e a l SR ) ;
84 extern s t r u c t PowerLaw Carreau2PL ( s t r u c t FourParameterModel Carreau , r e a l SR ) ;
85
86 extern r e a l Visc os i ty Cross ( s t r u c t FourParameterModel Cross , r e a l SR ) ;
87 extern r e a l Viscos i tyCarreau ( s t r u c t FourParameterModel Carreau , r e a l SR ) ;

UDFs/velocity_profiles.c
1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 UDF f o r s p e c i f y i n g a steady−s t a t e v e l o c i t y p r o f i l e a t 2D channel i n l e t
3 Fluent R17 . 2 UDF manual , 8 . 1 . 3 . ( page 496)
4 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
5 /∗ Addit ional i n f o
6 P a r a b o l i c v e l o c i t y p r o f i l e
7
8 Dimensional vers ion a d j u s t s f o r p o t e n t i a l l y changing sediment bed with height h_bottom
9

10 Requires
11 # include " udf . h"
12 ∗/
13
14 # include " Par t i c leShear2D . h"
15
16
17 /∗ P a r a b o l i c v e l o c i t y p r o f i l e
18
19 Dimensional vers ion a d j u s t s f o r p o t e n t i a l l y changing sediment bed with height h_bottom
20
21 Requires
22 # include " udf . h"
23 ∗/
24 DEFINE_PROFILE ( par_vel_pro , thread , p o s i t i o n )
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25 {
26 r e a l x [ND_ND] ; /∗ P o s i t i o n vec tor ∗/
27 r e a l y , u1 , u2 ;
28 f a c e _ t f ;
29 r e a l m = 1 . 0 / 7 . 0 ;
30 r e a l uTmax = (m+ 1 . 0 ) ∗(m+ 2 . 0 )∗u_bulk / 2 . 0 ;
31
32
33 /∗ Loop a l l i n l e t f a c e s ∗/
34 begin_f_loop ( f , thread )
35 {
36 /∗ Get vec tor x to current f a c e c e n t e r ∗/
37 F_CENTROID( x , f , thread ) ;
38
39 i f ( rp_turb ) /∗ Turbulent v e l o c i t y p r o f i l e ∗/
40 {
41 i f ( x [ 1 ] < h_0 )
42 {
43 u1 = 0 . 0 ;
44 }
45 e l s e i f ( x [ 1 ] < ( h_0 +(h−h_0 ) / 2 . 0 ) )
46 {
47 u1 = uTmax∗pow( 2 . 0∗ ( ( x[1]−h_0 ) /(h−h_0 ) ) ,m) ;
48 }
49 e l s e
50 {
51 u1 = uTmax∗pow( 2 .0∗ ( 1 . 0 − ( x[1]−h_0 ) /(h−h_0 ) ) ,m) ;
52 }
53 }
54 e l s e /∗ Laminar v e l o c i t y p r o f i l e ∗/
55 {
56
57 /∗ Non−dimensional y coordinate and v e l o c i t y u = f ( x2 ) ∗/
58 y = 2 . 0∗ ( x [ 1 ] − 0.5∗h ) / h ;
59 u1 = 3.0/2 .0∗ u_bulk ∗ ( 1 . 0 − y∗y ) ;
60
61 /∗ Dimensional y coordinate and v e l o c i t y u = f ( x2 ) ∗/
62 y = x [ 1 ] ;
63 u2 = 2.0∗u_bulk−2.0∗u_bulk/pow ( ( ( h_0−h ) / 2 . 0 ) , 2 . 0 )∗pow ( ( y−(h_0 +(h− h_0 ) / 2 . 0 ) ) , 2 . 0 ) ;
64 }
65
66 /∗ Assign v e l o c i t y ∗/
67 F_PROFILE ( f , thread , p o s i t i o n ) = u1 ;
68 }
69 end_f_loop ( f , thread )
70 }
71
72
73 /∗ Experimental v e l o c i t y p r o f i l e
74
75 Based on polynomials f i t t e d toe xperimental data
76
77 Requires
78 # include " udf . h"
79 ∗/
80 DEFINE_PROFILE ( exp_vel_pro , thread , p o s i t i o n )
81 {
82 r e a l x [ND_ND] ; /∗ P o s i t i o n vec tor ∗/
83 r e a l y , u ;
84 r e a l f a c t o r = 1 . 0 ;
85 f a c e _ t f ;
86 r e a l p1 , p2 , p3 , p4 , p5 , p6 ;
87
88 /∗ Determine c o e f f i c i e n t s of polynomial based on current f l u i d ∗/
89 i n t f l u i d = RP_Get_Integer ( " f l u i d " ) ;
90 i f ( f l u i d == 1) /∗ H2O ∗/
91 {
92 p1 = −5.699e +08;
93 p2 = −4.222e+07 ;
94 p3 = −1.055e +06;
95 p4 = −1.161e +04;
96 p5 = −57.62;
97 p6 = 0 . 0 1 0 9 1 ;
98 }
99 e l s e i f ( f l u i d == 2) /∗ PAC2 ∗/
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100 {
101 p1 = 0 . 0 ;
102 p2 = 0 . 0 ;
103 p3 = 0 . 0 ;
104 p4 = −780.4;
105 p5 = −16.33;
106 p6 = 0 . 0 0 2 0 2 5 ;
107 }
108 e l s e /∗ PAC4 ∗/
109 {
110 p1 = 0 . 0 ;
111 p2 = 0 . 0 ;
112 p3 = 0 . 0 ;
113 p4 = −1202.0;
114 p5 = −24.86;
115 p6 = 0 . 0 2 2 1 8 ;
116
117 /∗ S c a l e 0 .085 v e l o c i t y p r o f i l e to 0 .048 ∗/
118 i f ( u_bulk == 0 . 0 4 8 )
119 {
120 f a c t o r = 0 . 0 4 8 / 0 . 0 8 5 ;
121 }
122 e l s e
123 {
124 f a c t o r = 1 . 0 ;
125 }
126
127 }
128
129 /∗ Loop a l l i n l e t f a c e s ∗/
130 begin_f_loop ( f , thread )
131 {
132 /∗ Get vec tor x to current f a c e c e n t e r ∗/
133 F_CENTROID( x , f , thread ) ;
134
135 y = x[1]−h ;
136
137 u = f a c t o r ∗ ( p1∗pow( y , 5 . 0 ) + p2∗pow( y , 4 . 0 ) + p3∗pow( y , 3 . 0 ) + p4∗pow( y , 2 . 0 ) + p5∗pow( y , 1 . 0 ) +

p6 ) ;
138
139 /∗ Assign v e l o c i t y ∗/
140 F_PROFILE ( f , thread , p o s i t i o n ) = u ;
141 }
142 end_f_loop ( f , thread )
143 }

UDFs/utilities.c
1 # include " Par t i c leShear2D . h"
2
3
4
5 /∗ Compute PL c o e f f i c i e n t s from Cross model f o r current shear r a t e ∗/
6 s t r u c t PowerLaw Cross2PL ( r e a l lambda , r e a l n , r e a l mu_0 , r e a l mu_inf , r e a l SR )
7 {
8 s t r u c t PowerLaw PL ;
9

10 PL .K = (pow( SR , n∗( mu_inf∗pow( lambda , 2 . 0∗n )∗pow( SR , 2 . 0∗n ) \
11 +2.0∗mu_0∗pow( lambda , n )∗pow( SR , n ) +mu_0) /( mu_inf∗pow( lambda , 2 . 0∗n ) \
12 ∗pow( SR , 2 . 0∗n ) +pow( SR , n ) ∗(mu_0+mu_inf )∗pow( lambda , n ) +mu_0) ) \
13 ∗mu_inf∗pow( lambda , n ) \
14 + pow( SR , pow( lambda , n )∗pow( SR , n )∗n∗(mu_0−mu_inf ) \
15 /( mu_inf∗pow( lambda , 2 . 0∗n )∗pow( SR , 2 . 0∗n ) +pow( SR , n ) \
16 ∗(mu_0+mu_inf )∗pow( lambda , n ) +mu_0) )∗mu_0) \
17 /(1 .0+pow( lambda , n )∗pow( SR , n ) ) ;
18
19 PL . n = ( mu_inf∗pow( lambda , 2 . 0∗n )∗pow( SR , 2 . 0∗n )−((−n−1.0) \
20 ∗mu_inf+mu_0∗(n−1.0) )∗pow( SR , n )∗pow( lambda , n ) +mu_0) \
21 /( mu_inf∗pow( lambda , 2 . 0∗n )∗pow( SR , 2 . 0∗n ) +pow( SR , n ) \
22 ∗(mu_0+mu_inf )∗pow( lambda , n ) +mu_0) ;
23
24 return PL ;
25 }
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26
27
28 /∗ Compute PL c o e f f i c i e n t s from Carreau model f o r current shear r a t e ∗/
29 s t r u c t PowerLaw Carreau2PL ( s t r u c t FourParameterModel Carreau , r e a l SR )
30 {
31 s t r u c t PowerLaw PL ;
32
33 /∗ PL c o e f f i c i e n t s based on current shear r a t e ∗/
34 i f ( SR < ( 1 . 0 / Carreau . lambda ) ) /∗ Newtonian zero−shear v i s c o s i t y region ∗/
35 {
36 PL .K = Carreau . mu_0 ;
37 PL . n = 1 . 0 ;
38 }
39 e l s e /∗ Shear−th inning region ∗/
40 {
41 PL .K = Carreau . mu_0∗pow( Carreau . lambda , ( Carreau . n−1.0) ) ;
42 PL . n = Carreau . n ;
43 }
44
45 return PL ;
46 }
47
48
49 /∗ Compute v i s c o s i t y from Cross model f o r current shear r a t e ∗/
50 r e a l Visco s i tyC ross ( s t r u c t FourParameterModel Cross , r e a l SR )
51 {
52 r e a l e ta = Cross . mu_inf +( Cross . mu_0−Cross . mu_inf ) /(1 .0+pow( Cross . lambda∗SR , Cross . n ) ) ;
53
54 return e ta ;
55 }
56
57
58 /∗ Compute v i s c o s i t y from Carreau model f o r current shear r a t e ∗/
59 r e a l Viscos i tyCarreau ( s t r u c t FourParameterModel Carreau , r e a l SR )
60 {
61 r e a l e ta = Carreau . mu_inf +( Carreau . mu_0−Carreau . mu_inf )∗pow( 1 . 0 +pow( Carreau . lambda∗SR , 2 . 0 ) , (

Carreau . n−1.0) / 2 . 0 ) ;
62
63 return e ta ;
64 }

UDFs/rheology.c
1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 UDF f o r Cross rheology model
3 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
4 /∗ Addit ional i n f o
5 This rheology model d i f f e r s from the Cross model of f l u e n t as fo l lows :
6 − I t f e a t u r e s a high−shear−r a t e Newtonian v i s c o s i t y mu_inf , which i s equal to the solvent , here

H2O.
7 − I t has the exponent = n_Cr , the Fluent vers ion has the exponent = 1 − n_Cr
8
9 Requires

10 # include " udf . h"
11 ∗/
12
13 # include " Par t i c leShear2D . h"
14
15
16
17
18 DEFINE_PROPERTY( rheology_cross , c , t )
19 {
20 r e a l SR , e ta ;
21
22 /∗ Rheologica l p r o p e r t i e s of the f l u i d ∗/
23 s t r u c t FourParameterModel Cross ;
24 Cross . lambda = RP_Get_Real ( " c r o s s/lambda " ) ;
25 Cross . n = RP_Get_Real ( " c r o s s/n" ) ;
26 Cross . mu_0 = RP_Get_Real ( " c r o s s/mu_0" ) ;
27 Cross . mu_inf = RP_Get_Real ( " c r o s s/mu_inf " ) ;
28
29 SR = C_STRAIN_RATE_MAG( c , t ) ;
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30
31 e ta = Visco s i tyC ross ( Cross , SR ) ;
32
33 return e ta ;
34 }

UDFs/drag_force.c
1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 UDF f o r computing DPM p a r t i c l e drag f o r c e f o r shear−th inning f l u i d s
3
4 in the form required by Fluent : (18 Cd Re/24)
5 − where in general both c_D and Re are f u n c t i o n s of a v i s c o s i t y t h a t v a r i e s with shear r a t e
6 − and the e f f e c t i v e shear r a t e as seen by the p a r t i c l e i s computed as the vec tor sum of Fluents
7 shear r a t e and a shear r a t e induced by the p a r t i c l e s r e l a t i v e v e l o c i t y .
8
9 Two DPM drag macros DEFINE_DPM_DRAG are provided :

10 − DEFINE_DPM_DRAG( drag_force_s t , Re , p ) f o r shear−th inning f l u i d s as descr ibed above and based on
11 drag laws as defined in s e c t i o n " Functions " below .
12 − DEFINE_DPM_DRAG( drag_force_n , Re , p ) f o r Newtonian f l u i d s based on S c h i l l e r & Naumann ( 1 9 3 3 )
13
14
15 See Fluent R17 . 2 UDF manual , 2 . 5 . 3 . ( page 183)
16 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
17 /∗ Addit ional i n f o
18 DEFINE_DPM_DRAG i s used to s p e c i f y the drag between p a r t i c l e s and f l u i d as a dimensionless group :
19 (18 Cd Re/24)
20 as i t appears in the drag f o r c e per uni t p a r t i c l e mass ( eq . ( 2 . 1 9 ) , page 183) .
21
22 Drag c o e f f i c i e n t of Fluent ( " S p h e r i c a l drag law " ) based on
23 R . C l i f t , J . R . Grace and M. E . Weber " Bubbles , Drops , and P a r t i c l e s " ( 1 9 7 8 ) .
24
25 Requires
26 # include " udf . h"
27 ∗/
28
29
30 # include " Par t i c leShear2D . h"
31
32
33
34 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
35 Functions ( Various drag laws )
36 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
37 /∗ Addit ional i n f o
38
39 ∗/
40 /∗ C o e f f i c i e n t of drag − S c h i l l e r−Naumann ( 1 9 3 3 ) ∗/
41 r e a l c_D_SchillerNaumann ( r e a l Re )
42 {
43 r e a l c_D ;
44 i f ( Re > 1 0 0 0 . 0 )
45 {
46 c_D = 0 . 4 4 ;
47 }
48 e l s e
49 {
50 c_D = ( 2 4 . 0 / Re ) ∗ ( 1 . 0 + 0.15∗pow( Re , 0 . 6 8 7 ) ) ;
51 }
52 return ( c_D ) ;
53 }
54
55
56 /∗ V i s c o e l a s t i c c o r r e c t i o n of drag_force , Acharya ( 1 9 7 6 )
57 − c o r r e c t s Acharya drag law f o r v i s c o e l a s t i c e f f e c t s
58 − uses p a r t i c l e Reynolds number based on v_r / d_p ∗/
59 r e a l c_D_correction_Acharya ( s t r u c t FourParameterModel Carreau , s t r u c t PowerLaw PL , r e a l Re , r e a l SR

, r e a l c_D )
60 {
61 /∗ Time s c a l e lambda ∗/
62 r e a l lambda ;
63 i n t f l u i d = RP_Get_Integer ( " f l u i d " ) ;
64 i f ( f l u i d == 1) /∗ H2O ∗/
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65 {
66 lambda = 0 . 0 ;
67 }
68 e l s e i f ( f l u i d == 2) /∗ PAC2 ∗/
69 {
70 /∗ Carreau time constant ∗/
71 lambda = Carreau . lambda ;
72 }
73 e l s e /∗ PAC4 ∗/
74 {
75 /∗ PAC4 K_FNSC and n_FNSC from Busch e t a l . ( 2 0 1 7 ) ∗/
76 r e a l lambda = pow( 0 . 0 8 4 / 2 . 0 / PL . K, 1 . 0 / ( 0 . 9 6 4 − PL . n ) ) ;
77
78 /∗ Carreau time constant ∗/
79 lambda = Carreau . lambda ;
80 }
81
82 /∗ Weissenberg number ∗/
83 r e a l Wi = lambda ∗ SR ;
84
85 /∗ Correct ion of drag c o e f f i c e n t ∗/
86 c_D = c_D∗(1 − 0.18∗ pow( Re∗Wi , 0 . 1 9 ) ) ;
87
88 return ( c_D ) ;
89 }
90
91
92 /∗ C o e f f i c i e n t of drag − Acharya ( 1 9 7 6 )
93 − determines l a r g e Re drag c o e f f i c i e n t based on PL model
94 − the f u n c t i o n s determines PL c o e f f i c i e n t s from the Carreau model f o r a given shear r a t e ∗/
95 r e a l c_D_Acharya ( s t r u c t FourParameterModel Carreau , r e a l v_r , r e a l d_p , r e a l Re , r e a l SR )
96 {
97 r e a l f1 , f2 , f3 ;
98 r e a l c_D ;
99 s t r u c t PowerLaw PL ;

100 PL = Carreau2PL ( Carreau , SR ) ;
101
102 /∗ Drag law c o e f f i c i e n t s ∗/
103 f1 = pow( 3 . 0 , ( 3 . 0∗PL . n−3.0) / 2 . 0 ) \
104 ∗ ( 3 3 . 0∗pow( PL . n , 5 . 0 ) −64.0∗pow( PL . n , 4 . 0 ) −11.0∗pow( PL . n , 3 . 0 ) +97.0∗pow( PL . n , 2 . 0 ) +16.0∗PL . n ) \
105 / ( 4 . 0∗pow( PL . n , 2 . 0 ) ∗(PL . n + 1 . 0 ) ∗(PL . n + 2 . 0 ) ∗ (2 .0∗PL . n + 1 . 0 ) ) ;
106 f2 = 10.5∗PL . n − 3 . 5 ;
107 f3 = 0.32∗PL . n + 0 . 1 3 ;
108
109 /∗ Drag law c o e f f i c i e n t c o r r e c t i o n of Kawase and Ulbrecht ( 1 9 8 1 ) ∗/
110 f1 = pow( 3 . 0 , ( 3 . 0∗PL . n−3.0) / 2 . 0 ) \
111 ∗ (−22.0∗pow( PL . n , 2 . 0 ) +29.0∗PL . n + 2 . 0 ) \
112 / ( PL . n∗(PL . n + 2 . 0 ) ∗ (2 .0∗PL . n + 1 . 0 ) ) ;
113
114 /∗ Drag law c o e f f i c i e n t c o r r e c t i o n of Kawase and Moo−Young ( 1 9 8 6 ) ∗/
115 f1 = pow( 3 . 0 , ( 3 . 0∗PL . n−3.0) / 2 . 0 ) \
116 ∗ (−7.0∗pow( PL . n , 2 . 0 ) +4.0∗PL . n + 2 6 . 0 ) \
117 / ( 5 . 0∗ ( PL . n + 2 . 0 ) ) ;
118
119 /∗ P a r t i c l e Reynolds number ∗/
120 Re = rho_f∗pow( v_r , (2 .0 −PL . n ) )∗pow( d_p , PL . n ) /PL .K;
121
122 /∗ Drag c o e f f i c i e n t ∗/
123 i f ( Re < 1 . 0 )
124 {
125 c_D = 24.0/Re∗ f1 ;
126 }
127 e l s e
128 {
129 c_D = 24.0/Re∗ f1 + f2 /(pow( Re , f3 ) ) ;
130 }
131
132 /∗ V i s c o e l a s t i c c o r r e c t i o n of drag_force ∗/
133 c_D = c_D_correction_Acharya ( Carreau , PL , Re , SR , c_D ) ;
134
135 return ( c_D ) ;
136 }
137
138
139 /∗ C o e f f i c i e n t of drag − Chhabra & Uhlherr ( 1 9 8 0 )
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140 − c o r r e c t s S c h i l l e r & Naumann drag c o e f f i c i e n t f o r nN e f f e c t s based on Carreau model
141 − uses Newtonian zero−shear v i s c o s i t y based p a r t i c l e Reynolds number ∗/
142 r e a l c_D_ChhabraUhlherr ( s t r u c t FourParameterModel Carreau , r e a l Re0 , r e a l SR )
143 {
144 /∗ Carreau number ∗/
145 r e a l Ca = Carreau . lambda ∗ SR ; /∗ SR_p ; ∗/
146
147 /∗ S c h i l l e r−Naumann c o e f f i c i e n t of drag ∗/
148 r e a l c_D = c_D_SchillerNaumann ( Re0 ) ;
149
150 /∗ nN S c h i l l e r−Naumann c o r r e c t i o n f a c t o r ∗/
151 r e a l c o r r e c t i o n = 1 . 0 + 0 . 65∗ ( Carreau . n−1.0)∗pow( Ca , 0 . 2 ) ;
152
153 /∗ nN c o r r e c t e d S c h i l l e r−Naumann c o e f f i c i e n t of drag ∗/
154 return ( c_D∗c o r r e c t i o n ) ;
155 }
156
157
158 /∗ C o e f f i c i e n t of drag − Fluents s p h e r i c a l drag law
159 − suggested va l id range 20 < Re < 260
160 − code i s taken from ht tps ://www. cfd−onl ine . com/Forums/f luent−udf/100432−how−add−v e l o c i t y−dpm.

html
161 − i s a l s o a v a i l a b l e as macro in Fluent " drag_force = SphereDragCoeff ( Re ) ; "
162 − " drag_force = SphereDragCoeff ( p−>Re ) ; " makes use of Reynolds number provided to DPM drag law ∗/
163 r e a l c_D_Fluent_spher ica l ( r e a l Re )
164 {
165 r e a l drag_force ;
166 /∗ Code snippet from CFD onl ine ∗/
167 i f ( Re < 0 . 0 1 )
168 {
169 drag_force = 1 8 . 0 ;
170 }
171 e l s e i f ( Re < 2 0 . 0 )
172 {
173 r e a l w = log10 ( Re ) ;
174 drag_force = 1 8 . 0 + 2.367∗pow( Re ,0 .82−0.05∗w) ;
175 }
176 e l s e
177 {
178 drag_force = 1 8 . 0 + 3.483∗pow( Re , 0 . 6 3 0 5 ) ;
179 }
180
181 /∗ Fluent macro ∗/
182 drag_force = SphereDragCoeff ( Re ) ;
183
184 /∗ C o e f f i c i e n t of drag ∗/
185 r e a l c_D = 24.0∗ drag_force /18.0/Re ;
186 return ( c_D ) ;
187 }
188
189
190
191 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
192 UDF p a r t i c l e drag f o r c e f o r non−Newtonian l i q u i d s based on s e v e r a l nN drag law models
193 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
194 /∗ Addit ional i n f o
195 Computational procedure :
196 1 . R e l a t i v e p a r t i c l e v e l o c i t y and magnitude of r e l a t i v e p a r t i c l e v e l o c i t y
197 2 . E f f e c t i v e ( Newtonian ) shear r a t e as seen by the p a r t i c l e
198 3 . True v i s c o s i t y as seen by the p a r t i c l e based on Cross or Carreau c o n s t i t u t i v e equation
199 4 . Reynolds number , e i t h e r using e f f f e c t i v e v i s c o s i t y from 3 . or depending on drag law
200 5 . Drag law , one of the above defined f u n c t i o n s
201 6 . Return (18 Cd Re/24) to Fluent s o l v e r
202 ∗/
203 DEFINE_DPM_DRAG( drag_force_s t , Re , p )
204 {
205 /∗ T r a c k e d _ P a r t i c l e ∗p c e l l index of the c e l l t h a t the p a r t i c l e i s c u r r e n t l y in ∗/
206 c e l l _ t c_p = P_CELL ( p ) ;
207
208 /∗ Tracked p a r t i c l e ∗p pointer to the thread the p a r t i c l e c u r r e n t l y i s in ∗/
209 Thread ∗t_p = P_CELL_THREAD( p ) ;
210
211 /∗ Tracked p a r t i c l e p o s i t i o n vec tor ∗/
212 r e a l x [ND_ND] ;
213
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214 /∗ P a r t i c l e diameter ∗/
215 r e a l d_p = P_DIAM( p ) ;
216
217 /∗ Fluid densi ty ∗/
218 r e a l rho_l = C_R( c_p , t_p ) ;
219
220 /∗ V e l o c i t y and shear r a t e v e c t o r s ∗/
221 r e a l u [ND_ND] , v [ND_ND] , v_r [ND_ND] , a [ND_ND] , e_m[ND_ND] , e_p [ND_ND] , SR_vector [ND_ND] ;
222
223 /∗ Looping v a r i a b l e and s p a t i a l dimensions ∗/
224 i n t i , idim = ND_ND;
225
226 /∗ Models to be used ∗/
227 i n t model_SR = RP_Get_Integer ( " model/s r " ) ;
228 i n t model_SR_p = RP_Get_Integer ( " model/sr_p " ) ;
229 char ∗model_R = RP_Get_String ( " model/rheology " ) ;
230 char ∗model_c_D = RP_Get_String ( " model/drag " ) ;
231
232 /∗ Rheologica l p r o p e r t i e s of the f l u i d ∗/
233 s t r u c t FourParameterModel Cross ;
234 Cross . lambda = RP_Get_Real ( " c r o s s/lambda " ) ;
235 Cross . n = RP_Get_Real ( " c r o s s/n" ) ;
236 Cross . mu_0 = RP_Get_Real ( " c r o s s/mu_0" ) ;
237 Cross . mu_inf = RP_Get_Real ( " c r o s s/mu_inf " ) ;
238 s t r u c t FourParameterModel Carreau ;
239 Carreau . lambda = RP_Get_Real ( " carreau/lambda " ) ;
240 Carreau . n = RP_Get_Real ( " carreau/n" ) ;
241 Carreau . mu_0 = RP_Get_Real ( " carreau/mu_0" ) ;
242 Carreau . mu_inf = RP_Get_Real ( " carreau/mu_inf " ) ;
243
244 /∗ Shear r a t e s & v i s c o s i t y ∗/
245 r e a l SR , SR_p , SR_f = C_STRAIN_RATE_MAG( c_p , t_p ) ;
246 r e a l eta , e ta_Fluent , Re_Fluent , Re0 ;
247
248 /∗ Drag law ∗/
249 r e a l w, c_D , c_D_Fluent , drag_force ;
250
251
252
253 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

254 /∗ R e l a t i v e v e l o c i t y and magnitude of r e l a t i v e v e l o c i t y ∗/
255 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

256
257 /∗ Fluid v e l o c i t y components of background shear flow ∗/
258 u [ 0 ] = C_U( c_p , t_p ) ;
259 u [ 1 ] = C_V( c_p , t_p ) ;
260 # i f RP_3D
261 u [ 2 ] = C_W( c_p , t_p ) ;
262 # endi f
263
264 /∗ Loop a l l s p a t i a l dimensions ∗/
265 f o r ( i =0 ; i < idim ; i ++)
266 {
267 /∗ P a r t i c l e p o s i t i o n components ∗/
268 x [ i ] = P_POS ( p ) [ i ] ;
269 r e a l x1 = x [ 0 ] ;
270 r e a l x2 = x [ 1 ] ;
271
272 /∗ P a r t i c l e v e l o c i t y components ∗/
273 v [ i ] = P_VEL ( p ) [ i ] ;
274
275 /∗ P a r t i c l e r e l a t i v e v e l o c i t y components ∗/
276 v_r [ i ] = u [ i ]−v [ i ] ;
277 }
278
279 /∗ V e l o c i t y magnitudes ∗/
280 r e a l u_mag = NV_MAG( u ) ;
281 r e a l v_r_mag = NV_MAG( v_r ) ;
282
283
284 /∗
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−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

285 /∗ E f f e c t i v e ( Newtonian ) shear r a t e as seen by the p a r t i c l e ∗/
286 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

287
288 /∗ P a r t i c l e r e l a t i v e−v e l o c i t y induced shear r a t e ∗/
289 i f ( model_SR_p == 1) /∗ e . g . Acharya ( 1 9 7 6 ) ∗/
290 {
291 SR_p = v_r_mag/d_p ;
292 }
293 e l s e i f ( model_SR_p == 2) /∗ e . g . Chhabra & Uhlherr ( 1 9 8 0 ) ∗/
294 {
295 SR_p = v_r_mag/(d_p / 2 . 0 ) ;
296 }
297 e l s e i f ( model_SR_p == 3) /∗ Renaud e t a l . ( 2 0 0 4 ) ∗/
298 {
299 SR_p = v_r_mag/(d_p/ s q r t ( 6 . 0 ) ) ;
300 }
301 e l s e i f ( model_SR_p == 4) /∗ tbd ∗/
302 { }
303 e l s e /∗ ∗/
304 {
305
306 }
307
308 /∗ Tota l shear based on current shear r a t e model ∗/
309 i f ( model_SR == 1) /∗ STJ , L i t e r a t u r e ∗/
310 {
311 SR = pow( pow( SR_f , 2 . 0 ) + pow( SR_p , 2 . 0 ) , 0 . 5 ) ;
312 }
313 e l s e i f ( model_SR == 2) /∗ Addition of shear r a t e v e c t o r s ∗/
314 {
315 NV_VS_VS( SR_vector , = , u , ∗ , SR_f/u_mag , + , v_r , ∗ , SR_p/v_r_mag ) ;
316 SR = NV_MAG( SR_vector ) ;
317 }
318 e l s e i f ( model_SR == 3) /∗ S u b s t r a c t i o n of shear r a t e v e c t o r s ∗/
319 {
320 NV_VS_VS( SR_vector , = , u , ∗ , SR_f/u_mag , −, v_r , ∗ , SR_p/v_r_mag ) ;
321 SR = NV_MAG( SR_vector ) ;
322 }
323 e l s e i f ( model_SR == 4) /∗ ∗/
324 {
325 f o r ( i = 0 ; i < idim ; i ++)
326 {
327 /∗ Unit vec tor components of f l u i d v e l o c i t y d i r e c t i o n s ∗/
328 e_m[ i ] = u [ i ] / u_mag ;
329
330 /∗ Unit vec tor components of p a r t i c l e r e l a t i v e v e l o c i t y d i r e c t i o n s ∗/
331 e_p [ i ] = v_r [ i ] / v_r_mag ;
332 }
333
334 # i f RP_2D
335 r e a l f a c t o r = abs (e_m[0]∗ e_p[1]−e_m[1]∗ e_p [ 0 ] ) ;
336 # endi f
337
338 # i f RP_3D
339 NV_CROSS( a , e_m , e_p ) ;
340 r e a l f a c t o r = NV_MAG( a ) ;
341 # endi f
342 SR = pow(pow( SR_f , 2 . 0 ) + pow( f a c t o r∗SR_p , 2 . 0 ) , 0 . 5 ) ;
343 }
344 e l s e /∗ ∗/
345 {
346
347 }
348
349
350 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

351 /∗ True v i s c o s i t y as seen by the p a r t i c l e ∗/
352 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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∗/
353
354 i n t f l u i d = RP_Get_Integer ( " f l u i d " ) ;
355
356 /∗ V i s c o s i t y as determined by Fluent ∗/
357 eta_F luent = C_MU_L( c_p , t_p ) ;
358
359 i f ( f l u i d == 1) /∗ H2O ∗/
360 {
361 e ta = eta_F luent ;
362 }
363 e l s e /∗ Shear−th inning case , evaluate e f f e c t i v e v i s c o s i t y with computed t o t a l shear r a t e ∗/
364 {
365 i f ( strcmp ( " Cross " , model_R ) == 0) /∗ Rheologica l model : CROSS ∗/
366 {
367 e ta = Visco s i tyC ross ( Cross , SR ) ;
368 }
369 e l s e i f ( strcmp ( " Carreau " , model_R ) == 0) /∗ Rheologica l model : CARREAU ∗/
370 {
371 e ta = Viscos i tyCarreau ( Carreau , SR ) ;
372 }
373 e l s e /∗ ∗/
374 {
375
376 }
377 }
378
379 /∗ Turbulent v i s c o s i t y ∗/
380 /∗ i f ( rp_turb )
381 {
382
383 }
384 ∗/
385
386
387 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

388 /∗ Reynolds number ∗/
389 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

390
391 /∗ Fluent d e f a u l t p a r t i c l e Reynolds number based on Fluent macro ∗/
392 Re_Fluent = RE_NUMBER( rho_l , v_r_mag , d_p , e ta_F luent ) ;
393
394 /∗ Fluent d e f a u l t p a r t i c l e Reynolds number based on e f f e c t i v e v i s c o s i t y , should be i d e n t i c a l to

previous ∗/
395 Re_Fluent = rho_l∗v_r_mag∗d_p / eta_F luent ;
396
397 /∗ True p a r t i c l e Reynolds number based on true e f f e c t i v e v i s c o s i t y , should be i d e n t i c a l to

previous ∗/
398 Re = rho_l∗v_r_mag∗d_p / eta ;
399
400 /∗ True p a r t i c l e Reynolds number based on Fluent macro ∗/
401 Re = RE_NUMBER( rho_l , v_r_mag , d_p , e ta ) ;
402
403 i f ( strcmp ( "CU" , model_c_D ) == 0)
404 {
405 /∗ P a r t i c l e Reynolds number based on Carreau zero−shear v i s c o s i t y as required f o r Chhabra &

Uhlherr ( 1 9 8 0 ) drag law ∗/
406 Re0 = rho_l∗v_r_mag∗d_p / Carreau . mu_0 ;
407 }
408
409 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

410 /∗ Drag law ∗/
411 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

412
413 i f ( strcmp ( " FS " , model_c_D ) == 0) /∗ Fluents s p h e r i c a l drag law ∗/
414 {
415 c_D_Fluent = c_D_Fluent_spher ica l ( Re_Fluent ) ;
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416 c_D = c_D_Fluent_spher ica l ( Re ) ;
417 }
418 e l s e i f ( strcmp ( "SN" , model_c_D ) == 0) /∗ S c h i l l e r & Naumann ( 1 9 3 5 ) ∗/
419 {
420 c_D_Fluent = c_D_SchillerNaumann ( Re_Fluent ) ;
421 c_D = c_D_SchillerNaumann ( Re ) ;
422 }
423 e l s e i f ( strcmp ( "A" , model_c_D ) == 0) /∗ Acharya ( 1 9 7 6 ) and c o r r e c t i o n f o r v i s c o e l a s t i c e f f e c t s ∗/
424 {
425 c_D_Fluent = c_D_Acharya ( Carreau , v_r_mag , d_p , Re , SR_f ) ;
426 c_D = c_D_Acharya ( Carreau , v_r_mag , d_p , Re , SR ) ;
427 }
428 e l s e i f ( strcmp ( "CU" , model_c_D ) == 0) /∗ Chhabra & Uhlherr ( 1 9 8 0 ) ∗/
429 {
430 c_D_Fluent = c_D_ChhabraUhlherr ( Carreau , Re0 , SR_f ) ;
431 c_D = c_D_ChhabraUhlherr ( Carreau , Re0 , SR ) ;
432 }
433 e l s e /∗ ∗/
434 {
435 }
436
437 /∗ Drag f o r c e as required by Fluent inc luding p o t e n t i a l non−Newtonian v i s c o s i t y c o r r e c t i o n ( f i r s t

term )∗/
438 drag_force = eta/eta_F luent ∗ 18.0∗c_D∗Re / 2 4 . 0 ;
439
440 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

441 /∗ Output in TUI ∗/
442 /∗

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗/

443
444 Message0 ( "\n p a r t i c l e _ d r a g _ c o e f f i c i e n t . c \
445 \ t x %f \
446 \ t y %f \
447 \ t SR_f %f \
448 \ t SR_p %f \
449 \ t SR %f \
450 \ t eta_F %f \
451 \ t e ta %f \
452 \ t Re_Fluent %f \
453 \ t Re %f \
454 \ t c_D_Fluent %f \
455 \ t c_D %f \
456 \
457 \ t \n" , x [ 0 ] , x [ 1 ] , SR_f , SR_p , SR , eta_Fluent , eta , Re_Fluent , Re , c_D_Fluent , c_D ) ;
458
459 return ( drag_force ) ;
460 }
461
462
463 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
464 UDF p a r t i c l e drag f o r c e f o r Newtonian f l u i d s based on S c h i l l e r & Naumann ( 1 9 3 3 )
465 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
466
467 DEFINE_DPM_DRAG( drag_force_n , Re , p )
468 {
469
470 /∗ S c h i l l e r & Naumann ( 1 9 3 5 ) ∗/
471 r e a l c_D ;
472 i f ( Re > 1 0 0 0 . 0 )
473 {
474 c_D = 0 . 4 4 ;
475 }
476 e l s e
477 {
478 c_D = ( 2 4 . 0 / Re ) ∗ ( 1 . 0 + 0.15∗pow( Re , 0 . 6 8 7 ) ) ;
479 }
480
481 /∗ Drag f o r c e as required by Fluent inc luding p o t e n t i a l non−Newtonian v i s c o s i t y c o r r e c t i o n ( f i r s t

term )∗/
482 r e a l drag_force = 18.0∗c_D∗Re / 2 4 . 0 ;
483
484 return ( drag_force ) ;
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485 }

B.3. Orbit3D - UDF code of paper [VIII]

This appendix contains the UDF source code ParticleShear2D of the journal
paper Cuttings transport: On the coupled effect of drillpipe rotation and lateral
motion [VIII].

UDFs/Orbit3D.c
1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 UDF f o r computing mid−point v e l o c i t i e s of o r b i t a l moving d r i l l s t r i n g
3
4
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
6
7 # include " udf . h"
8 # include " math . h"
9 # include " dynamesh_tools . h"

10
11
12
13 /∗ Global d e f i n i t i o n of parameters ∗/
14 r e a l y_0 , A_y , A_z , f_y , f_z ;
15
16 DEFINE_ADJUST( pass_scheme , d )
17 {
18 # i f !RP_NODE
19 /∗ Parameters f o r p o s i t i o n of d r i l l s t r i n g c e n t e r ∗/
20 r e a l y_0 = RP_Get_Real ( " geo/e " ) ∗( RP_Get_Real ( " geo/d_o " )−RP_Get_Real ( " geo/d_i " ) ) / 2 . 0 ; /∗

Dimensional e c c e n t r i c i t y = dimensional o f f s e t in y−d i r e c t i o n ∗/
21 r e a l A_y = RP_Get_Real ( " a/y " ) ; /∗ P o s i t i o n amplitude y−d i r e c t i o n ∗/
22 r e a l A_z = RP_Get_Real ( " a/z " ) ; /∗ P o s i t i o n amplitude z−d i r e c t i o n ∗/
23 r e a l f_y = RP_Get_Real ( " rpm_whirl " ) / 6 0 . 0 ; /∗ Angular frequency y−d i r e c t i o n ∗/
24 r e a l f_z = RP_Get_Real ( " rpm_whirl " ) / 6 0 . 0 ; /∗ Angular frequency z−d i r e c t i o n ∗/
25 # endi f
26
27 # i f PARALLEL
28 host_to_node_real_1 ( y_0 ) ;
29 host_to_node_real_1 (A_y) ;
30 host_to_node_real_1 ( A_z ) ;
31 host_to_node_real_1 ( f_y ) ;
32 host_to_node_real_1 ( f_z ) ;
33 # endi f
34
35 }
36
37
38
39 DEFINE_CG_MOTION( dri l lp ipe_mot ion , dt , vel , omega , time , dtime )
40 {
41
42 /∗ Reset v e l o c i t i e s ∗/
43 NV_S ( vel , = , 0 . 0 ) ;
44
45 # i f !PARALLEL
46 /∗ Parameters f o r p o s i t i o n of d r i l l s t r i n g c e n t e r ∗/
47 r e a l y_0 = RP_Get_Real ( " geo/e " ) ∗( RP_Get_Real ( " geo/d_o " )−RP_Get_Real ( " geo/d_i " ) ) / 2 . 0 ; /∗

Dimensional e c c e n t r i c i t y = dimensional o f f s e t in y−d i r e c t i o n ∗/
48 r e a l A_y = RP_Get_Real ( " a/y " ) ; /∗ P o s i t i o n amplitude y−d i r e c t i o n ∗/
49 r e a l A_z = RP_Get_Real ( " a/z " ) ; /∗ P o s i t i o n amplitude z−d i r e c t i o n ∗/
50 r e a l f_y = RP_Get_Real ( " rpm_whirl " ) / 6 0 . 0 ; /∗ Angular frequency y−d i r e c t i o n ∗/
51 r e a l f_z = RP_Get_Real ( " rpm_whirl " ) / 6 0 . 0 ; /∗ Angular frequency z−d i r e c t i o n ∗/
52 # endi f
53
54 /∗ V e l o c i t i e s of d r i l l s t r i n g c e n t e r ∗/
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B.3. Orbit3D - UDF code of paper [viii]

55 /∗ F i r s t time d e r i v a t i v e s of y ( t ) = ( y_0 + A_y) − A_y∗cos ( 2 . 0∗M_PI∗f_y∗time ) and z ( t ) = A_z∗cos
( 2 . 0∗M_PI∗f_z∗time ) ∗/

56 vel [ 1 ] =A_y∗ (2 .0∗M_PI∗f_y )∗s in ( 2 . 0∗M_PI∗f_y∗time ) ;
57 vel [ 2 ] = A_z∗ (2 .0∗M_PI∗f_z )∗cos ( 2 . 0∗M_PI∗f_z∗time ) ;
58
59 }
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