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ABSTRACT This study aimed at analyzing the extent to which publicly observable pieces of information
representing stakeholders’ past and current choices can be utilized for the construction of motivational
profiles. Motivation is operationalized by the theory of Basic Human Values, which organizes 10 values
capturing distinct aspects of human motivation into a hierarchical order. The construction of motivational
profiles for individual stakeholders is motivated by the need to enhance the existing decision-maker model
in the Conflicting Incentives Risk Analysis (CIRA) method. This study utilized an online questionnaire
to collect responses from participants (n = 331) about a wide range of habits and personal items that are
easily observable in various contexts by an analyst. The validity of the set of observables as surrogate
predictors of the motivational profiles is evaluated by various methods (i.e. comparison to previous results,
cross-validation of models, comparison to test-retest reliability of the psychometric instrument) and tech-
niques (calculation of prediction interval for individual profile scores). The assessment of the uncertainties
associated with predicting motivational profiles is explored in detail. Additionally, an example illustrates
how the profiles can be utilized for the assessment of action desirability (i.e. prediction of behavior) based
on the utility calculations established in CIRA. The results contribute to an improved understanding about
the accuracy with which human stakeholder motivation can be inferred from public observables and utilized
within the context of information security risk analysis.

INDEX TERMS Conflicting Incentives Risk Analysis, human motivation, public observables, profiling, risk
analysis, stakeholder behavior.

I. INTRODUCTION
Increasing levels of digitization affect more and more sectors,
as well as critical infrastructures. A prominent emerging
example is the Smart Grid, which represents the aug-
mentation of the traditional electric grid with Internet of
Things (IoT) devices enabling several desirable proper-
ties for various stakeholders, such as enhanced monitoring
and control capabilities, the potential for more sustainable
and eco-friendly energy utilization, new business oppor-
tunities, etc. [1]. The envisaged benefits can materialize
given that the potential downsides introduced with novel
technologies remain under control, and risks are miti-
gated. A complex system such as the Smart Grid has an
inflated surface for cyber-attacks [2], and potential threats
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to privacy are increased [3]; thus, national security may
be at risk when international conflict permeates to critical
infrastructures [4].

Any stakeholder connected to the electric grid may be
interested in getting answers to questions relating to their
level of risk as a result of the actions or inactions of other
parties. Homeowners may be interested in the privacy risks
they face as owners of IoT smart appliances when service
providers and manufacturers decide to merge [5]. Is it pos-
sible that threats to end-users’ privacy observed in other
sectors (e.g. toll booth use [6], health care [7]) are trans-
ferable to the Smart Grid when the need to process huge
amounts of information at a low cost motivates companies
to engage in outsourcing, which may expose millions of
citizen records to parties whose interests may be difficult to
monitor. Analysis of consumption data from Smart Meters
enables profiling that can be used to identify unique devices
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used in the household, to reveal the number of occupants
and other sensitive information not previously available from
these sources of data. Such datasets are of great potential
utility not only for the electricity provider, but other third
parties (e.g. insurance companies, entertainment companies,
and government authorities) [8]. Are the proper regulations
in place, and are they enforced so that they prevent elec-
tricity companies from abusing their newly gained insights?
Is it reasonable to assume that the information provided to
prospective customers about the details of their contract is
valid and reliable (i.e. integrity of information is appropri-
ate)? Misinformation or deliberate withholding of pieces of
key information can have a negative impact on the organi-
zation, when misbehavior is revealed [9]. What are the key
factors that motivate relevant decision-makers in an organi-
zation to invest scarce resources (e.g. time and money) to
ensure that customer information is securely transmitted, pro-
cessed, stored and erased throughout the entire lifecycle of the
data [10]? From a national security perspective, it is important
to understand whether all the stakeholders responsible for
maintaining and developing the Smart Grid of the future act
in accordance with national interests.

In order to answer such questions in highly complex
systems, the Conflicting Incentives Risk Analysis (CIRA)
method proposes a way to model risks in a novel way
by focusing on the motivation of the relevant stakeholders
within the scope of the analysis [11]. The method requires
that stakeholder motivational profiles be constructed without
direct interaction with the subjects (i.e. using unobtrusive
measures). Therefore, the main objective and research prob-
lem of this paper is to explore the extent to which publicly
observable pieces of information can be utilized for building
individual motivational profiles. For the construction of the
motivational profiles, this study focuses on two distinct types
of information that are assumed to be easily available in any
context and can be assessed with a high accuracy simply by
observation of subjects:

• evidence of conscious choices from the past of the
stakeholder (i.e. ownership of various items, buying
decisions) and

• habits and activities in the present.

There is a growing collection of work that demonstrates how
various personality features can be predicted from different
behavioral traces: intelligence and Big 5 traits from Facebook
likes [12], Big 5 traits from mobile phone use data [13],
and so on; for an extensive review, see [14]. While these
methods are unobtrusive in the sense that they do not rely
on direct interaction with the subject, they are highly obtru-
sive since they require access to sensitive personal account
information or behavioral characteristics available only in
settings where a subject explicitly gives permission to an
application or other data collecting service, which can be used
to amass a vast amount of information about the subjects. It is,
however, unreasonable to assume that such sources of infor-
mation will be available in common risk analysis settings.

Furthermore, respondents would not be legally obliged to
provide such account information for the purpose of the anal-
ysis. Therefore, the utility of the previously mentioned unob-
trusive profilingmethods is highly limited for the purpose of a
real-world risk analysis, since the methods require full access
to devices and/or accounts and are dependent on specific
services. The present analysis focuses on features that are
independent of service providers and thus aims for a wider
range of applicability. The following research questions
were formulated to address the overall research problem:

• RQ 1: How well can observable features predict stake-
holder motivational profiles operationalized as the Basic
Human Values?

• RQ 2: How much improvement can be expected from
the present set of observable features compared to anal-
yses using demographic features?

The paper is organized as follows. Section II presents a set
of the most widely adopted information security risk assess-
ment (ISRA) methods, which include human-related risks in
the risk assessment procedure; describes key features of the
CIRA method; and presents the theory used to operationalize
human motivation. Section III describes the research method,
including the data collection procedure and the instruments
used. Section IV presents the key findings, Section V dis-
cusses the relevance of the findings in the context of risk
analysis, as well as the limitations and plans for further work.
Finally, Section VI provides a summary of the work.

II. RELATED WORK
Several risk analysis methods exist, but few address human
motivation in detail. This section provides and overview
of existing approaches for addressing human-related risks
within information security as implemented in various ISRA
methods. The primary resource for this overview is pro-
vided by [15], in which the most relevant ISRA meth-
ods are analyzed in detail, and the Core Unified Risk
Framework is developed to aid practitioners in selecting the
most appropriate method for the task at hand. The frame-
work contains a total of nine ISRA methods, along with
privacy and cloud risk assessment methods. The follow-
ing overview focuses on a subset of the methods, includ-
ing a discussion of human threats. Four methods were
excluded from the present overview, due to their incom-
pleteness on the following attributes according to the frame-
work: threat willingness/motivation, threat capability, and
threat capacity. Furthermore, the Risikovurdering av infor-
masjonssystem (RAIS) method was also excluded due to its
obsolescence and unavailability in English. A short summary
of the strengths and weaknesses of the reviewed methods is
provided in Table 1.

The ISO 27005:2011 is one of the most widely used risk
management frameworks, which in Annex C lists various
threats that can guide an analyst through the threat assessment
process [16]. Each threat is classified into one or more of the
following groups: accidental, deliberate, and environmental.
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TABLE 1. Comparison of a representative set of ISRA methods with respect to their capability of dealing with human threats.

An additional table organizes human-related threats into five
main groups by their origins (hacker, computer criminal,
terrorist, industrial espionage, and insiders). Each group has
an associated list of motivations, and the possible conse-
quences of these threats are enumerated. Annex D also men-
tions several human-related vulnerabilities that span across
issues related to personnel (e.g. lack of security awareness),
organizational vulnerabilities (e.g lack of continuity plans),
hardware and software (e.g. complicated user interfaces).
The framework produces a risk matrix for further decision-
making, which can be constructed by combining subjective
and empirical measures, that fit well with the organization’s
objectives and available resources. In sum, the framework
calls the analyst’s attention to several human threats and
provides general outlines about issues that should be consid-
ered during threat identification and vulnerability assessment,
which can be useful during a high-level initial risk identi-
fication phase. However, the analyst is not provided with
specific details about the complex motivational and cognitive
processes that result in overt behavior. Since an analyst may
have to resort to guesswork regarding human threats, the risk
assessment procedure could result in ignoring or miscalculat-
ing human-related threats and risks.

The simulation-based Factor Analysis of Information Risk
(FAIR) method was developed to measure and represent
information security risk using quantitative methods and sta-
tistically sound mathematical calculations. Salient objects
are identified in the environment, their characteristics are
defined, and their interactions are modeled. The end result
can be an integer, a distribution that represents the risk to
information security. ‘‘Information risk occurs at the inter-
section of two probabilities-the probability that an action
will occur that has the potential to inflict harm on an asset,

and the probable loss associated with the harmful event’’ [17].
A taxonomy for information risk includes elemental compo-
nents (objects) that make up the information risk landscape,
a set of variables that describe the characteristics of objects,
a decomposition of the factors that drive information risk,
and a description of the relationships between the factors.
Humans are a type of object within the framework, and threat
agents are special objects that can be categorized as: humans,
animals, environmental elements, and human-made objects.
Threat agents, which have the ability or tendency to inflict
harm upon other objects, are characterized by a unique set of
characteristics that captures a certain level of psychological
realism, including skill, knowledge, experience, resources,
risk tolerance, primary and secondary motives, and intents.
A threat community provides a description for a set of threat
agents that share some common characteristics. It is use-
ful for defining threat agent characteristics based on group
membership when individuals are unknown. FAIR takes the
perspective of the threat agent when considering the value
of the object, the vulnerability of the object and the level of
risk to the threat agent with negative consequences. These
considerations are included based on the specific threat com-
munity characteristics. To measure threat capability, a scale
is constructed by combining three factors: knowledge, experi-
ence and resources. In sum, the method models human agents
as a group within a threat community, where the parameters
related to the specific threat community are volume, activity
level, capability, risk tolerance, selectiveness, primary intent,
and secondary intent.

The Operationally Critical Threat, Asset, and Vulnera-
bility Evaluation (OCTAVE-Allegro) method was designed
to optimize information security risk assessments, consider-
ing limited resources for the task. The methodology guides
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the analyst through the process by considering how people
and technology contribute to business processes they sup-
port [18]. Several OCTAVE variants have been developed
for the needs of organizations of various sizes. All variants
aim at developing qualitative risk evaluation criteria, identi-
fying assets that are crucial to the goals of the organization,
identifying vulnerabilities and threats to those assets, and
evaluating potential consequences to the organization if iden-
tified threats are realized. Some variants are based on work-
shops with interdisciplinary analyst teams or field experts.
Allegro is specifically designed to guide risk assessment
without extensive expert knowledge. The methodology is
supported by worksheets and questionnaires. Human behav-
ior is addressed in the threat scenario identification process,
distinguishing between accidental and deliberate actions by
human actors. Threats have the following properties: asset,
access, actor (person who may violate security require-
ments), motive (intention of the actor), and outcome. Actors
are further categorized according to their position as inside,
outside. Threat identification largely depends on incidental
background knowledge (e.g. ‘‘John is the only employee who
knows the production specs for producing widgets and he has
been talking about leaving the company; if he does so, and the
widget specs aren’t obtained, we can’t make widgets’’ [18]),
which is brought to the analyst’s attention by the use of threat
scenario questionnaires. The scenario-based qualitative threat
identification can be useful to highlight important aspects
where more investigation is needed, but largely depends on
the analyst’s creativity or motivation and available resources
to distinguish between realistic and unlikely threat events.

TheNIST 800-30method developed by the National Insti-
tute of Standards and Technology of the U.S. Department
of Commerce [19] was designed to assist with conduct-
ing risk assessments for federal information systems and
organizations, with the aim of providing senior executives
the information needed to determine appropriate courses of
action when considering the identified risks. The impact of
human behavior is discussed in threat sources (character-
ized by intent and method targeted at the exploitation of
a vulnerability), which enables the development of corre-
sponding threat scenarios. Types of threat sources may be:
hostile cyber or physical attacks; human errors of omission
or commission; structural failures of organization-controlled
resources; and natural and man-made disasters, accidents,
and failures beyond the control of the organization. Further-
more, when discussing vulnerabilities in the broader context,
various types of vulnerabilities are enumerated that can be
linked to human behavior (e.g. lack of effective risk manage-
ment strategies and adequate risk framing; poor intra-agency
communications; inconsistent decisions; misalignment of
enterprise architecture to support mission/business activities;
external relationships, such as dependencies on particular
energy sources, supply chains, information technologies, and
telecommunications providers, etc.). The assessment of inci-
dent likelihood for adversarial threats is based on: adversary
intent, adversary capability, adversary targeting. Table D-2 in

the Appendix provides a detailed taxonomy of adversarial
Threat Sources at various levels (individual, group, organi-
zation, and nation-state), with further distinctions, such as
outsider, insider, trusted insider, etc. TablesD3 toD5 describe
relevant adversarial features (i.e. capability, intent, target-
ing), with descriptions of the meanings of the accompany-
ing qualitative values (very low to very high). A lack of
further guidance on what evidence is needed to support the
adversarial models could hinder the effective assessment of
human-related threats, and may turn risk assessment into an
ad-hoc exercise, without empirical evidence supporting the
assumptions. The volume of Threat Scenarios that can be
potentially generated from the checklists may further com-
plicate the execution of successful risk assessments.

The COBIT5/RISK IT framework developed by ISACA
describes a process model for the management of information
technology-related risk [20]. The document emphasizes
that risk management-related processes need to be con-
nected to overall business objectives, and communication
between stakeholders should be a continuous process. Dur-
ing risk-management activities the guidelines propose the
development and use of risk scenarios to help overcome the
challenges associated with identifying important and relevant
risks amongst all that can possibly go wrong with the IT
infrastructure. The scenarios are used during the risk analysis,
where the frequency of a scenario actually happening and
business impacts are estimated. Scenarios should contain
actors (internal or external), threat type (malicious or acci-
dental), event (e.g. disclosure of confidential information),
asset (impacted by the event leading to business impact),
and timing. The Risk IT framework is mainly focused on
the management and governance perspective, and no fur-
ther details are provided about how to assess human-related
risks.

The graphical or model-based method for security risk
analysis CORAS, was developed in order to provide a
method that facilitates risk analysis by making previous
results easily accessible and maintainable [21]. The method
comprises a specific risk-modeling language, the step-by-step
description of the risk-analysis process, and a software tool
for documenting and maintaining the results of the analysis.
It is based on meetings and workshops between relevant
stakeholders and the analyst. Risks are identified through a
process called structured brainstorming, where participants
with different competences and backgrounds provide their
perspectives on the target of analysis. The outputs of the
brainstorming activities are threat diagrams where human
threats (accidental or deliberate) are linked to vulnerabili-
ties, threat scenarios and incidents. The next step focuses
on risk estimation, in which participants provide likelihood
estimates and consequence estimations for each threat sce-
nario in the threat diagrams. For scenarios with difficult-
to-estimate likelihoods, the analysis leader gives suggestions
based on historical data, like security incident statistics or
personal experience. Thus, risk assessment largely depends
on subjective evaluations and on the breadth of knowledge
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possessed by the stakeholders invited to the brain-storming
sessions.

In order to reduce the complexities associated with con-
ducting the aforementioned risk-analysis methods, and to
overcome some of their limitations, the Conflicting Incen-
tives Risk Analysis (CIRA) method proposes a novel way to
describe the risk situation. CIRA develops a different concept
of risk, where risk is the result of misaligned stakeholder
incentives [22] and risk is analyzed from the perspective of
an individual facing a risk. Two types of risks are distin-
guished: threat risk -undesirable events- and opportunity
risk - desirable events not realized. To characterize these
risks, CIRA requires the identification of two classes of
stakeholders: the risk owner and the strategy owner. Each
stakeholder is characterized by a set of utility factors, which
capture important aspects of their overall utility (e.g. wealth,
health, security, etc.). Actions available for the strategy owner
can have a positive or negative impact on the risk owner’s
utility factors. Each action has a level of (un)desirability for
the strategy owner, which (de)motivates the selection of that
particular strategy (e.g. the prospect of a monetary reward).
The analysis therefore requires a detailed description of the
dependencies between stakeholders, their motivational pro-
files and the inference of perceived gains and losses from the
perspective of the strategy owner to enable the assessment of
action-desirability in order to completely characterize the risk
situation. The method’s real-world applicability is currently
limited by the lack of procedures and guidelines for assessing
stakeholder motivations in a reliable and valid manner. Con-
sequently, the method requires extensive validation to gain
acceptance in the professional community.

Based on the surveyed ISRA methods, it can be concluded
that the impact of human behavior on the security of systems
is widely recognized, as demonstrated by the inclusion of
the issue in most well-established ISRA methods. However,
a valid assessment and characterization of human-related
risks is, to a great extent, missing in existing approaches.
Moreover, most ISRA methods do not place human behavior
at the center of the analysis. These issues may be attributed to
the difficulties with operationalizing and measuring motiva-
tion, intention, capability and probability of goal execution
(e.g. adversarial), and so on. While data may be abundant
about potential internal threat actors through logging of vari-
ous activities, the extent to which they are indicative of threat
realization may remain unexplored. Additionally, most of the
reviewed ISRA methods do not employ an interdisciplinary
approach when investigating crucial aspects of human behav-
ior when formulating risk estimations. This gap is partially
addressed in this work by investigating how a specificmotiva-
tional theory from psychology can be utilized to enhance the
humanmodel of the CIRAmethod, which exclusively focuses
on deliberate (motivated) human behavior when addressing
risks. Thus, the enhanced method could complement other
methods with a more valid and practical characterization of
human behavior supported by empirical data.

A. CAPTURING MOTIVATION: THEORY OF
BASIC HUMAN VALUES
The theory of basic human values identifies 10 distinct
values that serve as guiding principles throughout peo-
ple’s lives [23]. The values included in the theory are
cross-culturally recognized, capture distinct aspects of human
motivation, and each refers to desirable end goals that peo-
ple strive for. The theory proposes a dynamic relationship
among the values, which form a circular structure presented
in Figure 1. When making a decision, values that are on
opposite sides of the circle tend to conflict with each other,
while adjacent values aremore compatible, giving indications
about the trade-offs a decision-maker may be willing tomake.
Thus, key decisions can be represented by combining an
individual’s value hierarchy with the expected outcome of
an action (i.e. is the duty to increase shareholder value for
a CEO, more important than the desire to act lawfully?).
Individuals and groups can be meaningfully characterized by
their value hierarchies. Values possess the following six core
features: 1. ‘‘Values are beliefs linked inextricably to affect. 2.
Values refer to desirable goals that motivate action. 3. Values
transcend specific actions and situations. 4. Values serve as
standards or criteria. 5. Values are ordered by importance
relative to one another. 6. The relative importance of multi-
ple values guides action.’’ [24]. Previous work has utilized
the theory of Basic Human Values for operationalizing a
Strategy Owner’s motivation to enhance CIRA’s real-world
applicability [25].

FIGURE 1. 10 basic human values with 4 higher dimensions forming a
circular structure. Source: [24].

III. MATERIALS AND METHODS
This section provides a detailed description about the data
collection procedures, the sample and the instruments utilized
for gathering the necessary information from respondents to
address the research questions of the study.

A. SAMPLE AND PROCEDURE
In order to reach a varied pool of respondents from the
general population at a working age (above 18 years), a call
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for participation was distributed on several online channels.
As the main objective of the study was to assess the utility of
publicly observable pieces of information for the construc-
tion of stakeholder motivation profiles, the following chan-
nels were used for participant recruitment to ensure a wide
coverage of respondents with various backgrounds: A pilot
study was conducted on Amazon Mechanical Turk to test the
feasibility of data collection on the popular crowdsourcing
platform; however it was assessed as inappropriate for the
purpose of the present study since the majority of respondents
are located in the U.S. (75%) and India (16%), working below
median household incomes in the respective countries [26],
which could hamper the transferability of conclusions to
a different population (while not necessarily constraining
model validation). Based on the results of the pilot study,
modifications were implemented and links to the updated
version of the survey were distributed on university and
project-related mailing lists and on social media platforms.
The survey was available in English and Norwegian, and
the Norwegian translation was proof-read and finalized by
a professional proofreading service. The data collection was
open for a total of 114 days. The survey was implemented
using the open-source Limesurvey tool and was hosted on
internal servers provided by the university. The number of
fully completed surveys is presented in Table 2, organized by
the channels of recruitment.

TABLE 2. Number of completed surveys by distribution channels.

The validity of the final dataset was increased by removing
responses below 10minutes of completion time, which would
indicate that respondents were not following the instructions
carefully (estimated completion time: 20-30 minutes). Fur-
thermore, extreme outliers with values exceeding three times
the height of the boxes (25th-75th percentile) on each depen-
dent variable’s boxplot were identified and removed. The
final sample (n = 331) consists of 173 males, 153 females,
and 5 respondents with unspecified sex. The mean age is
40.28 years (SD = 13.27). Additional demographic descrip-
tions of the sample are provided in Table 3. To compare
the present sample to the general working-age population
the information was obtained from the website of Statistisk
Sentralbyrå (Statistics Norway) [27]. Compared to the gen-
eral working-age population, in the present sample: males
are slightly over-represented (≈ 50% in the population vs.
≈ 52% in the sample), foreign citizens are over-represented
(≈ 11% in the population vs.≈ 25% in the sample), the level
of attained education is higher in the sample (tertiary:≈ 37%
in the population vs.≈ 68% in the sample), and PhDs earned

TABLE 3. Basic demographic description of the sample.

was higher (≈ 1% in the population vs≈ 23% in the sample).
The ratio of employed/unemployed respondents is similar
to the ratio found in the population considering the active
workforce (≈ 3.7% in the population vs. ≈ 3.9% in the
sample).

B. MEASURES
1) MOTIVATIONAL PROFILE - PVQ-21
Motivational hierarchy was assessed using the 21-item Por-
trait Value Questionnaire (PVQ). The PVQ was designed
to measure the 10 basic value orientations and presents
respondents with concrete and cognitively less-demanding
tasks than previous instruments designed for measuring value
structures. This makes the scale suitable for all segments of
the population [28]. The PVQ includes short verbal descrip-
tions of people with their goals and aspirations without
explicitly identifying the values under investigation. Respon-
dents answer by judging their own similarity to the portraits,
and similarity judgments are transformed into a six-point
numerical scale (reverse coded from the original as follows:
1 (not like me at all) to 6 (very much like me)). The PVQ’s
adequacy for measuring value structures is supported by
adequate psychometric properties based on studies in several
countries, and it is suitable for various forms of administra-
tion (e.g. face-to-face, by telephone, and online). As individ-
uals may differ in their use of the response scale, centered
scores were computed to correct for individual differences
in response scale use, thus reflecting the relative importance
of each value in the value system [29]. The original English
version and the Norwegian version from the European Social
Survey was used in this survey [30].

2) EVERYDAY CHOICES AND HABITS QUESTIONNAIRE
The next section of the survey collected information about
various items and habits that are publicly observable. The
aim of this part of the survey was to cover a wide range of
items that can be observed in any situation without interaction
with a respondent. Assessment of item ownership requires
a single observation, while the assessment of habits may
require observation over a longer period. The list of cate-
gories and the number of attributes collected per category
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are presented in Table 4. Questions designed to assess habits
asked respondents to report the approximate frequency of
the activity for the last year. Other questions used yes/no
questions, numerical input, or a single-choice format. The
PDF version of the survey (in English) is available as sup-
plementary material. Note that some differences between the
original online version of the survey and the PDF versionmay
exist as a result of exporting and converting it into a different
format.

TABLE 4. Categories of publicly observable pieces of information
collected from respondents, with number of attributes per category.

IV. RESULTS
The dependent variables (DV) of interest are the 10 Basic
Human Values, ground truth scores collected by the
PVQ-21 instrument. Data on a total of 225 independent vari-
ables were collected, which resulted in 437 variables after cat-
egorical (i.e. nominal) variables were recoded into indicator
variables (where 0= no/attribute is not present for the respon-
dent; 1 = yes/attribute is present). This procedure is recom-
mended so that categorical variableswith several levels can be
included in regression models. Reliability of the instrument
was tested through the internal consistency measure (Cron-
bach’s alpha), by analyzing all items that measure the same
value. Cronbach’s alpha measures the extent to which certain
items of a test measure the same construct by analyzing the
inter-relatedness of the items [31]. The analyses provided
the following Cronbach’s alpha scores for the 10 values:
Conformity: .60, Tradition: .67, Benevolence: .56, Universal-
ism: .52, Self-Direction: .36, Stimulation: .72, Hedonism .69,
Achievement: .74, Power: .36, Security: .47. These results are
similar to the reliability scores found in various nations [28].
It should be noted that the low alpha scores obtained in
this and other studies (using the same instrument) may be
attributed to the small number of questions (two or three
for each dimension) measuring the same construct, which
can decrease alpha scores [31]. By convention, alpha scores
above .70 are preferred; however, there are no gold-standard
levels of alpha, so even lower scores (.50) may be useful [32].
All the analyses were conducted using SPSS 25 by IBM,
and scikit-learn, which is a free machine learning library for
Python.

A. FEATURE SELECTION AND COMPARISON
WITH PREVIOUS RESULTS
Following data pre-processing for each DV (10), several mul-
tiple linear regression models were built using the stepwise
feature selection method in SPSS. This method searches
among all independent variables that are not yet in the equa-
tion for the one which has the smallest probability of F
(‘‘The F-value is equivalent to the square root of the Student’s
t-value, expressing how different two data samples are, where
one sample includes the variable and the other sample does
not’’ [33]), and enters them into the equation if the inclusion
criterion is met (p of entry set to < 0.05). Predictors in the
regression equation were removed when their probability of
F reached the criterion of exclusion (p of exclusion set to
≥ 0.1). The method stops when no predictor meets the inclu-
sion/exclusion criteria. By tuning the exclusion and inclusion
criteria, it is possible to control the final model’s complexity.
The procedure resulted in several models with increasing
numbers of predictors and increasing levels of goodness of
fit (R2) associated with eachmodel. The final set of predictors
to be evaluated in the following step was selected from the
model with the highest R2 metric for each DV. R2, or the
coefficient of determination is calculated as R2 = 1 − SSres

SStot
,

where SSres is the sum of the residual squares and SStot is
the total sum of squares, ranging between negative infinity
and +1, which is a measure to assess the model’s goodness
of fit [34]. Table 5 summarizes details of the multiple linear
regression models for each dependent variable. Adjusted R2

scores represent a modified version of theR2, which increases
only when the additional terms improve the model more than
expected by chance. Due to penalizing additional predictors
the adjusted R2 scores are always lower than correspond-
ing R2 scores for the same model. F-scores represent each
model’s improvement compared to the intercept-onlymodels;
df (degrees of freedom) signifies the number of predictors in
each model.

TABLE 5. Summary of multiple linear regression models for each
dependent variable.

Figure 2 reports the performance of each model (red
bars). Grey bars represent a the predictive utility of demo-
graphic features for buildingmotivational profiles established
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FIGURE 2. Prediction accuracy of Basic Human Values in terms of the R2

metric. Red bars represent the maximum accuracy achieved after the
models were built with the Stepwise feature selection algorithm in SPSS.
Grey bars show the goodness of fit metrics for the same variables using
demographic features from [25].

on the European Social Survey (ESS) dataset [25]. Differ-
ences between red and grey bars indicate the improvement
between reported metrics from the two datasets. Across
all DVs an average of 3.4-fold improvement is achieved
by using the present class of predictor variables based on
the R2 metrics. Improvement for each DV was calculated
as: (R2current /R2ESS ), with AverageImprovement = Sum of
improvements for each DV/10.

B. MODEL VALIDATION: EXPECTED
PERFORMANCE ON UNSEEN DATA
The train-split re-samplingmethodwas used to assess the pro-
posed predictors’ usefulness for predicting unobserved data
points. The next set of experiments aimed at establishing the
reliability of the regression models. This enabled the assess-
ment of the model’s performance on unseen data. Common
practice is to evaluate the model, using only the goodness-
of-fit metric; however, this generally leads to over-fitting,
and cross-validation is rarely conducted in social science
research [35]. ‘‘Stepwise regression and all subset regression
are in-sample methods to assess and tune models. This means
the model selection is possibly subject to overfitting and
may not perform as well when applied to new data.’’ [36].
In order to assess the model’s predictive performance on
previously unseen data, various validation techniques can be
used. Due to the small sample size, validation was achieved
by conducting several train-test split validations, which is

a form of validation with replacement, where the model is
trained on a random 80% partition of the dataset, and the
predictive performance is evaluated on the remaining 20%
that was not utilized for model training. This procedure was
repeated 100 times to assess the overall performance more
accurately. Figure 3 reports the goodness of fit metrics for
each dependent variable in terms of R2 scores. Since the
predictions are not made on the part of the dataset which was
used for training the model, a decrease in predictive accuracy
is to be expected, which is represented by the difference
between the grey (i.e. models without validation) and red bars
(i.e. models with cross-validations). Table 6 provides the list
of the top five predictors for each dependent variable.

FIGURE 3. Prediction accuracy of Basic Human Values in terms of the R2

metric. Grey bars represent the maximum accuracy achieved after the
models were built with the Stepwise feature selection algorithm in SPSS.
Red bars indicate the expected (mean) accuracy of the models after
validation using 100 train-test split iterations.

C. MODEL PERFORMANCE EVALUATION AGAINST
PVQ-21 TEST-RETEST RELIABILITY
Following a similar approach which was utilized in [12]
for assessing prediction accuracy, Figure 4 compares the
accuracy of predicting the Basic Human Values scores
expressed by the Pearson product-moment correlation coef-
ficients between ground-truth and predicted scores (red
bars), whereas grey bars represent the accuracy of the
PVQ-21, when the same test is taken by the same individuals
(test-retest reliability), and the resulting scores are correlated
with each other. The reference PVQ-21 reliability scores
are derived from [28], in which a German student sample
completed the PVQ-21 two times, separated by an interval of

TABLE 6. Top five features for predicting each dependent variable. Standardized Beta coefficients represent each independent variable’s effect on the DVs.
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six weeks, to assess the reliability of the questionnaire. The
test-retest reliabilities obtained in that study were moderate
to high.

FIGURE 4. Prediction accuracy of Basic Human Values in terms of the
Pearson correlation coefficients between predicted and ground-truth
scores (red bars). The test-retest reliability is measure of correlation
between the results of the PVQ-21 taken at different times by the same
respondents (grey bars).

In the present sample Conformity achieved the highest
accuracy (r = 0.52), followed by Benevolence (r = 0.49),
Universalism (r = 0.47), Security (r = 0.46), Stimulation
(r = 0.45), Power, Achievement, Tradition (r = 0.41), Hedo-
nism (r = 0.37), Self-direction (r = 0.34) expressed in terms
of the Pearson correlation coefficient between ground-truth
and predicted scores. The absolute difference is smallest for
Benevolence and Conformity; thus, these models can predict
the related concepts nearly as well as the PVQ-21 ques-
tionnaire, while for the other values, each regression model
achieves around half the accuracy of the original question-
naire. Table 7 complements Figure 4 by providing the mean
goodness-of-fit and model-accuracy metrics for each depen-
dent variable. In addition, one-sample Kolmogorov-Smirnov
(K-S) tests were run on all metrics to assess whether the
distribution of metric scores follows a normal distribution.
Cases that do not follow a normal distribution are marked
with *.

TABLE 7. Measure of goodness of fit (R2) and measure of prediction
accuracy (r - Pearson-correlation coefficient between ground truth and
predicted scores) over 100 train-test split iterations.

The corresponding K-S test scores are as follows:
R2 scores for Conformity D(100) = 0.099, p = 0.016, Power
D(100) = 0.124, p = 0.001, Security D(100) = 0.105, p =
0.008; r-scores for Stimulation D(100)= 0.097, p= 0.02 and
Power = D(100) = 0.096, p = 0.022.

D. EXAMPLE OF PREDICTING A SINGLE
INDIVIDUAL’S PROFILE SCORES
Based on the formula for multiple linear regression:

Ŷi = β̂0 + β̂1X1 + . . .+ β̂kXk + ε̂ (1)

Table 8 shows a working example of how an individual’s
Conformity score is predicted using the trained model. The
codes and associated meaning for frequency (i.e. habits)
and dummy variables (i.e. ownership of item/existence of
attribute) are summarized in Table 9.

TABLE 8. Prediction of an individual’s Conformity value based on
19 features. PI - Prediction Interval refers to the individual prediction
error.

TABLE 9. Explanation of raw variable scores.

A prediction interval (PI) captures the uncertainty around
the predicted score, which is attributed to uncertainty of
coefficients and additional error of individual data points.
The errors of individual point estimates are calculated using
the residuals from the predicted values using the bootstrap-
ping sampling method (number of re-sampling = number
of observations). A bootstrap sample was taken from the
data, the model was trained, and a new outcome was pre-
dicted. A random residual was taken from the original regres-
sion fit and added to the new value. The procedure was
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repeated for 100 iterations, and the resulting distribution
of error terms was used to construct a variable with nor-
mal distribution that can be sampled randomly to capture
the necessary error terms inherent in individual predictions
(ε, PI) [36]. The one-sample Kolmogorov-Smirnov test did
not reject the null-hypothesis (i.e. PIs are normally distributed
D(100) = 0.081, p = 0.101).

E. EXAMPLE SCENARIO TO ASSESS ACTION DESIRABILITY
This section provides a simple example to assess the desir-
ability of an action, which demonstrates how the method
makes predictions about potential choices based on the
derived value structure.

Predicted scores must be normalized by summing across
all dimensions, then each score needs to be divided by the
sum of scores, to quantify each value’s relative importance.
Formula: w′i =

wi∑n
j=1 wj

Thus, the normalized profile scores
provide the necessary weights in Table 10. For the purpose of
demonstration, the relative importance of values is taken from
the pan-cultural empirical norms presented in Table 6 in [37].
The Strategy Owner faces a dilemma whether to implement
an unconventional strategy that would provide significant
personal gains and recognition from the organization’s lead-
ers, but which entails a misuse (secondary use) of customer
data. An example of such a strategy considered by a stake-
holder at an electric distribution system operator would be
to use the detailed electricity consumption profiles of home-
owners to infer their home occupancy patterns for promot-
ing a novel home-surveillance service through personalized
advertisements. Thus, the dilemma can be represented as
Option 0: Do nothing - contributes positively to Conformity
(i.e. restraint of actions that would harm or upset others),
whereas Achievement values are unaffected; or Option 1:
Implement strategy - contributes negatively to Conformity
and contributes positively to Achievement (i.e. striving for
personal success and recognition) values. For simplicity,
the other utility factors are assumed to be unaffected by the
choice. In order to compute the desirability of each option
for the Strategy Owner, the Multi-Attribute Utility Theory is
used as proposed in [22], where the overall utility of an option
is calculated as the weighted sum of the individual utility
factors using the formula: U =

∑m
k=1 wk · u(ak ), in which m

equals the number of utility factors of the stakeholder; wk is
the derived weight of utility factor ak while U =

∑m
k=1 = 1;

and u(ak ) is the utility function for the utility factor ak . Thus,
to compute the utility of an option the normalized weight of
each utility factor is multiplied by the score that represents
the contribution of that choice on that particular utility factor
(i.e. Initial Value, Option 0 - Final Value, Option 1 - Final
Value) and these products are summed over all utility factors.
For demonstration, the utility calculation for Option 1 is as
follows: 0.11 ·40+0.07 ·50+0.12 ·50+0.11 ·50+0.12 ·50+
0.09 ·50+0.1 ·50+0.11 ·90+0.06 ·50+0.11 ·50 = 53.20.
The process is repeated for each identified decision option
to enable the comparison between the desirability of various

actions. Table 11 presents the overall utility calculations for
the identified options. The Strategy Owner is assumed to be
utility maximizing, therefore selecting the option with the
highest overall utility (Option 1). The differences between the
utilities associated with the Initial State, Option 0, and Option
1 can be interpreted as the strengths of motivation at work
when the Strategy Owner contemplates a particular course of
action.

TABLE 10. Expected effects of implementing a strategy on the relevant
utility factors. Affected utility factors are marked in bold.

TABLE 11. Overall utilities associated with the initial state and with
making a choice. The outcome with the greatest expected utility is
assumed to be selected by the Strategy Owner (i.e. Option 1 in this
example).

V. DISCUSSION
Modern societies keep on designing and implementing com-
plex systems to fulfill certain goals with increasing efficiency
(e.g. legal systems, markets for trading, voting, etc.). Most
systems critical for modern life are enabled and dependent
on innovations from information and communication tech-
nologies. The field has developed a variety of risk assess-
ment methods and tools to deal with unexpected events by
assessing the probability of such events and the consequences
associated with them. Relatively less attention has been given
to the consciously active part of the system - the human
decision-maker with its unique motivations. This work aimed
at improving the state of knowledge in relation to model-
ing human decision-makers for the purpose of risk analysis.
More specifically, the study aimed at exploring the useful-
ness of easily observable pieces of information connected
to potential decision-makers for inferring individual moti-
vational profiles. This aim is supported by the requirements
of the Conflicting Incentives Risk Analysis (CIRA) method,
which uses stakeholder motivation to characterize risks. The
results present the extent to which these features are valid
predictors of the motivational profiles operationalized as the
Basic Human Values. Furthermore, the results showed the
added utility of this set of features in comparison to previous
results using demographic data for the same purpose [25].
The reliability of profile predictions was assessed by var-
ious techniques (i.e. cross-validation, comparison with the

10 VOLUME 8, 2020



A. Szekeres, E. A. Snekkenes: Construction of Human Motivational Profiles by Observation for Risk Analysis

personality test’s test-retest reliability, and calculation of pre-
diction error (prediction interval) for predicting an individ-
ual’s score). Some aspects of the motivational profile can
be predicted nearly as well from the observable features as
from the original psychometric instrument (Conformity and
Benevolence).

While various steps were taken to include a diverse sam-
ple within the data collection, the relatively small sample
size can be considered an important limitation, when the
generalizability of the findings is considered. In replication
studies, it would be desirable to have at least 10-20 unique
observations for each category of the independent variables
to ensure that inferences made from the sample are valid and
robust for the target population. The external validity of the
results could be improved using strict probability sampling,
since most of the respondents were recruited through the
university’s e-mail list, which may result in a biased sample.
Furthermore, the length of the survey needs to be reduced
to increase respondent retention. Future studies may benefit
from converting the obtained categorical data (e.g. type of
phone) into corresponding retail prices to enhance the infor-
mation content of the independent variables. The suitability
of the established method for capturing action desirability
for the stakeholders (i.e. computing the utilities according
to Multi-Attribute Utility Theory) has to be investigated in
future work. Choices of human stakeholders can be analyzed
in real-world or in experimental settings to assess the pro-
cedure’s applicability for capturing stakeholder intentions in
various choice situations. The procedure’s correctness would
be verified if the investigation reveals a high degree of overlap
between predicted (calculated on the basis of utility calcula-
tions) and actual choices made by subjects.

The agenda proposed in [35] calls for a shift in research
strategy for psychology, with an increased focus on the
prediction of behavior as opposed to explanation. The para-
doxical state in which a good explanatory model is not nec-
essarily good at predicting real-world behavior needs to be
considered. While the objectives of the traditions may be
different, methodological issues are enumerated as the reason
for the discrepancy (e.g. p-hacking or lack of model vali-
dation on out-of-sample data). The paper proposes that the
methodological shift should be aided by relying on machine
learning (ML)methods that have been designed and used effi-
ciently in various fields of computer science for the explicit
purpose of generating predictive models that perform well on
unobserved data as well. It is important to note that the present
study utilized a traditional data analysis technique (using
cross-validation to ensure reliability) instead of a complex
ML method. This represents a conscious choice, where the
transparency and interpretability of a simpler model is given
a higher priority than the potential predictive improvement
enabled by a complex ML method, which operates as a
black box. The potential dangers of using black-box mod-
els for predictions affecting humans may result in gender
or racial bias in case of school admission decisions [38],
decisions about risk of re-offending behavior, risk of illness

estimations, etc. [39]. Furthermore, European legislation also
requires that algorithmic decisions that ‘‘significantly affect’’
subjects are to be explainable [40]. Easy interpretation of the
modelmay increase the risk ofmanipulation and deception by
motivated subjects, which has to be considered for real-world
applications [41].

VI. CONCLUSION
This paper aimed at investigating the relevance of observ-
able personal items and habits (public observables) for the
construction of stakeholder motivational profiles. The stake-
holder profiling method presented in this work is expected to
complement the CIRAmethod, which focuses on stakeholder
motivation to characterize risks within the domains of privacy
and information security. The real-world applicability of the
method depends on the accuracy with which stakeholder
motivational profiles can be constructed without direct access
to subjects. This paper assessed the predictive accuracy of
publicly observable pieces of information associated with
individual choices. It was demonstrated that these features are
significantly better for profile-building than the most basic
features that can be assessed by observation in any context
(i.e. demographic features). Several comparisons and evalua-
tions have been presented to assess the validity and reliability
of the resulting profiles, and the uncertainty associated with
the resulting profile scores has been assessed by the boot-
strapping method (i.e. calculation of Prediction Intervals).
The error associated with each predicted motivational score is
modeled as a random variable with corresponding parameters
from a normal distribution. Finally, a demonstration was
presented using the utility calculations proposed in CIRA
to assess the desirability of the options as perceived by the
Strategy Owner in a potential choice situation. The presented
work’s main contribution is an enhanced understanding of
the applicability of stakeholder motivational profiling for the
purpose of risk analysis.
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