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ABSTRACT
Learning analytics are used to track learners’ progress and
empower educators and learners to make well-informed data-
driven decisions. However, due to the distributed nature of
the learning process, analytics need to be combined to of-
fer broader insights into learner’s behavior and experiences.
Consequently, this paper presents an architecture of a learn-
ing ecosystem, that integrates and utilizes cross-platform
analytics. The proposed cross-platform architecture has been
put into practice via a Java programming course. After a se-
ries of studies, a proof of concept was derived that shows
how cross-platform analytics amplify the relevant analytics
for the learning process. Such analytics could improve edu-
cators’ and learners’ understanding of their own actions and
the environments in which learning occurs.
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1 INTRODUCTION
Pervasive technologies are used to allow learners and educa-
tors to take advantage of a learning ecosystem that includes
various learning spaces, both physical and digital. On one
hand, the potential of improving learning and teaching lies
in the capacity to capture multifaceted authentic learner-
generated data coming from diverse learning spaces (e.g.,
clickstream data, assessment data, grades, gaze data, physi-
ological data). On another hand, researchers and educators
need tools that could collect, harmonize, and integrate that
data to harness the dormant potential.
Currently, learning analytics (LA) tools are mostly used

to increase awareness and support different sorts of assess-
ment employing single virtual learning environment (VLE)
or utilizing one learning management system (LMS) [16].
However, distributed learning environments impose a need
for combining data through seamless integration of cross-
platform analytics (CPA) capabilities. Hence, the focus of the
study is to enhance the analytics capacities of an existing
system with an architecture that integrates three separate
online learning systems and utilizes the CPA approach. In
fact, the aim is to capture rich and authentic data across inter-
connected learning spaces, harmonize it, and visualize it as
a support tool to learners and educators. Consequently, the
study addresses the following research question (RQ): How
cross-platform analytics can be combined to more accurately
portrait learning, and support personalized and adaptive
learning opportunities?

2 BACKGROUND AND RELATEDWORK
Current research often relies onmetrics such as: time spent in
learning environments, clickstream data, self-reported data,
or test performances, failing to include context-aware data
collected across-spaces [17] or heterogeneous data coming
frommore than one platform [6, 16]. Contemporary learning
ecosystems are consisted of several learning spaces, with
those spaces to collect diverse learning analytics that are
often analyzed and utilized in silos from other spaces of the
ecosystem. Data from learning spaces is becoming easier
to collect, difficult to interpret, and complex for teachers to
understand. In addition, the more complex the data is, the
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harder it becomes to synchronize, analyze and utilize it. In
fact, there are frameworks that describe how to capture data
from various sources [10], but there is lack of tools to easily
establish cross-platform and sometimes multi-modal fully
inter-operable systems [6].
Nevertheless, one recent example is GLUEPS-MAASS, a

conceptual model that attempts to collect and integrate data
from multiple sources, and set up a multi-modal system
[18]. Considering this example, the authors propose a cross-
platform architecture that integrates analytics coming three
digital learning environments (i.e., ProTuS, MasteryGrid, and
Eclipse IDE) with the aim to enrich learning experiences
and towards personalized feedback. On one hand, personal-
ization could deliver more engaging and relevant learning
activities, but it presents difficulties when it needs to be im-
plemented within the learning process [11, 14]. On another
hand, personalization holds the potential to spark the shift
from a teacher-centered perspective to a learner-centered,
competency-oriented, and from the concept of a ”learning ac-
tivity” to a ”learning experience” Past research demonstrates
development of tools [1, 5]; models [2, 22]; and adaptive learn-
ing systems [21] for monitoring, assessing, and predicting
learner’s behavior and performance. The results demonstrate
that data integration from multiple sources is a successful
way to improve prediction accuracy and design data-driven
improvements accordingly.

Several conceptual frameworks and software architectures
[7, 20, 23] are designed to effectively store and retrieve large
amount of learner-generated data, while other to analyze that
data [9]. Moreover, a lot of research in the field of technology-
enhanced learning has been concentrated on enhancing e-
learning interoperability [8]. Thus, several industrial solu-
tions, such as The Learning Tools Interoperability [24] and
the Experience API [13], are widely used to enhance systems
and tools interoperability [9]. However, none at present fully
supports a standardized approach of collecting data [4]. Con-
sequently, the authors propose a innovative architecture that
integrates multifaceted data and leverages CPA to support
accurate predictions of behavior and performance, as well as
to establish personalized and adaptive assessment of knowl-
edge and skills.

3 CONCEPTUAL MODEL OF CROSS-PLATFORM
ARCHITECTURE

This section briefly presents the technical and the design
decisions for building a robust infrastructure that integrates
data across various distributed platforms. The aim is to de-
velop an integrated interface (i.e., VENT), avoiding the need
to manually log in, gather, and synchronize data from dif-
ferent systems [25]. Thus, the integration encompasses two
functional layers (see Figure 1):

• The dashboard layer (i.e., VENT) - aggregates, inte-
grates, and generates visualized data.

• The data source layer - provides the content data. This
layer consists of standalone applications.

Figure 1: The architecture of LA dashboard
Figure 1 shows the back-end that consists of Aggregator

and Visualization component. The Aggregator component
mirrors every specific data type available to the Learning
Record Store - LRS. The LRS is responsible for data storing,
and providing access to aggregated learning records, contain-
ing both static data (e.g., personal) and dynamic data (e.g.,
clickstream) about every active learner. The xAPI specifica-
tion [3] has been used as a standard vocabulary for commu-
nication with distributed educational data as it is inherently
extensible to accommodate unforeseen data collection needs.
The Visualization component creates visual representations
of the aggregated data.
The Front-end offers access to categorized visual reports,

and defines the format and the scope of the reports within the
Report customization component. Moreover, visualizations
are created in the back-end of the application, based on user
input within the Report Customization component. Educators
can customize the visualized reports by selecting activities
and students (individuals or groups) for display, thus forming
the vectors. The system uses the selected vectors to generate
one or more graphs based on predefined templates.

Architectural layers
To support the integration of components from different sys-
tems (i.e., ProTuS,MasteryGrids, and Eclipse IDE), the authors
implemented a layered architecture. The layered architecture
aligns the business flow within the personalized learning
environments, making it a natural choice for this implemen-
tation. The proposed architecture contains the following
layers (Figure 2):

• Presentation layer: manages the interfaces and the
browser communication logic. Users, such as learners
and educators, submit their requests over this layer.

• Application layer: includes the Data processing en-
gine, responsible for heterogeneous data collection and
its redirection to the Business layer for data processing;
and the Visualization engine that generates reports and
visualize recommendations.
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• Business layer: responsible for automation of the as-
sessment process and generating recommendations.

• Data layer: stores learners’ data and the content.

Figure 2: The overall architecture of the LA environment
4 METHODOLOGY
The approach adopted in the study is based on System Devel-
opment Research [19] and the best practices in User-Centred
Design enriched with the state-of-the-art approaches in De-
sign Based Research (DBR) [26]. In fact, the overall study
consists of three DBR cycles, each leading towards devel-
opment of cross-platform architecture among interconnected
digital learning spaces. This study focuses on the last DBR cy-
cle, which is actually a low-scale but longitudinal evaluation
of the proposed architecture.

Data collection
The study was carried out from mid January till March 2018
in an introductory object oriented programming course, part
of the Computer Science Degree at Norwegian University
of Science and Technology - NTNU. The study involved an
experienced instructor of Java programming and 20 freshmen
CS-major (12 males, 8 females), who had already taken an
intro to programming in Python in their first semester. Before
the start of the study, the students were introduced with
NTNU’s policy for ethical and data privacy issues.
The data was collected from examples, challenges, and

coding exercises. Students could either select assignments
by their own choice or follow recommendations generated
by the system. Each example starts with a worked-out ex-
planation how to write a code for a particular problem. Ex-
planations and hints are available for almost all lines in the
example, and the system records logs of all user’s actions.
Challenges, on the other hand, show a problem with blank
lines that needs to be fill in by dragging and dropping the
pieces of code to the blank fields. Immediate feedback and
hints are also available for each challenge. At last, coding
exercises require students to complete a given code to solve

a problem. After students submit the code, it is being tested
by a set of unit tests and the user receives a useful feedback.

Measures
The study looks into student’s performance (i.e., dependent
variable) measured from students’ scores. Besides perfor-
mance, the other traced measures are categorized under the
system from which were generated:

• Student’s performance: student’s performance from
coding exercises based on Elo-rating algorithm (per-
formance.ProTuS);

• ProTuS measures: No. of visited content resources
(visited.content), actions (actions.ProTuS), sessions (ses-
sions.ProTuS), and solved coding exercises of average
difficulty (coding.level3) in ProTuS;

• MasteryGrids measures: No. of sessions (sessions.-
MasteryGrids), topics covered (topics.covered), sets
completed (sets.completed), challenges solved in the
1st attempt (challenges.1st), time spend in statistics
(MasteryGrids.stat) and total duration (total.duration);

• Programming analyticsmeasures: No. of super easy
assignments (SE.assignments); No. of easy assignments
(E.assignments);

The selection of the measures does not attempt to offer an
exhaustive set of data that can be harmonized, or combined
to portrait learners’ experiences. On the contrary, the selec-
tion is twofold: 1) providing a proof of concept of the pro-
posed architecture, and 2) demonstrating that cross-platform
analytics can indeed support researchers and educators to
extract more valuable insights from learning experiences.

Data analysis
To get an initial understanding of the measures, descriptive
statistics were calculated and the Shapiro-Wilk test was used
to check for data normality. Next, a Spearman’s correlation
coefficient was calculated to investigate the relationship be-
tween the various measures. Finally, to identify the potential
of combining CPA, the authors conducted a series of lin-
ear regressions; first, using analytics only from ProTuS and
then adding analytics from the other platforms. The authors
performed a stepwise regression, that is usually used for ex-
ploration, when researchers do not know which independent
variables will create the best prediction equation [15].

5 RESULTS
First, the data was checked for normality. A Shapiro-Wilk test
was performed due to the small sample size (n=20). The re-
sults showed that the data does not have normal distribution
(p values were significant). Next, to investigate the relation-
ship among the variables, the authors performed a pair-wise
correlation analysis between the 12 extracted measures and
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the performance. A non-parametric Spearman’s rank corre-
lation was used to compute the correlations, due to the non-
normal distribution and the highly skewed nature of the data.
The results showed that student’s performance has a posi-
tive relation with all four measures from ProTuS, with four
measures from MasteryGrids (i.e., sessions.MateryGrids, top-
ics.covered, MateryGrids.stat, and total.duration) and with
none of the measures from Eclipse IDE.
Since linear regression analysis does not assume normal-

ity for either the predictor or the outcome variable, the non-
normal distribution of the collected data was not an obstacle
to perform regression analysis (as stated by Gauss–Markov
theorem) [12]. Consequently, a stepwise linear regression for
exploratory model building was performed to check which
predictors entered into the model based on a purely mathe-
matical criterion, best explain the variations in the dependent
variable. Hence, as a first step in the regression analysis, the
authors tested whether the four measures extracted from
ProTuS as independent variables can predict student’s per-
formance. The results are presented in Model 1, as shown
in Figure 3. As it can be observed, the model is significant
(F(1,18)=23.97, p<0.000, R2=.57) and contains only one note-
worthy predictor (i.e., coding.level3), while the other pre-
dictor variables have been excluded (Figure 4). Thus, the
number of solved average difficulty exercises can explain
57% of the variation in student’s performance.

Figure 3: Models summary for student performance
Next, a hierarchical regression was performed accounting

for the other eight variables, while controlling the extracted
four measures from ProTuS. The results are presented in
Model 2 (Figure 3) which contains two noteworthy predictors,
while the the other ten variables were excluded (Figure 4).
Model 2 is significant (F(1,17)=5.73, p<0.028, R2=.68) and
accounts for 68% of the variation in student’s performance.
In other words, adding the total time spend in MasteryGrids
statistics to the number of solved average difficulty exercises,
accounts for additional 11% explanation in the variation in
the dependent variable.
Finally, another regression was run including only three

predictor variables (coding.level3, MateryGrids.stat and ses-
sions.Protus) to estimate if all three combined can account for

Figure 4: Excluded variables

a greater proportion of the variance in student’s performance.
This regression was run due to the excluded but notewor-
thy predictor variable (i.e., sessions.Protus) from Model 2,
(Figure 4). The results showed that adding a third predic-
tor variable, (number of sessions) can explain 75% of the
variation in student’s performance. These results represent
Model 3, which is significant (F(1,16)=4.88, p<0.042, R2=.75).
Hence, combining analytics from different platforms (i.e.,
cross-platform analytics) has the capacity to significantly
improve the prediction of student’s performance.

6 DISCUSSION AND CONCLUSION
To demonstrate and validate real-life examples of how and
when learning is taking place, educators and researchers
need to embrace the complexity of the learning process and
its distributed nature across various spaces and contexts.
Consequently, this study takes a humble approach to anal-
ysis, comparing LA across three online platforms utilizing
correlation and regression analysis. The authors report, with
considerable caution, a positive findings as a proof of concept
for the feasibility and the potential of combining LA across
platforms.
The reported findings present two models; model 1 that

explains most of the variation in student’s performance (i.e.,
57%) only with one measure, and model 2 that shows an
improvement by explaining 75% variation in the dependent
variable. Thus, the results suggest that cross-platform ana-
lytics does account for a significant additional increase in
the explanation of the variation in the outcome (i.e., 18%)
or in other words, with an overall effect of 30%. This is a
significant step towards building learner models that explain
higher portions of variation in the outcome (e.g. student’s
performance) combining LA across platforms.

On the practical side, the authors managed to propose and
implement in practice, architecture that integrates and inter-
connects CPA capabilities. This approach provides a unique
opportunity to enrich the contemporary learner models, leav-
ing it behind the exclusive focus on single source click stream
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data, while offering optimal learning designs for different
user groups, needs, and circumstances.

Limitations
The study has several limitations that imply the future di-
rections. First, the sample used in the third DBR cycle is
relatively small (n=20); however, capturing and analyzing ex-
periences of 20 students who had intensely use the learning
ecosystem for three months provided a clear data-set, and
supports a proof of concept for the proposed architecture.
Second, the authors did not apply any rigorous technique
for measures selection, but mainly selected 12 measures that
most of the LMSs capture. Hence, selecting and crossing dif-
ferent analytics might enrich the benefits of cross-platform
analytics. In addition, the selection of these three systems
potentially limits the generalization of our findings.
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