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Modeller og metoder for studier av reverberasjoner i

ikke-lineær ultralydavbildning

Ultralydavbildning skjer ved at en lydpuls sendes inn i kroppen og reflekteres i over-
ganger mellom ulike type vev og organer. En viktig, men enkel, antagelse er at alle
slike overganger bare reflekterer lyden én gang og sender tilbake et førsteordens ekko. I
virkeligheten reflekteres lyden flere ganger fra slike overganger, og høyere ordens ekko,
eller reverberasjoner, gir støy og falske ekko i bildet. Slike falske ekko kan skjule viktig
informasjon og kan gjøre det vanskeligere å stille en presis diagnose.

Harmonisk avbildning er en teknikk som utnytter ikke-lineariteten i vevselastisi-
teten til å skape bildet. Denne teknikken har vist seg å redusere mengden akustisk
støy, deriblant reverberasjoner, i bildet. Hvor mye bildet forbedres avhenger av av-
bildningssituasjonen, og en motivasjon for dette arbeidet har vært å forklare hvorfor
harmonisk avbildning virker bedre i noen tilfeller enn i andre.

Avhandlingen består av fire artikler som hver presenterer ulike aspekt ved ultra-
lydavbildning og støyundertrykkelse. En fellesnevner gjennom hele avhandlingen er
numeriske beregninger av lydfelt fra ultralydtransdusere. To artikler presenterer ulike
måter å gjøre slike beregninger på, og to artikler er viet akustiske fenomen knyttet til
vanlig og harmonisk ultralydavbildning.

De to metodeartiklene viser at de dataprogrammene som brukes reproduserer de
faktiske forhold tilstrekkelig nøyaktig. Programmene er ulikt bygget opp og baserer
seg på forskjellige matematiske modeller, men produserer tilsvarende resultater når de
brukes til å løse spesifikke testforsøk.

Resultater fra de to andre artiklene viser at harmonisk avbildning bør føre til
lignende forbedring innenfor alle avbildningssituasjoner dersom mediet er homogent.
Denne antagelsen er ikke oppfylt, og effekter av heterogene medier er mer uttalt i
avbildning med høye frekvenser enn med lave. Dette reduserer forbedringen. Et annet
funn er at reverberasjoner alltid opptrer i par. Den bedre bildekvaliteten i harmonisk
avbildning skyldes dels bedre undertrykkelse av reverberasjoner, og er en kombinert
effekt av et filter som delvis undertrykker den ene av de to reverberasjonene i hvert
par og intensiteten til den harmoniske strålen.

Det antydes avslutningsvis at undertrykkelse av akustisk støy i ikke-lineære ultra-
lydavbildning vil kunne bedre både gråtoneavbildning og presisjonen i estimatene som
ligger til grunn for annen kvantitativ vevsinformasjon.

Halvard Høilund-Kaupang
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Veileder: Professor Bjørn Angelsen
Finansieringskilde: Senter for forskningsdrevet innovasjon (Sfi) – «Medical Imaging
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Avhandlingen er funnet verdig til offentlig forsvar for graden Philosophiae Doctor

(Ph.D.) i medisinsk teknologi. Disputas finner sted i auditoriet i Medisinsk-teknisk

forskningssenter (MTFS), torsdag 25. august kl. 12.15.



iv



Abstract

Models and methods for investigation of reverberations in nonlinear imaging
techniques are presented in this thesis. Four independent papers provide insight
on nonlinear propagation effects, a theoretical description of reverberations and
the effects of reverberations on conventional and second-harmonic ultrasound
imaging. Two papers, Paper A and C, describe methods used to investigate
nonlinear distortion and reverberations, whereas Paper B and D concentrate
on acoustic phenomena and performance of conventional and second-harmonic
imaging.

Paper A provides a comparison of Field II, the Texas code and Abersim;
three freely available simulation tools. If analytic solutions exist, these are used
as gold standards for the comparison, and when they do not; high resolution
Field II or Texas code simulations are defined to be the gold standard. The
comparison suggests that Abersim performs equivalent or better than the two
other methods in solving diffraction, attenuation and nonlinear distortion.

In Paper B, the effects of transmit beamforming and safety regulations
on second-harmonic generation at two different frequencies are investigated.
The safety regulations are imposed through a limitation of the maximum me-
chanical index of the transmit beam. Abersim is used as the simulation tool.
The results suggest that the two frequencies perform equivalently when the
transmit beamforming is equal in terms of wavelengths and the medium has
a linear-in-frequency attenuation. Nonlinear frequency dependent attenuation
and heterogeneous effects are suggested to be the main cause of the reduced
improvements of second-harmonic imaging at higher frequencies.

Paper C presents a time-domain Spectral Element Method for nonlinear
propagation in a finite spatial domain. The method is shown to perform well
when compared with analytic plane wave solutions and in a two-dimensional
comparison with Abersim. The Spectral Element Method is suggested to be
accurate for heterogeneous media, but this is not investigated or verified.

The last paper concentrate on reverberations. A mathematical description
of reverberations is presented along with a classification system. The main



results state that reverberations always act in reciprocal pairs, and that second-
harmonic suppression of reverberations is a combined effect of transmit beam
intensity and a reverberation weight filter presented in the paper.

The thesis provides insight on the description of reverberations and how
they can be investigated. The influence of reverberations on ultrasound imag-
ing is suggested to be more severe in applications where the object of interest is
fully submerged in heterogeneous tissue. Deeper understanding of ultrasound
acoustics may lead to new nonlinear imaging techniques where the noise contri-
bution can be separated from the first-order echo. In turn, this might provide
better gray scale images and ultrasound diagnoses.

vi
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Introduction

Over several decades, ultrasound imaging has been used as a diagnostic tool
within the field of medicine. In the early days, the “images” were one-dimensional
presentations of the echoes recorded along one scan line, but since the begin-
ning of the seventies, two-dimensional images has been produced. In addition
to gray scale images, Doppler techniques are used to detect blood flow and
three-dimensional imaging has entered the field of ultrasound.

I.1 Conventional Ultrasound Imaging

The underlying model for medical ultrasound imaging is based on two simple,
but robust, assumptions: A constant speed of sound and the Born approxima-
tion stating that all received echoes are first-order echoes. Echoes arise from
differences in the equilibrium density and compressibility of the material, and
the local speed of sound depends both on these two quantities and the local
pressure.1 Although it is known that both of these assumptions are approxi-
mations to the true situation, it is the most robust available model.

Images created under these assumptions are not true images. Spatially
variant material parameters introduce clutter ; acoustic noise contributions and
artifact echoes in the image. Three main sources of clutter are phase aberration,
side-lobe artifacts and reverberations.

Phase aberration, or just aberration, is local refraction (focusing and de-
focusing) effects caused by spatially variant speed of sound.2 Aberration is a
forward effect, and is shown to reduce transmit beam quality through broad-
ening the main-lobe and increasing the side-lobe level.3–7

Side-lobes in sound beams are an inevitable effect of diffraction, and side-
lobe artifacts are echoes received from scatterers located outside the main lobe.
Phase aberration increase the side-lobe level and thus the amount of side-lobe
artifacts. Such artifact echoes reduce image contrast, and are observable near
vertical boundaries of hypo-echoic cavities where side-lobe echoes from the walls
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are interpreted as main-lobe echoes from within the cavity. The reduced con-
trast complicates detection of smaller hypo- or an-echoic structures. Phase
aberration is shown to be more severe in high frequency applications.7–9 Re-
fraction, or steering, of the beam is also observed.10

Theoretically, phase aberration can be modeled as a filter, or a frequency
dependent time-delay and amplitude screen.2,11 If this screen is known, the
transmit pulse can be corrected such that the aberration effects are “reversed”.
The principle of time-reversal is based on this.2,12,13 The screen can be accu-
rately estimated through the principle of time-reversal, but this requires the
presence of a point source, or point scatterer, within the medium.11–13 This is
seldom or never found in diagnostic situations, but it is shown that a time-delay
and amplitude correction can be estimated from general back scatter.14–18

In a real imaging situation the Born approximation is violated, and the
ultrasound system records multiple echoes from the medium. Reverberations
have been known for many years, and was early proposed as the most frequent
artifact.19 The signature of a classic reverberation echo is a distinct repetition
of a strong scatterer in the image at two, or any integer, times the depth of the
first-order echo.20,21 In addition to this, reverberations introduce a haze in the
image especially visible near the proximal boundary of hypo-echoic regions.20,21

Both phase aberration and reverberations are said to be effects of hetero-
geneities close to the transducer surface.22–24 In deep transcutanial imaging,
the body wall acts as the main heterogeneous object, whereas the parenchyma
of the organ is more homogeneous. Body habitus may influence the image qual-
ity, and in general, obese and over weight patients are shown to produce images
of lower quality. In applications such as vascular imaging (carotid artery etc.),
breast and small parts imaging, the object of interest is fully submerged in
heterogeneous tissue, and the concept of a distinct body wall does not describe
the situation adequately.

The degradation of images from heterogeneous effects can be severe, and
throughout the years, different techniques have been launched to enhance image
quality. One such technique is spatial compounding where several transmit
beams are transmitted at an angle to average out artifact echoes and random
acoustic noise.25,26 Another approach in vascular imaging is the use of gas
bubbles as a blood pool contrast agent. Bubbles produce strong nonlinear back
scatter, and this introduced the concept of nonlinear imaging techniques.

2



I.2 Nonlinear Ultrasound Imaging

I.2 Nonlinear Ultrasound Imaging

Nonlinear scattering from gas bubbles submerged in the fluid or tissue is caused
by the high compressibility of gases compared to liquids, and produces strong
both linear and nonlinear back scatter already at low pressure amplitudes.2

The nonlinear back scatter of the insonified frequency f , are the harmonic
frequencies 2f , 3f and so forth. Another source of nonlinear signal contribution
are the tissue elasticity. Soft tissue elasticity is a nonlinear relation between the
applied force and the local displacement.2 This introduces a pressure dependent
speed of sound. This is widely investigated, and referred to as finite amplitude
effects or generation of harmonic frequencies.2,27,28 The rate of second-harmonic
generation is proportional to the square of the total pressure.2,8

Bubbles with diameter of a few micrometers show a resonant behavior
within the frequency range used in medical ultrasound.2 The idea is to iso-
late the bubble response and suppress linear back scatter from the surrounding
tissue. Although the back scatter arises from linear scatterers, nonlinear prop-
agation cause the linear back scatter to contain contributions at the harmonic
frequencies. Along with the development of ultrasonic contrast agent detec-
tion came the discovery of nonlinear gray scale imaging. Soon it was discovered
that nonlinear imaging techniques produced gray scale images superior to those
obtained with conventional sonography.4,6,29

I.2.1 Second-Harmonic Imaging

This nonlinear technique was called second-harmonic, tissue harmonic or just
harmonic imaging. A second-harmonic image is created by transmitting a pulse
at one frequency, and receiving the echoes at the double, or second-harmonic,
frequency. The transmitted frequency is consequently referred to as the first-
harmonic frequency. The receive frequency determines the imaging frequency,
and conventional, or fundamental, imaging refers to using the imaging frequency
on both transmit and receive.

Second-harmonic gray scale images are usually created using either a filter or
a pulse inversion scheme. Filtering is used in applications requiring high frame
rates such as cardiac imaging. Images created with pulse inversion are based on
summation of two receive pulses, where the sign of the second transmit pulse
is opposite to the sign of the first. The even harmonic frequencies are invariant
under this sign change, and a summation will amplify the even and cancel
out the odd harmonic components. Transducer bandwidth limits the received
signal to be constructed from the first- and second-harmonic components. The
first-harmonic cancel out and the second-harmonic contributes to the image

3
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data. However, super-harmonic imaging is proposed, where the third-, fourth-
and fifth-harmonic frequencies are isolated with a filter to create the image.30

Investigation of the acoustic behavior of second-harmonic transmit beams
show that the main lobe is slightly broader than the main lobe of a same-
frequency fundamental beam, but the general side-lobe level is lower.4–6,31

Compared with the first-harmonic beam, the main lobe is narrower. Because
the second-harmonic imaging pulse is created from a pulse at half the frequency,
the pulse length is longer than a same-frequency fundamental imaging pulse.
These two effect reduces both the lateral and range resolution of the image
when second-harmonic imaging is compared to fundamental imaging at the
same imaging frequency.

Despite the reduced resolution, second-harmonic imaging is clinically shown
to provide better diagnostic information in a wide range of applications, and is
the preferred imaging technique in cardiac,22,32–34 liver,24,35–37 abdominal,38–41

gall bladder,35,42 pancreas,38 kidney,35,43,44 pelvic,35,40,41,44 obstetrics and gy-
necology,40,42,45 breast,25,46,47 thyroid,48 and small parts imaging.26,40 Reported
image improvements are better visualization of details,36–38,42 hypo- and an-
echoic cystic lesions,23,24,39,43 and lumen of cavities due to less influence of
clutter.23,32–34,44 Over all improved image quality37,40,41,43,46,47 and conspicu-
ity36,41,43,46,48 are other common improvements.

The reduction of clutter in second-harmonic images is reported as a com-
bined effect of reducing both the influence of phase aberrations, side-lobe arti-
facts and reverberations.49 Within the quasilinear approximation, the second-
harmonic is generated from the square of the first-harmonic pressure,8 which
implies a shape resemblance between the first- and second-harmonic aberrated
beams. The shape resemblance is most prominent when the body wall is thin,
and a comparison of aberrated transmit beams shows that the second-harmonic
resembles in this case the first-harmonic more than the same-frequency funda-
mental.8,9

Not all improvements are reported to be significant. As a general trend,
applications using imaging frequencies in the range 2–5MHz benefit more from
harmonic imaging than those imaging at higher frequencies(6–12MHz).22,24,32–44

In applications using higher frequencies (6–12MHz), second-harmonic imag-
ing is also reported to improve image quality, but there are fewer published
papers.40,46–48 Two studies on breast25 and carotid artery imaging26 compare
conventional sonography to spatial compounding. Both conclude that spatial
compounding reduce artifacts and improve image quality. Two other studies
include second-harmonic in a similar comparison,23,50 and show that the com-
bination of spatial compounding and second-harmonic imaging produces the

4



I.2 Nonlinear Ultrasound Imaging

best image. Alone, the two techniques improve image quality when compared
with conventional sonography, but spatial compounding produce the better im-
ages than second-harmonic imaging. An image of a carotid artery imaged using
fundamental and second-harmonic imaging alone is presented in Fig. 1

In short words provides second-harmonic imaging equal or better images
than fundamental imaging. Combinations of second-harmonic imaging with
other beamforming and signal processing techniques such as spatial compound-
ing, multiple foci etc. can improve the over-all image quality further, and ap-
plications using higher frequencies are believed to benefit the most from such
combinations.

I.2.2 Other Nonlinear Imaging Techniques

Assessment of carotid artery plaques, breast and prostate cancer relies on higher
imaging frequencies. As described in the previous section, there is not one
technique alone that provide the best improvement. Over the recent years, other
nonlinear imaging techniques such as ShearWaveTMElastography, Differential
Tissue Harmonic Imaging and SURF Imaging, or Radial Modulated Imaging,
have entered the field of medical ultrasound. These are all techniques exploiting
nonlinear effects of wave propagation, but in a different manner than second-
harmonic imaging. The first technique is elastography imaging, and the two
latter gray scale imaging techniques. SURF Imaging is also a contrast detection
method.

ShearWaveTMElastography Imaging

ShearWaveTMElastography is an imaging technique developed by SuperSonic
Imagine (SSI). Elastography is visualization of the elastic properties of tissue,
and SSI has launched a platform for real-time elastography.51 In normal pulse–
echo imaging, differences in acoustic impedance is imaged, and an elasticity
model accounting for the bulk modulus alone is adequate. Soft tissue elasticity
also have a shear modulus, and elastography images the differences in shear
properties of the material.1,51

SSI images shear wave propagation, and utilize acoustic radiation force to
induce these waves in the tissue.52,53 Then, plane wave imaging and software
beamforming is employed to create images from just a few scans at ultra high
frame rates.51

5
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Differential Tissue Harmonic Imaging

Differential Tissue Harmonic Imaging is similar to second-harmonic imaging,
and is developed and implemented by Toshiba.37,54 In imaging of the liver,
Differential Tissue Harmonic Imaging has been shown to perform better than
both fundamental and second-harmonic imaging.37 The technique is similar to
pulse inversion harmonic imaging, but uses dual frequency band pulse com-
plexes rather than conventional transmit pulses. The two frequency bands are
a few Megahertz apart. Co-propagating pulses interact and create sum and
difference frequencies that accumulate over time. Similar to pulse inversion,
two receive pulses are needed for each scan line. The sign of the transmit-
ted pulses is inverted in the second pulse, and both the second-harmonic and
sum/difference frequencies are invariant under this sign change. The image is
created from the echoes of both the harmonic and sum/difference frequencies.54

SURF Imaging

Similar to second-harmonic imaging, SURF Imaging was first developed as
a contrast detection method,55–57 but has later been shown to also improve
regular gray scale images.55,58,59

The concept of the contrast detection method is to use a low frequency
(∼1MHz) manipulation pulse to manipulate the bubbles, and then image the
bubbles at two different manipulated states with a high frequency pulse (8–
10MHz). The bubble is radially modulated, and Radial Modulated Imaging is
another name on this contrast detection method. Using this setup, nonlinear
scattering from the bubbles can be distinguished from the linear scattering of
the tissue. Typically, the high frequency pulse is positioned at a low frequency
wave peak or through to make the two manipulations as different as possible.

Transmitting dual frequency band pulse complexes, and inverting the phase
of the low frequency pulse, SURF Imaging has been shown to provide high
quality gray scale images. The low frequency pulse manipulates the tissue, and
the manipulation of the first-order echo can be distinguished from that of the
reverberations. The result is an efficient reverberation suppression technique
capable of visualizing hypo-echoic regions with higher contrast. Figure 1 shows
this, and comparing second-harmonic imaging (top right panel) with SURF
Imaging (bottom right panel), the lumen of the vessel is better visualized using
SURF Imaging.
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Figure 1: Examples of ultrasound gray scale images of the carotid artery.
The top row shows a fundamental (left) and second-harmonic (right) image
recorded with a GE Logiq E9 scanner (GE Health Care, Milwaukee, USA).
The bottom row is from the same patient and is the recorded with a Sonix RP
scanner (Ultrasonix, Vancouver, Canada) modified for SURF Imaging. The
bottom left panel is fundamental imaging and the bottom right SURF Imaging.
Clutter is visible in the lumen of the vessel in the fundamental images. The
improvement with second-harmonic imaging is hardly visible, but with SURF
Imaging, the lumen appears darker and free of clutter near the posterior wall.
The histogram of each image is equally compressed to improve the gray scale
range in the printed images. The images are reprinted with permission from
Svein-Erik Måsøy and Jochen Deibele.

I.3 Ultrasound Acoustics

To understand the full picture of the acoustics involved in ultrasound imaging,
both theoretical and experimental knowledge must be established. Experiments
involving the full complex imaging situation provide insight regarding the ap-
pearance and existence of physical phenomena. Theoretical models seek to
explain them, and simulations to reproduce them.
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I.3.1 Model Formulation

Equations governing acoustic wave propagation arise from three fundamental
principles: Conservation of mass, conservation of momentum and a pressure–
density relation for compressible fluids. Neglecting body forces, these are stated
as27

∂ρ

∂t
= ∇·(ρu) (1)

du

dt
=

∂u

∂t
+ (u·∇)u = −1

ρ
∇p (2)

p = p(ρ) (3)

where ρ is the density, p, the pressure and u the particle velocity. Assuming
the displacements to be small compared to the curvature of the wavefront, the
convective term in Eq. (2) can be neglected.2,60

The pressure–density relation can be expressed as a Taylor expansion in
terms of the density variation, ρ′, as2,28

p(ρ) ≈ A

(
ρ′

ρ0

)
+

B

2

(
ρ′

ρ0

)2

where ρ0 is the equilibrium density and A and B are constants.2 The relative
density change is related to the volume compression, δV/ΔV , and the diver-
gence of the displacement field, −∇·ψ, and the above equation can be solved
with respect to ∇·ψ as

−∇·ψ = κp − βn(κp)2 + κLp (4)

where βn is the coefficient of non-linearity 1+B/2A, and attenuation is included
through the linear operator L in the third term on the right hand side.2 If atten-
uation is modeled as pure thermoviscous absorption, L is defined as L=δ/βc3

where δ is the diffusivity of the fluid.27 For more complex attenuation models,
L is defined as a temporal convolution operator Lp=h∗tp.2

Introducing the pressure–density relation to Eqs. (1)–(2), two governing
equations of acoustic wave propagation are found as

ρ
∂u

∂t
= −∇p (5)

κ
∂p

∂t
= −∇·u + βnκ

2 ∂p2

∂t
− κL∂p

∂t
(6)

where the convective term of Eq. (2) is neglected.
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If Eq. (6) is differentiated in time and substituted into (5), a wave equation
for the pressure is obtained as

κ
∂2p

∂t2
= −∇·∂u

∂t
+ βnκ2

(
p
∂2p2

∂t2
+

(
∂p

∂t

)2
)

+ κL∂2p

∂t2

= −∇·
[
−1

ρ
∇p

]
+ βnκ2 ∂2p2

∂t2
+ κL∂2p

∂t2
.

This simplifies to the Westervelt equation for the pressure60

∇·
[
1

ρ
∇p

]
− κ

∂2p

∂t2
− κL∂2p

∂t2
= −βnκ

2 ∂2p2

∂t2
. (7)

The coupled system of two first-order equations and the second-order Westervelt
equation are equivalent formulations of the same problem.

Spatially variant material parameters introduce additional terms to the
equations. A material parameter can be modeled with an average and a fluc-
tuating term, ρ=ρa+ρf (and similar for κ and βn).1 Inserted in Eq. (7), the
average terms are kept on the left hand side and account for forward propaga-
tion effects such as nonlinear distortion and phase aberration. The fluctuating
terms are multiplied over to the right hand side and act as source terms ac-
counting for local scattering.

The final wave equation accounting for nonlinear propagation and scattering
is then

∇2p − 1

c2
a

∂2p

∂t2︸ ︷︷ ︸
Linear propagation

+
βnaκa

c2
a

∂2p2

∂t2︸ ︷︷ ︸
Nonlinear

propagation

+
1

c2
a

L∂2p

∂t2︸ ︷︷ ︸
Attenuation

=
σl

c2
a

∂2p

∂t2
+ ∇· [γ∇p]︸ ︷︷ ︸

Linear scattering

+
σn

c2
a

∂2p2

∂t2︸ ︷︷ ︸
Nonlinear
scattering

(8)

c2
a =

1

ρaκa
, σl =

κf

κa
, γ =

ρf

ρ
, σn =

(
2βna(2 + σl)σl + βnf(1 + σl)

2
)
κa.

Fluctuations in compressibility and density cause monopole and dipole scatter-
ing respectively.1 Nonlinear scattering is said to be caused by differences in the
coefficient of non-linearity, βnf , but as seen in the above equation, even homoge-
neously nonlinear materials (βnf=0) create nonlinear scattering if compressibil-
ity fluctuations κf are present. Large variations in the elastic properties, where
βnf is of the same order as βna, is the dominant contribution to nonlinear back
scatter.2
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I.3.2 Overview of Numerical Methods

Both theoretical models and simplified laboratory experiments provide the op-
tion of isolating the effect of a few chosen physical phenomena. As information
technology advances, the use of theoretical models combined with numerical
simulations has become more and more popular. One example is the field of
transducer research where simulations are used to aid design of transducer ar-
rays in terms of both radiation surfaces, field computations and interaction and
behavior of the transducer stack itself.61–63

The range of available simulation tools reaches from highly specialized tools
tailored for one specific phenomenon to general multiphysics tools for more
complex problems. The most general tools are often commercial computer
programs with expensive licenses, but simulation tools available free of charge
exist.

Available numerical methods for acoustic wave propagation and radiated
fields can be separated into two main classes: Those based on the full wave
equation and those based on a one-way wave equation. Methods based on
the full wave equation are impulse response methods64,65,68,66,67 or methods
integrating the model equations in time within a finite, spatial computational
domain.69–84 Another full wave approach is the Green’s function method pro-
posed by Verweij and Huijssen85,86 and Fast ultrasound simulation in k-space
(Fusk) for simulation of pulse–echo imaging.87

The one-way wave equation tools are typically based on the parabolic ap-
proximation, i.e., the KZK-equation,88,89 and two well-known tools, the Texas
and Bergen codes, solve this equation in the time-domain93,94,90–92 and fre-
quency domain97,95,96 respectively. Another approach to solve the one-way
wave equation without the parabolic approximation is the Angular Spectrum
Method98,99 and variations of this.102–105,100,101 Both classes contain tools for
both linear and nonlinear propagation.

All the mentioned wave models can be expressed in the time-domain or the
frequency-domain. Phenomena such as frequency dependent attenuation and
impedance boundary conditions of transducer surfaces can be more challenging
to handle in the time-domain than in the frequency-domain. Attenuation may
be modeled within a frequency range using a finite number of relaxation pro-
cesses,1,84,91,106 or through approximation of the formulations presented by Sz-
abo107 using fractional derivatives.82 Frequency dependent impedance bound-
ary conditions have been successfully modeled using the Z-transform in the
field of aeroacoustics.108,109
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I.3.3 Full Wave Models

Aiming to solve a chosen wave model, approximations are made in the formula-
tion of the numerical model. All methods have a range of validity, and the full
wave tools are limited to whatever spatial accuracy they are tailored to satisfy.
The spatial accuracy also indicates the maximum spatial frequency the method
is able to solve. This limitation makes full wave models in a finite space rather
limited to problems where the solution has a smooth resemblance in space over
a certain length scale. To capture shocks and discontinuities, the spatial sam-
pling needs to be sufficiently high or methods accounting for discontinuities
must be employed.

The spatial domain of a full wave model must be represented in a discrete
formulation. The spatial discretization usually defines the type of method,
and common discretization schemes used in computational acoustics are Finite
Differences (FD),75,81,82,84,110 Finite Elements (FE),69,111 Spectral Elements
(SE),71,74,76,77 pseudo-spectral72,73,78 and k-space methods.79,80 The difference
between pseudo-spectral and k-space methods is that pseudo-spectral methods
use general polynomials (both trigonometric and other) to approximate the
solution,112 whereas “pure” k-space methods typically are based on the Fourier
transform of the model equations.79,80,113

Spatial discretization of a wave model results in a system of semi-discretized
equations, that is: The time is still continuous. Spatial derivatives introduce
coupling of the system over a wide range of length scales, or spatial frequencies,
and the system is denoted as stiff .114,115 Numerical integration of stiff equa-
tions are often limited to implicit integration schemes, i.e., schemes where a
system of equations must be solved for each step. Explicit methods avoid this,
but are in general less suited for stiff problems because stability requirements
must be met, and these can force the step size to become very small.114,115

However, some integrators used in wave phenomena are explicit and fully ca-
pable of solving such problem as long as the stability requirements are met.
The leap-frog (or Störmer-Verlet) scheme is one example along with some of
the Newmark schemes.75,80,83 Other integrators such as Adams-Bashforth and
Adams-Moulton schemes are also suggested.72,73,116

In the development of the attenuation model in acoustics, thermodynamic
approaches are made. Some papers present models where both wave propaga-
tion and temperature behavior are accounted for.70,117–119 The models includ-
ing both in the simulation itself are the FE-models presented in Refs. 70, 117
and 118. The coupling of the FD-method and a temperature model proposed
by Pinton uses two separate models and investigate the temperature response
for a pre-simulated wave field.119
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I.3.4 One-Way Wave Models

One-way models are in many ways simpler to handle. The wave model is usu-
ally formulated in retarded time coordinates and integrated in depth. The
one-way wave equation is a second-order differential equation in depth, but a
simplification to a first-order formulation through the parabolic approximation
(∂2/∂z2≈0) is common. A well-known model within the parabolic approxi-
mation is the KZK equation.88,89 A weakness of the KZK equation is its lim-
ited ability to solve wave rays inclined more than ∼15◦ with respect to the
z-axis.120,121 This limits straight forward use of the KZK equation in problems
involving highly focused transducers. However, investigating the field from a
highly focused lithotripter, construction of an intermediate source condition is
suggested.122

Spatial discretization of the transverse spatial dimensions is necessary,
and one approach is to use a finite-difference scheme.93,94,90–92,100,101 An-
other approximation is the frequency domain solution employed in the Bergen
Code,97,95,96 or the Angular Spectrum approach where the differentiation is
solved using the Fourier transform.99–101 The first is defined for problems in
cylinder coordinates and the latter for Cartesian coordinates.

Using the Fourier transform and an Angular Spectrum approach de-couple
the equations in space. Employing the Fourier transform in time transforms
the model equation into a system of ordinary differential equations. In this
sense, the one-way wave equation becomes a second-order ordinary differen-
tial equation in depth z. This can be solved without making the parabolic
approximation.100,101

One-way wave models catch forward effects such as nonlinear distortion
and phase aberrations, and this is incorporated into both Abersim100,101 and
the Texas code.94 Using such tools, the combined effect of these two forward
propagation effects can be investigated .7–9,94,123

Although one-way wave models are tailored to solve forward effects, back
propagation, i.e., propagation of a source field in space and back to the trans-
ducer, is possible. Using the Angular Spectrum Method in physical rather than
retarded time coordinates, enables the use of back projection where diffraction
effects are reversed.98 Concentrating on the models formulated in retarded time,
one interpretation is that the term forward refers to the time of the problem
and the term one-way to the limitation of only one (spatial) direction of inte-
gration at the time. If a problem can be separated into a forward field with
a separate (back) scattered field, this can be investigated using one-way wave
models. Simultaneous back scatter is, however, not covered by one-way mod-
els, and to study more complex, or realistic, back scatter, a full wave model is
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preferable.
This limits the one-way tools to simple back scattering problems such as

reflection from perfect planes or a few points scatterers. Another possibility for
investigation of (first-order) back scatter with one-way tools, is a combination
of methods.124,125 In this fashion, simulation of ultrasound imaging similar to
available (linear) methods as Field II66,67 and Fusk87 can be constructed from
components tailored to separate parts of the imaging chain.

A multiphysics environment may be constructed from combinations of sev-
eral specialized simulation tools. Combining a nonlinear one-way tool with a
linear back scatter tool might be faster and require less resources than employ-
ing a full wave model. The coupling between the different models and methods
may be more approximative in an “in-house” implementation than those em-
ployed in commercial multiphysics tools, but can still provide valuable insight
in various field of ultrasound research. Another advantage of “in-house” imple-
mentations is that they can provide open source code and be free of charge.

I.4 Summary of Contributions

The four contributions in this thesis present a framework for investigating non-
linear and heterogeneous effects in medical ultrasound imaging through the use
of numerical simulations. The included papers are either accepted or submitted
for publication, and present the necessary background for each paper. The pa-
pers can be read independently and provide a more detailed discussion on each
topic. Here, an overview of the thesis as a whole, and the connection between
the papers are presented.

The first two chapters are extensions to some of the research activity started
off by Dr. Svein-Erik Måsøy and Dr. Trond Varslot on the combined effect of
phase aberrations and nonlinear propagation effects. The year between the au-
thor’s Master’s degree and start of Ph.D. program (2006–07), was spent on work
related to phase aberrations,123 a new Matlab and parallel C implementation
of Abersim, clinical contrast trials with a first generation SURF scanner,126

and co-supervision of Dr. Måsøy’s Master student on ultrasound contrast agent
detection using high frequency SURF Imaging.127

Although Paper B was the first work performed in the Ph.D. program,
Paper A is presented in the thesis as the first paper to provide an introduction
to Abersim; a simulation tool used in the three other papers. Abersim has
been developed over many years by members of the author’s research group at
NTNU, and was originally tailored to investigate phase aberration; hence the
name Abersim. One goal with the re-implementation of Abersim was to make
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it more computationally efficient for full three-dimensional problems, and to
make it more available.

The comparison performed in Paper A was initialized by Dr. Martijn Fri-
jlink during his post doctoral at NTNU. His research then was mainly on car-
diac transducers, and he needed a tool for investigating nonlinear transmit
fields. Field II has long been considered the gold standard of field simulations,
but Field II is limited to linear elasticity and a linear-in-frequency attenua-
tion model. Abersim was chosen as the tool for nonlinear propagation, and
Dr. Frijlink was one of the first to start using the newly implemented parallel
C-version of Abersim. Another interest of the authors was to present the devel-
oped Generalized Angular Spectrum Method for circular-symmetric problems.
Initial results of this comparison was presented at the IEEE International Ul-
trasonic Symposium 2008 in Beijing, China.102 Later, the study was extended
to include comparisons of nonlinear fields.

In the author’s Master’s thesis, second-harmonic generation was investi-
gated for different focal depths when the aperture was given. The key results
were presented at the IEEE International Ultrasonic Symposium 2006 in Van-
couver, Canada.9 The initial motivation for Paper B was to investigate further
the influence of beamforming on second-harmonic generation, and why second-
harmonic imaging is reported to be less successful for higher frequencies.

In Ref. 9, the author investigated second-harmonic generation for a few
transducer configurations with equal transmit pressure. Higher transmit pres-
sures imply higher generation, but safety limitations are imposed on diagnostic
ultrasound scanners to avoid bio-hazards such as too high temperatures or
acoustic cavitation. As a consequence, transmit pressure amplitudes must be
estimated or measured for each transmit configuration on the scanner. A mo-
tivation was to find the optimal transmit configuration for second-harmonic
generation given these safety limitations. Paper B provides insight on the com-
bined effects of transmit beamforming and pressure amplitude. For simplicity,
the medium was chosen to be homogeneous, and circular-symmetric apertures
were chosen to reduce computation time.

The results of Paper B suggest that the degradation caused by heteroge-
neous effects in second-harmonic images are of least importance when a body
wall is the main heterogeneous object. Acoustic noise, or clutter, is assumed
to be the main contribution to reduced image quality, and one goal for the
Ph.D. program was to develop a software tool for investigation of reverbera-
tions, and a full wave model integrated in time was sought.

Through one of the courses included in the Ph.D. program, the author was
presented to the field of Spectral Element Methods. Solutions based on Fourier,
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or k-space, discretizations in space such as the methods presented in Ref. 79 and
80 was considered, but an extension to nonlinear tissue was at the time believed
to cause too many multidimensional Fourier transforms to be efficient in three
dimensions. The use of an initial condition rather than boundary conditions
was also considered to be a drawback. Paper C provides a presentation to the
basic principles of the spectral element model used in this thesis. The method
was first implemented as a one-dimensional test in Matlab, and later C++ for
the two-dimensional method.

The last paper concentrates on the effect of reverberations in medical ul-
trasound. The term reverberations is often referred to, but to the author’s
knowledge, little or nothing is published on the mathematical description of
reverberations. Paper D is included to provide one such description, and to
investigate the influence of reverberations from simple scatterers. The reported
suppression of clutter through the use of second-harmonic imaging is not fully
understood, and effects of second-harmonic imaging on reverberations suppres-
sion is investigated in Paper D.

Paper A: A Comparative Simulation Study on the Radiated

Field from Ultrasound Transducers

The first paper is a comparison between three publicly available simulation
tools: Field II, the Texas code and Abersim. Numerical simulations play an
important role in research on transducers and radiated sound fields. The three
tools compute radiated sound field, but differ both in the underlying acoustic
model and implementation. For many years, Field II has been considered as the
gold standard for calculating fields from arbitrary transducer geometries. Along
with the development of nonlinear imaging techniques, the need for accurate
field simulations including nonlinear effects for arbitrary transducer geometries
has become more pronounced. The paper compare each simulation tool with
appropriate gold standards. For circular piston transducers the three tools
perform equivalently. Abersim is suggested to be more accurate than Field
II and KZK based solutions for near field diffraction. The attenuation model
employed in Abersim is also superior to the models employed in Field II and the
Texas code. A comparison for a cardiac array transducer is made between Field
II and Abersim, and shows that Abersim produces radiated fields equivalent to
Field II.

This paper is re-submitted to IEEE Transactions on Ultrasonics, Ferro Electric-
ity and Frequency Control after initial reject from the same journal (old major
revision).
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Paper B: Transmit Beamforming for Optimal Second-Harmonic

Generation

Second-harmonic imaging is the preferred imaging technique in many applica-
tions, and is more often reported to improve image quality at low frequencies
than high. A main motivation of the paper was to understand why. Safety
regulations impose limitations on the maximum achieved pressure through the
mechanical index, and a second motivation for this paper was to investigate
second-harmonic generation in lieu of transmit beamforming and safety regula-
tions. The transmit pressure is estimated such that the pressure never exceed
a mechanical index of 1.2. The main results state that the acoustic model
does not indicate that lower frequencies are more favorable if the attenuation
is linearly frequency dependent. If the frequency exponent of the attenuation
is larger than one, higher frequencies suffer more from this and generate less
second-harmonic energy. This, and heterogeneous effects are proposed as the
main contributor to different performance of second-harmonic imaging at two
different frequencies. A suppression quality factor is suggested to quantify this,
and suggests better performance in applications where the heterogeneous struc-
tures are located closer to the transducer, i.e., a situation where the body wall
is thin in terms of wavelengths.

This paper is accepted for publication in IEEE Transactions on Ultrasonics,
Ferro Electricity and Frequency Control.

Paper C: A Time-Domain Spectral Element Method for Propa-

gation of Pulses in Nonlinear Soft Tissue

To investigate reverberations and multiple scattering, a full wave time-domain
simulation tool is needed. The third paper presents a time-domain Spectral
Element Method fulfilling these requirements. The presented method was tai-
lored to handle nonlinear tissue elasticity and frequency dependent power-law
attenuation with f1 and f1.1. The nonlinear and attenuation models are com-
pared with analytic solutions and verified to provide the desired accuracy in
a plane wave environment. Two-dimensional propagation is verified through
comparison with Abersim. The discretization itself introduce numerical disper-
sion in the spatial wave numbers, and this increase the amount of generated
harmonic frequencies. This effect is less pronounced when both attenuation
and non-linearity are included in the propagation. The author suggests the
model to be suited for propagation in heterogeneous materials, but this is not
verified.
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This paper is submitted to Journal of the Acoustical Society of America.

Paper D: Analysis of Reverberations in Medical Ultrasound

The fourth paper presents a mathematical description of reverberations in med-
ical ultrasound, including a classification system. The model is verified through
simulations for a plane wave case using the method presented in Paper C and in
a full 3D setup using simple reflectors as scatterers in Abersim. The main result
states, using spatial reciprocity, that reverberations always act in pairs. This is
verified through simulations. A reverberation weight filter is constructed, and
suppression of reverberations is discussed in terms of this filter and transmit
beam intensity for fundamental and second-harmonic imaging. The suppression
obtained in second-harmonic imaging is found to be a combined effect of a more
favorable reverberation weight filter and the accumulative effect of harmonic
generation.

This paper is submitted to Journal of the Acoustical Society of America.

I.5 Discussion

The conclusion of Paper A states that Abersim perform equivalently to Field II
in simulating radiation from diagnostic transducers, and possibly better when
compared with analytic solutions. A comparison to the Texas code provides
another verification of the nonlinear model in Abersim in addition to the results
presented in the original papers.100,101 The first version of Paper A was rejected
after review from the IEEE Transactions on Ultrasonics, Ferro Electricity and
Frequency Control. One of the reviewers commented that the paper did not
include comparisons to measurements, and that small differences were of less
interest because the uncertainty of a measurement setup could be much larger.
The three tools are previously compared with measurements,66,67,92,100,101 and
a new comparison was not considered to be necessary. In the comparisons
made in the revision of Paper A, gold standards are established and the results
compared with these.

In Paper B, all transducers are circular-symmetric. Today, most clinical
scanners use linear, curved linear and phased array transducers. This is dis-
cussed in Paper B, but a few more comments are necessary.

The on-axis radiated field from a circular aperture contains, for a single fre-
quency vibration, perfect constructive and destructive interference. Quadratic
or rectangular apertures do not show this behavior, and the interference is less
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distinct. Broad-band pulses also reduce the detail of the interference pattern.
Comparing quadratic and circular apertures, the area of a quadratic aperture
of size D×D is larger than the area of a circular aperture of diameter D. The
main lobe of the quadratic aperture is also narrower.1 These two effects indicate
higher second-harmonic generation. Assuming broad-band pulses, modeling the
relation between the maximum generated harmonic energy from quadratic and
circular aperture through a scaling factor relating the area differences is believed
to be possible. This is not investigated.

When the azimuth and elevation apertures become different, the paper, with
support from Ref. 97, suggests that rectangular transducers perform worse.
Although a scaling factor might be obtainable, the ratio between the azimuth
and elevation apertures of diagnostic transducers is not constant. The elevation
aperture often is fixed, and the azimuth aperture varies with the application.
The effects of variations in this ratio on the optimal choice of transmit beam-
forming are not known

The suppression quality factor Q in Paper B is a suggested measure on
the suppression of near field echoes in second-harmonic imaging. Without the
knowledge from Paper D, this measure concurs with previously suggested expla-
nations: That the second-harmonic component is generated behind the hetero-
geneous body wall and suppresses near field echoes originating from within the
body wall.22–24 The suppression factor is determined based on the focal depth
of the transmit beam, and is not related to the observation point, i.e., the
receive focal depth.

Introducing some of the concepts from Paper D, the suppression factor Q
describes suppression when the reverberators are located at half the focal depth,
and the transmit and receive focal depths are equal. The remaining suppression
is, according to Paper D, determined by the amplitude modification introduced
by the reverberation weight filter.

The Spectral Element Method in Paper C is suggested as a numerical
method for investigation of reverberations. The method is shown to accurately
reproduce both plane wave propagation effects and two-dimensional propa-
gation. A weakness of the paper is the missing verification of the indicated
ability to solve wave propagation in heterogeneous materials. Effects of het-
erogeneities are discussed, and also simulated in Paper D, but not verified.
Distortion from heterogeneities and non-linearity is a volumetric effect, and
the restriction to two-dimensional problem formulations is a drawback in that
perspective. An extension to three-dimensional problems requires the method
to be implemented in a parallel environment, and at the time this was writ-
ten; the implemented program could run in parallel, but the extension to three
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dimensions was not finished.
The object of Paper D is to provide insight to reverberations in medical

ultrasound. The paper presents a mathematical formulation of the multiple
scattered wave field, and how the the received signal is influenced by reverbera-
tions. Numerical experiments verify the model, and a more detailed discussion
is found in the paper itself. In a more holistic perspective, the paper also pro-
vides an example on how to use models and methods presented in the three
first papers of this thesis. The suppression quality factor Q from Paper B was
not found to be useful in Paper D due to its limited ability to separate the
suppression caused by transmit beam intensity differences and the amplitude
modification of the reverberation weight filter.

The suppression of reverberations in second-harmonic imaging is suggested
to be a combined effect of the accumulation of harmonic energy and an am-
plitude modification from a reverberation weight filter. The amplitude modi-
fication implicitly accounts for transmit beam intensities, and in the situation
where near field reverberation echoes arrive simultaneously as a deeper first-
order echo, second-harmonic imaging is shown to mainly suppress one out of
two (reciprocal) components.

In applications where the object of interest is fully submerged in heteroge-
neous tissue, plane structures may be present at depths close to the object of
interest. The opposite situation is imaging of an organ behind a (thin) body
wall. The organ parenchyma is assumed to not contain plane structures, and in
this situation the third scatterer will be a collection of diffuse scatterers rather
than a reflecting plane. This suggests that reverberations might contribute
more to clutter in imaging of fully heterogeneous objects than in applications
where distinct body wall is present.

In applications with a body wall and no plane, deep structures, reverbera-
tions are suggested to be of less importance at depths larger than approximately
twice the thickness of the body wall. Side-lobe artifacts and phase aberrations
are believed to be the main sources of clutter in deep regions.

Nonlinear imaging techniques exploiting the accumulative nonlinear distor-
tion of a transmit beam may suppress reverberations similar to second-harmonic
imaging. Both Differential Tissue Harmonic Imaging and SURF Imaging create
images based on the back scatter from the nonlinear transmit beam. The back
scattered signals contain information about the forward nonlinear distortion
characteristics of the pulse from a certain depth. Nonlinear imaging techniques
using the transmit beam intensity as a measure of this distortion are believed
to suppress reverberations similar to second-harmonic imaging. This is the case
in Differential Tissue Harmonic Imaging,37 and is also suggested as a method
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for SURF Imaging.59 The SURF image in Fig. 1 is created with proprietary
SURF signal processing and not the method suggested in Ref. 59.

Better understanding of the back scattered signal may improve both gray
scale images and ultrasound diagnoses. All received echoes are “false” in the
sense that they consist of both the true first-order echo and acoustic noise.
Estimation of material properties, e.g., tissue and blood velocities, are also
influenced by acoustic noise, but the influence is not known. In gray scale
images, spatial compounding is shown to reduce clutter, but it is not understood
whether the clutter is suppressed or if the over-all image quality is a perceptional
improvement through better visualization of curved surfaces from the angular
dependency of specular reflections.

I.6 Conclusion

The four papers of the thesis present a framework for investigation of reverber-
ation effects in medical ultrasound through numerical simulations. Both Paper
A and C provide insight on possible methods for simulation of different aspects
of nonlinear propagation. Abersim has previously been shown to accurately re-
produce forward nonlinear and heterogeneous effects, and Paper A shows that
the transmit beams simulated with Abersim are equivalent to those simulated
with the widely used Field II. Paper C presents a Spectral Element Method
for simulation of nonlinear wave propagation in back scattering media, and
is shown to accurately reproduce forward nonlinear distortion of propagating
pulses. Although back scatter is possible to investigate, the accuracy of the
method is not verified for heterogeneous materials.

Paper B and D discuss the effects of generation of nonlinear distortion and
reverberations in second-harmonic imaging. The first concentrates on second-
harmonic generation in diagnostic ultrasound, and the second on suppression
of reverberations. Paper B suggests that both low and high frequencies per-
form equivalently if the medium is homogeneous and has a linear-in-frequency
attenuation. Non-linearly frequency dependent attenuation and heterogeneous
effects are suggested to be the main reason for lower image improvement in high
frequency applications. The suppression of reverberations in second-harmonic
imaging is in Paper D suggested to be a combined effect of transmit beam
intensity and a reverberation weight filter.

To summarize: Reverberations are a major contributor to clutter in medical
ultrasound imaging, and are suggested to contribute more in applications where
the object of interest is fully submerged in heterogeneous tissue than in appli-
cations imaging an organ behind a body wall. Examples of fully heterogeneous
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applications are vascular, breast and small parts imaging at higher frequencies.
In applications with a body wall as the main heterogeneous object, reverber-
ations are believed to be less pronounced in (deep) regions of interest, and in
these applications, side-lobe artifacts and phase aberrations are believed to be
the main sources of clutter. Signal and image processing tailored to conceal
clutter may provide better images, but if the acoustical model and the infor-
mation about forward propagation effects can be understood and exploited in
a better way, separation of true first-order echoes and reverberations might be
possible. It is to the author’s belief that both gray scale images and clinical
ultrasound diagnoses will benefit from such knowledge.
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Paper A

A Comparative Simulation Study on the

Radiated Field from Ultrasound Transducers

Halvard Høilund-Kaupang, Martijn E. Frijlink, Svein-Erik Måsøy and
Bjørn Angelsen

Department of Circulation and Medical Imaging, NTNU, Trondheim, Norway

Abstract

A comparative simulation study is performed to benchmark three freely avail-
able ultrasound simulation programs: Field II, the Texas code and Abersim.
The two latter handle both linear and nonlinear propagation. A General-
ized Angular Spectrum Method for calculating the radiated field in circular-
symmetric geometries is proposed and implemented in Abersim. Five trans-
ducer test cases are investigated; three circular-symmetric piston transduc-
ers, one plane wave attenuation comparison and one cardiac array transducer.
Each program’s ability to solve diffraction, attenuation or nonlinear effects is
compared. The comparisons suggest that the Angular Spectrum Method per-
forms better than Field II for equal spatial and temporal sampling when solving
near field diffraction. The frequency domain implementation of the attenuation
model in Abersim is shown to be superior to the models implemented in Field II
and the Texas code. In the nonlinear comparison, the Texas code and Abersim
produce equivalent results when resolution and sampling frequencies are equal.
In highly nonlinear media, both tools show the same behavior when acoustic
shock formation takes place, and both indicate the need of very high sampling
frequencies if acoustic shock phenomena are to be investigated. For the array
transducer, Abersim is shown to accurately reproduce the Field II solution from
plane transducer surfaces. For curved surfaces, some discrepancies are found.

Submitted to IEEE Transactions on Ultrasonics, Ferro-Electrics and
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A.1 Introduction

Acoustic field simulations are used to investigate radiation patterns from ar-
bitrary transducer geometries. These investigations can be useful for deeper
understanding of acoustical phenomena and for the design of ultrasound trans-
ducers. The effect on the generated field of different excitation pulses, array
geometries, system electronics, choice of piezoelectric material, etc., can be
simulated using different simulation tools or combinations of them.1–4 For di-
agnostic applications which include higher harmonics, it is necessary to include
accurate nonlinear field simulations. Combinations of a simulation program
for nonlinear forward propagation with a linear back scattering algorithm, can
provide insight in specific harmonic imaging applications.5,6 The simulation
program Field II7 is based on summation of impulse responses from small sur-
faces to calculate linear pressure fields from arbitrary shaped transducers in
materials with linear frequency dependent attenuation.

Nonlinear forward wave propagation can be modeled using the KZK equa-
tion.8,9 The KZK equation is a parabolic approximation to the one-way wave
equation in retarded time coordinates. The parabolic approximation neglects
diffraction effects in the depth direction, i.e., ∂2p/∂z2≈0. This approximation
makes the KZK equation inaccurate for highly focused transmit beams.10 The
KZK equation accounts for nonlinear and thermoviscous absorption effects.8,9

Two well-known tools tailored for the KZK equation are the Bergen code11

and the Texas code.12–14 The Bergen code solves the KZK equation through
a frequency domain implementation while the Texas code is a time domain
implementation. These tools are shown to perform very well when compared
with measurements and/or analytical solutions.11–13

The computer package Abersim is a software package developed at the Nor-
wegian University of Science and Technology and is designed to solve nonlinear
forward wave propagation.15–17 Contrary to KZK based tools like the Bergen
and Texas codes, Abersim avoids the parabolic approximation when simulating
three-dimensional (3D) propagation. Abersim solves the one-way wave equation
for (forward) propagating waves in retarded time coordinates using an operator
splitting approach and the Angular Spectrum Method (ASM). Optionally, for
circular-symmetric cases, Abersim uses the parabolic approximation and solves
the diffraction using a Finite-Difference Time-Domain solution. The attenua-
tion term is solved in the frequency domain and is shown to handle arbitrary
power-law attenuation. Abersim has previously been validated through com-
parisons with an analytic solution to the viscous Burgers’ equation for nonlinear
plane wave propagation in materials with thermoviscous absorption, and exper-
imental measurements of the nonlinear wave field from an annular array probe
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in water,15 and a linear array transducer.16

In this paper, forward propagating fields from simulation programs Field II,
the Texas code and Abersim are compared. The aforementioned programs are
used to simulate radiated fields from transducers and all are available free of
charge (see Refs. 18–20 for Internet pages). The validity of the KZK equation
in the near field is discussed. A Generalized Angular Spectrum Method is pro-
posed for circular-symmetric problems to improve near field performance and
reduce computational complexity. The method is compared with the already
existing methods used in the different programs.

A.2 Background Theory

One model for wave propagation in nonlinear materials is the Westervelt equa-
tion21

∇2p − 1

c2

∂2p

∂t2
− 1

c2
h ∗

t

∂2p

∂t2
= −βnκ

c2

∂2p2

∂t2
, (A.1)

where p is the pressure, c the speed of sound in the medium, and h the kernel
of a convolution operator accounting for attenuation.

Introducing retarded time coordinates τ=t−z/c, Eq. (A.1) transforms to15,16

∂p

∂z
=

c

2

∫ τ

−∞

∇2
⊥p +

∂2p

∂z2
dτ ′

︸ ︷︷ ︸
Diffraction

− 1

2c
h ∗

τ

∂p

∂τ︸ ︷︷ ︸
Attenuation

+
βnκ

2c

∂p2

∂τ︸ ︷︷ ︸
Non−linearity

. (A.2)

Approximating ∂2p
∂z2≈0 and employing pure thermoviscous absorption yields the

KZK equation.8,9,15,16 In Abersim, the above equation is solved using operator
splitting where each term on the right hand side can be solved separately.15,16

How to solve attenuation and non-linearity is considered to be known, and
relevant methods for this paper are presented in Refs. 7,12–16.

The diffraction operator is separated into two parts, ∂2

∂z2 and ∇2
⊥ account-

ing for differentiation in z and transverse space (the plane perpendicular to z)
respectively. In Cartesian coordinates, ∇2

⊥= ∂2

∂x2 + ∂2

∂y2 , and for cylindrical coor-

dinates ∇2
⊥= ∂2

∂r2 +1
r

∂
∂r+ 1

r2
∂2

∂θ2 . If attenuation and non-linearity in Eq. (A.2) are
neglected, the equation reduces to the linear wave equation in a homogeneous,
non-absorbing medium in retarded time coordinates.
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Classical Angular Spectrum Method

Applying the Fourier transform in time, the diffraction term in Eq. (A.2) be-
comes

∂p̂

∂z
=

c

2iω

(
∂2p̂

∂z2
+ ∇2

⊥p̂

)
(A.3)

where p̂ denotes the temporal Fourier transform of the pressure.
In 3D Cartesian space, Eq. (A.3) can be discretized in space with the Fourier

transform as15,16

∂2P

∂z2
+ 2ikt

∂P

∂z
− (k2

x + k2
y)P = 0 (A.4)

where kt=ω/c and P is the spatial Fourier transform of p̂ over x and y. Equa-
tion (A.4) is the basis for the classical Angular Spectrum Method (ASM) pre-
sented by Zemp et al.22 expressed in retarded time coordinates. A solution of
this equation is referred to as the “pseudo-differential model”.15,16

Generalized Angular Spectrum Method

The classical ASM is, however, limited to Cartesian coordinate systems. Circular-
symmetric problems are often defined in cylinder coordinates to reduce the
number of dimensions of the problem. With the angular dependency removed,
circular symmetry implies a Neumann-type boundary condition where ∂p

∂r =0
at r=0. Another representation of ∇2

⊥ is through a matrix discretization op-
erator, A, such that Ap̂≈∇2

⊥p̂, where A is constructed from a finite difference
scheme. Assuming p=0 at the outer boundary (r=rmax), the matrix operator
A is invertible.23,24 Then, A can be diagonalized as

A = QΛQ−1

where Q is the diagonalizing matrix, and Λ a diagonal matrix containing the
eigenvalues of A. Another representation of Eq. (A.3) is then found as

∂2p̂

∂z2
+ 2ikt

∂p̂

∂z
+ QΛQ−1p̂ = 0

where kt=ω/c as before.
The Laplacian is an elliptic differential operator and a matrix discretization

of the Laplacian will be negative definite with only negative eigenvalues.23,24

The Fourier discretization presented in Eq. (A.4) also obeys this, with its eigen-
values being the spatial wave numbers −(k2

x+k2
y).
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Using the relation QQ−1=I, where I is the identity matrix, and the trans-
form pair p̂=Q� ⇔ �=Q−1p̂, the above expression can be written as

Q

(
∂2�

∂z2
+ 2ikt

∂�

∂z
− |λ| �

)
= 0. (A.5)

Because Q is constant, the equation within the parentheses is equivalent to
Eq. (A.4), and is fully de-coupled in both time and transverse space. This
equation may be solved for �, and p̂ is retrieved from p̂=Q�.

Defining a general spatial wave number, kξ, as either (k2
x+k2

y) or |λ| for the
Fourier and general matrix discretization respectively, Eqs. (A.4) and (A.5) are
second-order ordinary differential equations in z. This type of equation has two
solutions, but to investigate directive sound beams, only one is needed.15,16,25

Disregarding one component, the other represent the linear field at depth z and
is

P (z) = eiK (z−z0)P (z0) (A.6)

where K is a wave number operator defined as previously presented15,16

K =

⎧⎨
⎩
√

k2
t − k2

ξ − kt k2
t ≥ k2

ξ

−i
√

k2
ξ − k2

t − kt k2
t < k2

ξ .

Note that Eq. (A.5) is more general than Eq. (A.4) because the Fast Fourier
Transform utilized in Eq. (A.4) is merely an efficient implementation of the
Discrete Fourier Transform where the matrix Q in Eq. (A.5) is the Fourier
matrix.26 Any spatial discretization resulting in an invertible diagonalizable
matrix operator A can be used within this framework. An example of such
a discretization is a finite element discretization where the mesh is adapted
to an arbitrary radiation surface with spatially variable accuracy in terms of
element size. The practical use of such discretizations is limited due to the fact
that the diagonalization requires the eigenvalues of a rather large system of
equations to be found, and the dimension of the full matrix Q will grow rapidly
in three dimensions. In the Cartesian case with N=Nx=Ny, the diagonalization
requires O(N4) operations with a general matrix Q, and O(N2 log 2N) with the
Fast Fourier Transform. A finite element scheme with adaptive radial accuracy
is possible for circular-symmetric problems.

A.3 Methods

Three computer programs; Field7, the Texas code12–14 and Abersim,15–17 are
compared for five test cases in solving diffraction, attenuation or nonlinear

41



Paper A: A Comparative Simulation Study on Radiated Fields

effects, or combinations of these. A gold standard is established for each case,
and the appropriate simulation results are compared with this. The parameters
used for each case are presented in Table A.1. Unless specified otherwise,
the speed of sound, density and transmit pressure amplitude is 1540m s−1,
1050 kg m−3 and 1MPa respectively.

Table A.1: Transducer and material parameters for the five cases. The ab-
breviations “PLW” and “TV” denote plane wave simulation and thermoviscous
absorption respectively.

Case 1 2 3 4 5

Shape Circ. Circ. PLW Circ. Rect.
Center freq., MHz 2 2 2 2 2
Bandwidth, % 3.3 50 100 50 50
Sampl. freq., MHz 60 40 Var. 100 40
Focal depth, mm ∞ 60 — 60 60
Aperture, mm 18.6 18.6 — 18.6 18.6×13
# of elements 1 1 — 1 64×1
f-number ∞ 3.22 — 3.22 3.22×4.62
Non-linearity, βn — — — 3.48 —
Attenuation — — Var. TV Linear

Soft tissue obeys power-law attenuation models of the form α(f)=af b,
where b∈[1, 2].27 In the presence of only thermoviscous absorption; b=2. A
common approximation for soft tissue is a linear frequency dependence with
b=1, and this assumption is used in Field.7 The Texas code time-domain im-
plementation cannot handle general power-law attenuation directly, but an ap-
proximation can be obtained within a certain frequency range using a finite
number of relaxation processes.14 In this paper, only the thermoviscous ab-
sorption of the Texas code is used. Abersim solves the attenuation term in the
frequency domain, and handles general power-law attenuation.15,16

Nonlinear elasticity is incorporated in both the Texas code and Abersim.12,15,16

Both use operator splitting to solve the model equation. The Texas code uses
a fixed step size and first-order Gudonov splitting scheme for each operator.12

Abersim uses a second-order Strang splitting for the nonlinear distortion and
attenuation where an adaptive step size control is employed to avoid shock
formation.15,16 Field II handles only linearly elastic media.7

Field II defines the problem in 3D Cartesian space. Abersim can solve the
radiated field from circular apertures in three different ways; through the one-
way wave equation in retarded time and Cartesian coordinates with the Clas-
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sical Angular Spectrum Method (CASM), or using cylindrical coordinates and
either the Generalized Angular Spectrum Method (GASM) or a time-domain
solution of the KZK equation (KZKA). The Texas code solves the KZK equa-
tion and is only used for circular-symmetric field computations.

The initial field for Abersim corresponds to a field radiated from a trans-
ducer embedded in a pressure release baffle because the pressure is assumed
to be zero outside the active transducer surface.25,27 This transducer model is
also chosen for the Field II simulations. The Texas code is specified to use a
source from a rigid baffle.12

The error, ε, is measured in the L2-norm using

ε=
‖xref − x‖2

‖xref‖2
(A.7)

where xref is the appropriate gold standard and x the solution to be tested.

Table A.2: The acronyms used for the different solutions with their cor-
responding program and underlying acoustic model. The baffle condition is
denoted “r.b.” and “p.r.” for the rigid and pressure release baffle respectively.
The bottom section indicate the resolution, normal (N) or high (H), used to
calculate the solution in each case.

Acronym: Field II CASM GASM KZKA Texas

Program Field II Abersim Abersim Abersim Texas code
Wave mod. Full One-way One-way KZK KZK
Baffle r.b./p.r. p.r. p.r. p.r. r.b.
Case 1 N/H N N N —
Case 2 N/H N N N —
Case 3 H N — — H
Case 4 — N N N N/H
Case 5 H N — — —

Case 1 — Plane Piston Transducer

A plane transducer as specified in Table A.1 is simulated to compare near field
performance in Field II and Abersim. The gold standards are the analytic
expressions for continuous wave (CW) on-axis fields from rigid and pressure
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release baffles as defined in Eq. (3.23) in Ref. 25

|prb(r=0, z)|2 = 2p2
0 [1 − cos(k (re − z))] (A.8)

|ppr(r=0, z)|2 = p2
0

[
1 +

z

re
[1 − 2cos(k (re − z))]

]
(A.9)

where prb and ppr are the pressure fields from a transducer embedded in a rigid
and a pressure release baffle respectively, re=

√
z2+a2, p0=ρ0c0v0, and v0 is the

normal vibration velocity on the transducer surface. The Fourier coefficients of
the initial pulse and Eqs. (A.8)–(A.9) are combined to an analytic solution in
the pulsed wave case.

The low bandwidth (3.3%) is chosen to benchmark the ability to correctly
reproduce the on-axis interference pattern in the near field. The radiated field
is simulated up to a distance of 52.9mm which corresponds to an inclination
angle of ∼10◦ with respect to the z-axis. The rays propagating from the edge
of the transducer to the z-axis will because of this for the most be outside the
validity of the KZK equation.10 The Field II and Abersim CASM and GASM
solutions are based on the one-way wave equation and are not limited by this.
The solution is found for 100 equidistant points over the interval [0, 52.9]mm,
resulting in a step size Δz=0.53mm.

The Field II and Abersim CASM solutions require the circular aperture to
be represented in Cartesian coordinates. A perfect circular shape cannot be
obtained, and an approximation to this is made in Field II using 31 428 mathe-
matical elements. This corresponds to 200 elements across the transducer along
the x or y axis, and an element size of Δx=93μm. The high-resolution Field
II simulation use 800 elements across the diameter (8 042 516 elements in total
and Δx=23.3μm) and sampling frequency 240MHz. Field II has the option
of choosing baffle condition, and both a rigid and pressure release condition is
simulated.

In Abersim, the points for the CASM solution are chosen such that the
center point corresponds to the origin, and the aperture measures 201 points
across (Δx=92.4μm). In the GASM and KZKA solutions, the transducer is
defined with the same resolution and 101 radial points distributed over one half
aperture.

The Field II and Abersim CASM, GASM and KZKA solutions are compared
with the analytic solution [Eq. (A.9)] for a pressure release baffle and on-axis L2-
errors are estimated using Eq. (A.7). A comparison of the rigid baffle solution
in Field II and the analytic solution from Eq. (A.8) is also made.

44



A.3 Methods

Case 2 — Focused Piston Transducer

Case 2 is very similar to Case 1, but now; the circular piston is focused. Trans-
ducer and material parameters are given in Table A.1. A similar analytic on-axis
solution is found for a transducer embedded in a rigid baffle. From Eqs. (5.229)
and (5.236) in Ref. 27, the frequency response of a focused circular piston is

pfoc(r=0, z, ω) = p0F
e−iωz − e−iωra

F − z
(A.10)

where ra=

√
z2+2

(
F −√

F 2 − a2
)

(F − z).

A high-resolution Field II solution equivalent to the one described for Case 1
with 800 elements across the transducer and a sampling frequency of 160MHz is
compared with Eq. (A.10) for radiation from a rigid baffle. The high-resolution
pressure release baffle Field II solution is assumed to be of the same order of
accuracy as in Case 1, and is used as gold standard in the comparison with the
normal resolution Field II solution and the Abersim CASM, GASM and KZKA
solutions. The L2-errors for the depth interval [0, 80]mm and the radial interval
r∈[0, 10]mm are found with Eq. (A.7).

The excitation pulse is a typical cardiac 2MHz pulse with 50% fractional
bandwidth. Spatial dimensions and resolutions are the same as for Case 1 in
the transverse directions. In depth, the field is simulated up to 96mm and
exported at 80 equidistant points (Δz=1.2mm).

Case 3 — Attenuation

A plane wave setup is chosen to benchmark the attenuation model in each
tool. Both Abersim and the Texas code enable the use of plane wave setups
through switching off diffraction effects. The attenuation is estimated from the
frequency spectrum of the pulse at the transducer and at 10mm depth.

Field II requires the transducer to have finite physical dimensions, and is
considered to be most accurate in the far field.7 A plane (spherical) wave is
constructed in Field II using a small piston transducer with 50 points across
an 50μm aperture. The attenuation is estimated from the solutions from two
depths in the far field (100 and 110mm).

The initial pulse is a 2MHz sinusoidal vibration with a Gaussian envelope
and 100% bandwidth. In the verification of the Field II attenuation model,
the attenuation of the material is 0.5 dB cm−1MHz−1 with f1. The sampling
frequency is 160MHz in the Field II simulation and 40MHz in the Abersim
simulation.
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In the verification of the thermoviscous absorption in the Texas code, water
at 20◦C is used with c0=1482m s−1 and ρ0=998 kg m−3. The absorption in
water at this temperature is 25·10−3Np m−1 (2.2·10−3db cm−1) at 1MHz and
with frequency dependence f2. The sampling frequencies are 400MHz and
100MHz in the Texas code and Abersim simulations respectively.

From the simulated results, the frequency dependent attenuation is esti-
mated within the frequency range 0.1–4MHz (−24 dB bandwidth), and com-
pared with the analytic power-law attenuation αfβ.

Case 4 — Nonlinear Propagation

The radiated field from a focused circular piston transducer identical to the
one in Case 2 (see Table A.1) is simulated in water using Abersim and the
Texas code to compare both diffraction, nonlinear and thermoviscous absorp-
tion effects. A high-resolution Texas code solution is used as the gold stan-
dard. The resolution of this simulation uses 401 points over one half aperture
(Δx=23.1μm), and a sampling frequency of 400MHz. To verify the diffrac-
tion behaviour of this solution, a simulation in water without non-linearity and
absorption is compared with the analytic solution in Eq. (A.10).

The material parameters are the same as specified for water in Case 3.
The excitation pulse is a 2MHz sinusoidal vibration with a Gaussian envelope
and 50% bandwidth, and the transmit amplitude is reduced to 0.5MPa. The
simulation use 101 points over one half aperture and a sampling frequency of
100MHz.

The nonlinear comparison is performed for the first three harmonic on-
axis and focal profiles. To obtain the harmonic components, the simulated
field is temporally filtered around each harmonic component with a band-pass
filter with 1.5MHz bandwidth. To avoid noise arising from the non-periodic
boundaries of the Texas code, a temporal Tukey window with R=0.1 is applied
before filtering to taper each endpoint to zero.

The Abersim CASM, GASM, KZKA and a normal resolution Texas code
solutions are compared with the gold standard in the full, nonlinear simulation.

Case 5 — Array Transducer

The radiated linear field from a cardiac array transducer as specified in Ta-
ble A.1 is simulated. The attenuation of the material is 0.5 dB cm−1MHz−1.
Each transducer element is subdivided into 3×134 mathematical elements
resulting in a spatial resolution in the azimuth and elevation directions of
Δx=96.9μm and Δy=96.3μm respectively. No kerf between elements is used.
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In the high-resolution Field II simulation, the spatial resolutions are refined
with a factor four and the sampling frequency is 160MHz.

In the azimuth direction, electronic element delay focusing is used. In the
elevation direction, there are three ways of specifying focusing of an array in
Field II; as a concave element (denoted focused array), through assigning focus
delays to each mathematical element in the elevation direction (denoted linear
array), or through specification of a full 2D matrix array (denoted matrix ar-
ray) with electronic elevation focusing. The desired model is chosen by calling
either xdc_foc_array, xdc_lin_array or xdc_2d_array respectively. All three
possibilities are investigated. The two latter corresponds to the focusing used
in Abersim where the transducer surface is assumed to be plane in the elevation
direction.

A.4 Results

Results pertaining to the five cases are presented in this section. RMS denotes
the root mean square intensity of a signal.

Case 1 — Plane Piston Transducer

The on-axis RMS and maximum pressure envelope profiles for Case 1 are pre-
sented in Fig. A.1. The Field II, Abersim CASM and GASM solutions show
the same behavior as the frequency response solution obtained with Eq. (A.9).
The peaks of the interference pattern match well, but there are small amplitude
differences (<1.5 dB) in the peaks closest to the transducer. The dips are lower
for the simulated results than for the analytic. The KZKA solution has the in-
terference lobes shifted outwards; a shift that decreases as the depth increases.
This agrees with the limited ability of the KZK equation to accurately solve
waves propagating with a steep inclination angle with respect to the z-axis.

Table A.3 presents the L2-errors of the Case 1 and 2 simulations, and show
that the high-resolution Field II simulation provides an error slightly lower, but
of the same magnitude, as the normal resolution. A check on the performance of
Field II and radiation from a transducer embedded in a rigid baffle is provided
in the table, and the error is lower for a rigid than for a pressure release baffle.

Case 2 — Focused Piston Transducer

Figure A.2 presents the RMS and maximum pressure envelope on-axis and
focal plane beam profiles for the focused piston transducer in Case 2. The on-
axis interference pattern is not as pronounced as in Case 1 due to the shorter
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Figure A.1: On-axis RMS (left) and maximum pressure envelope (right)
beam profiles as a function of depth for the plane piston transducer in Case 1.
The line styles apply to both panels.

Table A.3: L2-errors for the Case 1 and 2 simulations when compared to
the appropriate gold standard. The abbreviations “ax” and “foc” denote on-
axis and focal field errors respectively, and “HR” and “RB” denote the high-
resolution and rigid baffle solutions in Field II. All numbers are to the order
of 10−3.

Case 1 ax. Case 2 ax. Case 2 foc.
RMS MAX RMS MAX RMS MAX

Field II 60 78 10 15 9 16
Field II HR 56 74 — — — —
Field II RB HR 28 63 28 25 — —
CASM 41 62 16 19 11 12
GASM 40 62 35 38 13 13
KZKA 232 220 77 62 23 17

excitation pulse. All solutions catch the last interference lobe before the on-
axis main lobe, and show good agreement beyond 20mm. Up to 20mm, some
discrepancies are visible in the RMS profiles when compared to the analytic
solution from Eq. (A.10). This effect is seen for the Field II, CASM and GASM
solutions up to 20mm. The KZKA solution is even lower. In the absolute
pressure value the differences are visually smaller for all solutions.

The focal plane beam profiles of the Case 2 transducer in Fig. A.2 show
that the different solutions overlap very well. Both the level and the radial
location of the first side-lobe is visible for all solutions. The RMS value of the
KZKA solution is lower towards the out-skirts of the domain, and the maximum
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Figure A.2: Top row: On-axis RMS (left) and maximum pressure envelope
(right) beam profiles as a function of depth for the focused piston transducer
in Case 2. Bottom row: Focal plane radial RMS (left) and maximum pressure
envelope (right) beam profiles for the same transducer. The legends apply to
both panels in each row.

pressure profile shows small discrepancies around the first side-lobe.
The on-axis L2-errors (Table A.3) for the high-resolution rigid baffle Field

II solution are of the same magnitude for Case 1 and 2. The high-resolution
pressure release baffle Field II solution is chosen as the gold standard for the
other comparisons, and the error of this with respect to the true solution is
assumed to be of the same magnitude as the error for the high-resolution pres-
sure release Field II solution in Case 1. The normal resolution Field II solution
provides the lowest error.

Case 3 — Attenuation

Results for the plane wave attenuation test are presented inFig. A.3. The visual
match between the linear-in-frequency attenuation in Field II and the analytic
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expression with 0.5 dB cm−1MHz−1 is excellent, and the L2-error is 64·10−6.
However, the errors for the CASM curves are of the order 10−15. Visually, the
thermoviscous absorption in the Texas code is lower than the analytic α0f

2,
but the L2-error is still low: 331·10−6.
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Figure A.3: Estimated frequency dependent attenuation over 1 cm propaga-
tion in a plane wave setup (Case 3). The left panel shows the result for Field II
and Abersim in a material with standard 0.5 dBcm−1MHz−1 attenuation, and
the right panel the Abersim and Texas code solutions in water (thermoviscous
absorption with f2).

Case 4 — Nonlinear Propagation

Figure A.4 presents the graphical results for the nonlinear Case 4 setup. The
analytic solution [Eq. (A.10)] is displayed together with the on-axis profiles, and
the L2-errors between this and a linear, high-resolution Texas code solution are
20·10−3 and 6·10−3 for the RMS and maximum pressure envelope respectively.
This comparison is performed to verify the high resolution Texas code simula-
tion as the gold standard for the following comparisons. Remind that Field II
does not handle non-linearly elastic materials and is left out of this comparison.

In the near field, the Texas code solutions make a small jump around 5–
10mm. Both the level and shape of the three harmonic profiles agree well
for the Abersim and Texas code solutions in the on-axis beam profiles. The
radial focal plane beam profiles show that the KZKA solution has a slightly
lower RMS value outside the first side-lobe. This is also seen for the normal
resolution Texas code simulation in the second- and third-harmonic focal plane
profiles. The CASM and GASM solutions do not show this tendency in the side-
lobe region, however, all solutions have a slightly reduced amplitude within the
main lobe when compared with the gold standard.

50



A.4 Results

0 20 40 60 80

�60

�50

�40

�30

�20

�10

Depth [mm]

R
M

S
 [d

B
]

 

 

1 h.

2 h.

3 h.

0 2 4 6 8 10

�70

�60

�50

�40

�30

�20

�10

Radial dist. [mm]

R
M

S
 [d

B
]

1 h.

2 h.

3 h.
 

 

�0.6 �0.4 �0.2 0 0.2 0.4 0.6
�2
�1

0
1
2
3
4
5
6
7
8

Retarded time [μs]

P
re

ss
ur

e 
[M

P
a]

 

 

0 2 4 6 8 10 12
�25

�20

�15

�10

�5

0

Frequency [MHz]

[d
B

]

Texas HR
Texas
GASM
CASM
KZKA

Analytic
Texas HR
Texas
GASM
CASM
KZKA

Figure A.4: On-axis (top left) and focal plane (top right) RMS beam profiles
for the focused piston transducer in a nonlinear medium (Case 4). The bottom
row shows the focal point pulse in time (left) and its frequency spectrum
(right). Line styles apply to each row.

The temporal wave forms show an amplitude difference of ∼1.5MPa be-
tween the high-resolution and normal resolution simulations, and its frequency
spectrum shows that the amplitude of the harmonic components of the normal
resolution simulations are lower than those of the gold standard. The L2-errors
of the on-axis and radial profiles for Case 4 are presented in Table A.4.

Case 5 — Array Transducer

The relative RMS L2-errors of the CASM solution when compared to the high-
resolution Field II solution for the linear, focused and matrix array transducers
are presented for the azimuth, elevation and focal planes in Fig. A.5. In the
bright areas of each panel (toward the outskirts of each beam), the error ap-
proaches the same magnitude as the radiated field, but stays lower than −6 dB.
The contours indicate that in these areas, the RMS of the radiated field is lower
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Table A.4: L2-errors for the nonlinear propagation comparison in Case 4.
Errors for the first three harmonic components are shown for the on-axis (“ax”)
and focal plane (“foc”) RMS and maximum pressure envelope profiles. All
values are to the order of 10−3.

Harm. Texas CASM GASM KZKA
RMS MAX RMS MAX RMS MAX RMS MAX

1 ax. 33 20 40 38 36 33 75 46
2 ax. 58 62 72 75 63 66 88 90
3 ax. 100 107 103 110 98 104 126 131
1 foc. 18 21 23 26 24 26 27 27
2 foc. 66 74 69 72 70 78 79 83
3 foc. 117 128 116 118 117 129 130 134
pulse 42 217 54 200 55 199 57 225

than −20 dB relative to the on-axis maximum RMS.
In the azimuth direction, the Abersim CASM solution compares well with

both the Field II linear and matrix array solutions, whereas the errors for the
focused array solution are larger close to the transducer. Elevation direction
profiles show some of the same tendencies, but the linear and matrix array
profiles are different in the sense that the errors of the linear array are larger
close to the edges of the transducer.

On-axis and focal plane profiles are shown in Fig. A.6. The two baffle
conditions produce in this case very similar profiles, and the CASM solution
matches both well. The focal profiles in Fig. A.6 show that the CASM solution
reproduce the focal field in both azimuth and elevation direction well when
compared with the high-resolution matrix array Field II simulation.

A.5 Discussion

Case 1 — Plane Piston Transducer

Inaccuracies are found for all solutions in the extreme near field. Neither Aber-
sim nor Field II claims to be programs well suited for this type of computations,
but a short discussion is provided. Field II requires the field point to be in the
far field of each mathematical element. For a small circular small element with
area Δx2, this limit is 2Δx2/πλ≈0.44μm, and is not considered to be the
source of error. The small difference in L2-error between the normal and high-
resolution Field II simulations indicates that the main source of error might
come from the choice and/or implementation of the underlying model. The er-
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Figure A.5: Relative L2-errors for the azimuth, elevation and focal plane
profiles for the Abersim solution in the array transducer comparison in Case
5. The gold standard of each column is the high-resolution Field II simulation
for the linear (left), focused (center) and matrix array (right) transducers. The
contours indicate the −6, −12 and −20 dB RMS beam profiles for the Field II
simulation.

ror of the high-resolution rigid baffle solution is lower than the pressure release
solution, and the implementation of the pressure release condition is believed
to be one such source of error.

The lowest errors in the pressure release comparison are found for the Aber-
sim CASM and GASM solutions. This indicates that an Angular Spectrum ap-
proach might be better suited for pressure release conditions. Cobbold states
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Figure A.6: The on-axis (left) and focal plane (right) pressure profiles for the
array transducer in Case 5. The on-axis profile for a rigid baffle is included
in the left panel. The right panel shows the azimuth and elevation profiles
over the normalized axis x/a, where a = D/2 and D is the aperture in either
azimuth or elevation direction.

in Ref. 25 that the classical ASM is inaccurate up to ∼3λ≈2.3mm, and this
might cause the mismatch in amplitude very close to the transducers. The spa-
tial resolution of the CASM and GASM solutions is four times lower than the
high-resolution Field II simulations, and yet, the CASM and GASM solutions
produce lower errors. This suggests that an ASM based solution is preferable
if accurate near field diffraction is considered important. Abersim was origi-
nally developed as a tool for aberration studies, and the near field accuracy
shown in this study indicates that ASM based methods are well suited for local
interference and focusing effects.

The largest error is found for the KZKA solution, but this is the only
solution where the validity of the underlying model is violated. The inclination
angle with respect to the z-axis is higher than 15◦ this close to the transducer,
and outside the validity of the KZK equation. Another cause of this is the too
slow build-up of edge waves and erroneous near field interference.

Case 2 — Focused Piston Transducer

The difference between the rigid and the pressure release baffle is visually more
prominent in the Case 2 results. The on-axis analytic solution is a combination
of the center wave and the edge waves, and in the rigid baffle case, the am-
plitude of the edge wave equals the amplitude of the center wave. A pressure
release baffle provides a lower amplitude in the edge waves close to the trans-
ducer, and this influences the RMS value. The maximum pressure envelope is
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less influenced because the center wave amplitude is invariant under the baf-
fle condition. The even lower on-axis RMS in the KZKA solution arises from
the limitations of the KZK model. The edge ray is inclined ∼17◦ relative to
the z-axis at 30mm depth, and this corresponds visually to where the KZKA
solution catches up with the rest.

In the focal plane profiles, the different solutions match each other excellent.
The errors are lower than the on-axis errors, which indicates that the two tools
are more accurate in the focal and far field of the transducer rather than the
near field. The lower RMS of the KZKA solution is visible in the focal profiles
in Fig. A.2, and is believed to arise from the limitations of the KZK model.
At the focal point, the inclination angle with respect to the z-axis from the
farthest edge to a radial point reaches 15◦ at r=6.7mm.

Case 3 — Attenuation

Abersim solves the attenuation term in the frequency domain, which suggest
that this should be the best match to a general frequency dependent power-law
attenuation. This is shown in Case 3. The Field II and Texas code solutions
both provide errors of the order 10−6, but the error for the Abersim simulations
are much lower. The setups used in this case are plane wave setups, and both
Abersim and the Texas code solve the attenuation term using a plane wave
approximation. The sub steps used in the operator splitting scheme are assumed
to be short enough such to ensure that plane-wave approximations are valid for
radiation of diffractive fields.

Case 4 — Nonlinear Propagation

The reported jump in the Texas code profiles occur when the edge waves enter
the computational domain. As depth increases, it is clear that the Texas code
solution matches the analytic solution of a rigid baffle excellently. The measured
error verifies this, and is lower than that found for the Field II simulation in
Case 2. Contrary to Case 2, the maximum pressure envelope error is lower
than the RMS error, which arises from the influence of edge waves on the RMS
solution. Abersim show the same tendencies as in Case 2 for the first-harmonic
on-axis beam.

In the algorithm for solving the nonlinear term, both Abersim and the Texas
code perform a re-sampling operation and an interpolation error interpreted as
an artificial, numerical absorption is introduced.12,14 Varslot and Taraldsen
report this to be negligible.15 This error grows as the sampling-to-center fre-
quency ratio drops, and is more clearly visible in the frequency spectrum of the
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focal point pulse (bottom right panel of Fig. A.4).
The shape of the temporal wave form indicates the presence of an acoustic

shock. Acoustic shock formation occurs for higher transmit pressures in water.
The full depth of the simulation is shorter than the plane wave shock length
for this setup (148mm), but focused waves can form shocks earlier than this.
The focal point pulse shows that high temporal sampling is necessary when the
medium is highly nonlinear. An up-sampling of the normal resolution temporal
wave form shows that the reduced amplitude is an effect of the incorrect gen-
eration of the harmonic contents of the pulse and not the temporal sampling
alone. This result is not visualized. The artificial numerical absorption is the
source of this error. The L2-errors in Table A.4 are more pronounced in the
maximum pressure envelope than the RMS value because the relative error is
largest for frequencies with very low amplitude.

Although the transmit pressure amplitude is in the range used for diagnostic
purposes, attenuation in soft tissue is much higher than that of water and
will attenuate the pulse, and especially higher frequencies, such that shock
formation is not present. If one wants to study shock formation, high sampling
frequencies are crucial — both to ensure the correct frequency content of the
pulse, and the ability to present the correct temporal wave forms.

Case 5 — Array Transducer

Consistent with the other error measures in this paper, the relative error is
presented in Fig. A.5. In the regions where the relative errors are high, i.e., ap-
proaches the same magnitude as the field itself, the transmit field is very low
in amplitude.

The focused transducer has a curved geometry in the elevation direction,
and the impulse response from a plane vs. a curved surface are different. The
impulse response of each element has a field pattern accounting for directivity,
and a curved surface makes the elements towards the edge to bepointing inward.
This causes the near field differences in the focused array azimuth profiles. The
differences in the elevation direction between the linear and matrix arrays are
not understood fully by the authors, but is believed to arise from how Field II
handles electronic focusing vs. assigning focusing delays for each mathematical
element. The source code of Field II is not publicly available, and this is not
investigated further. The differences seen in the main lobe of the elevation
plane indicate that this influence the edge wave contributions and hence the
diffraction of the radiated beam.

Differences in the on-axis field caused by the baffle condition is smaller for
Case 5 than the other cases. The CASM solution matches both baffle conditions
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well, and indicate that Abersim is well suited for calculation of transmit fields
from diagnostic transducers in both types of baffles. A limitation is still the
requirement of a plane transducer surface, and in applications using highly
curved transducers, the baffle directivity can influence the focal field if the
transducer is modeled as a plane surface. Field II is not limited by this, but
does not account for eventual reflections from the transducer surface itself nor
non-linearity of the medium. To catch both of these phenomena a general Finite
Element tool is believed to be a better solution.

Another approach is the development of an equivalent source condition as
used by Averkiou and Cleveland28 where the shock wave from a lithotripter is
simulated using the KZK equation. The lithotripter has the shape of a focused
bowl and the initial field used in the KZK model, i.e., the pressure field at the
mouth of the lithotripter, is calculated using geometrical acoustics within the
bowl.

Forward propagation tools as Abersim and the Texas code do not han-
dle back scattering well, and a vital part of diagnostic ultrasound is the back
scatter information. Combination of several tools are suggested,5,6 and such a
combination can be obtained by simulating the transmit field from a diagnostic
transducer using a forward tool, and the back scattered field using a linear tool,
e.g., Field II.

A.6 Conclusion

Radiated fields computed with three simulation programs are compared for five
test cases. Four cases benchmark the programs in solving diffraction, attenu-
ation or nonlinear effects, and one case is a comparison for a cardiac array
transducer. The compared tools can be downloaded free of charge, and the
source codes for the Texas code and Abersim are publicly available.18–20

Both Field II and Abersim reproduce accurate near and focal field diffrac-
tion for unfocused and focused circular piston transducers. A high resolution
Field II solution is used as the gold standard where analytic solutions are not
available, but estimated L2-errors suggest that the Abersim CASM and GASM
solutions are more accurate.

The presented Generalized Angular Spectrum Method (GASM) utilize the
symmetry of the problem to reduce computational complexity from N2 log 2N
to N2, and perform equivalently to the classic ASM (CASM), and better than
the Abersim KZKA solution for circular-symmetric apertures.

The attenuation model used in Abersim provides lower errors than the one
in Field II and the thermoviscous absorption model in the Texas code.
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In the nonlinear case, both Abersim and the Texas code provide equivalent
results. High sampling frequencies are crucial if shock phenomena are to be
investigated, and the two tools perform similar for equal sampling.

The radiated field computed with Abersim matches the solution from Field
II for a linear or matrix array transducer model with a plane surface best.
Curved transducer surfaces introduce higher errors in the near field, and the
focal and far field errors are in the order of −20 to −30 dB, which is higher
than the <−50 dB error found for the linear and matrix arrays.
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Paper B

Transmit Beamforming for Optimal

Second-Harmonic Generation

Halvard Høilund-Kaupang and Svein-Erik Måsøy
Department of Circulation and Medical Imaging, NTNU, Trondheim, Norway

Abstract

A simulation study of transmit ultrasound beams from several transducer con-
figurations is conducted to compare second-harmonic imaging at 3.5 MHz and
11 MHz. Second-harmonic generation and the ability to suppress near field
echoes are compared. Each transducer configuration is defined by a chosen
f-number and focal depth, and the transmit pressure is estimated not to ex-
ceed a mechanical index of 1.2. The medium resembles homogeneous muscle
tissue with nonlinear elasticity and power-law attenuation. To improve com-
putational efficiency, the KZK equation is utilized, and all transducers are
circular-symmetric. Previous literature shows that second-harmonic genera-
tion is proportional to the square of the transmit pressure, and that transducer
configurations with different transmit frequencies, but equal apertures and fo-
cal depths in terms of wavelengths, generate identical second-harmonic fields
in terms of shape. Results verify this for a medium with attenuation f

1. For
attenuation f

1.1, deviations are found, and the high frequency perform subse-
quently worse than the low. The ability to suppress near field echoes in the
presence of a heterogeneous body wall is suggested to perform worse for high
frequencies than low.

Accepted for publication in IEEE Transactions on Ultrasonics, Ferro-Electrics
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B.1 Introduction

Conventional ultrasound scanners assume the body to consist of a homogeneous
material with a constant speed of sound.1 For soft tissue, the speed of sound
is both dependent on the type of tissue and the local acoustic pressure.2 This
pressure dependence is a nonlinear effect of the tissue elasticity, and gave birth
to an imaging technique referred to as second-harmonic, tissue-harmonic or
just harmonic imaging. Harmonic imaging was first developed as a contrast
detection technique,3 but has later been shown to improve image quality for
several applications such as cardiac,4,5 liver,6–8 abdominal,6,7,9 obstetrics,7,8,10

small parts8 and carotid11,12 imaging.
Harmonic imaging is also studied and verified through technical studies.13–20

These have reported that the second-harmonic beam generally has a lower
side-lobe level and improved contrast resolution when compared with a same-
frequency fundamental beam.15,17,18 The axial and lateral resolution is some-
what reduced because the second-harmonic signal is generated from a pulse of
half the frequency: the first-harmonic.15,17 Harmonic generation also depends
on the shape of the aperture.13,14,16,19 For power-law attenuation, a higher
frequency exponent reduces the amount of second-harmonic generated.20

For heterogeneous materials, the tissue has spatially dependent acoustic
parameters, which causes phase aberrations and reverberations.1,2 The aber-
ration characteristics of the second-harmonic beam resemble the aberration
characteristics for the first-harmonic more than the fundamental for typical
cardiac frequencies.21,22 Reverberations, or multiple echoes of the pulse, ap-
pear in the image as repetitions of a strong scattering object or as ghost noise.
Reverberation noise is especially seen in the lumen of vessels and fluid filled
chambers. Harmonic imaging of deeper-lying structures and organs is shown
to be less influenced by these two effects because the near field intensity is very
low.4–8,10,18

Imaging of structures located closer to the skin surface uses a higher imaging
frequency. The number of studies performed on higher frequencies (6–12MHz)
are not as numerous as those performed on 3–4MHz. One abdominal study
performed on children9 and two carotid studies11,12 show an improvement in
image quality with harmonic imaging, but it is less than the one gained for lower
frequencies. Rosenthal et al. presents in Ref. 8 a study that includes breast
and biliac artery imaging, and show mainly equal performance of harmonic
imaging compared to fundamental for normal tissue and a slight improvement
for pathological tissue.

This study will present the theoretical framework for a suggested shape in-
variance of the second-harmonic field when the transmit measures are in terms
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of wavelengths and an algorithm for estimation of transmit pressure. Plane
wave attenuation is assumed. Simulations of a series of transducer configu-
rations with varying focal depths and f-numbers are performed to compare
second-harmonic to fundamental imaging for a low frequency of 3.5MHz and a
high frequency of 11MHz. To avoid running simulations using several types of
attenuation, a method for attenuation compensation is introduced and verified.

In terms of wavelengths, the transducer configurations are chosen to be
equal for the two frequencies. This enables comparison of generation effects
across frequency differences. Second-harmonic generation will be discussed in
relation to the differences in transmit pressure and attenuation characteristics
of the medium. A quality factor for the second-harmonic’s ability to suppress
near field echoes is suggested and discussed.

Throughout the paper, the second-harmonic is said to be generated from
the first-harmonic transmitted at half the frequency of the second-harmonic.
The fundamental is transmitted at the second-harmonic frequency.

B.2 Theory

B.2.1 Geometric Beam Setup

A focused ultrasound beam can be divided into three main depth regions: The
near field, the focal region and the far field (see Fig. B.1). These geometric

Near field Focal region Far field

F z

D

Transducer

Figure B.1: A focused ultrasound beam with the different regions indicated.

regions are related to the frequency, aperture size and focal depth.1

Lateral resolution of a transmit beam is determined by the frequency and
the f-number, f/#. The f-number also determines the length of the focal region,
and is closely connected to the Fresnel number, S, a measure determining the
diffraction behavior of a focused ultrasound beam.1 The f-number and Fresnel
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number are

f/# =
F

D
, (B.1)

S =
2λ(

4F −√
4F 2 − D2

) ≈ 4λf/#

D
. (B.2)

Here, F is the depth of the geometric focal point, D the aperture size, and λ
the wavelength. The approximation of the Fresnel number is valid for apertures
where D�λ.1

Diffraction causes the maximum on-axis pressure to be shifted closer to the
transducer surface than the geometric focal point, and this shift is proportional
to the f-number and Fresnel number.1 An optimal transmit beam combines
a narrow focal region, a high intensity within the focal region and a low in-
tensity outside this region. The latter to reduce unwanted multiple reflections
originating in the near field.

B.2.2 Second Harmonic Generation

Human tissue exhibits a nonlinear elasticity function, and the simplest nonlin-
ear approximation of tissue elasticity is a second-order Taylor expansion of the
pressure-density relation.2,23 Simplifying and re-ordering the relative volume
compression is given with quadratic pressure dependence as

δV

ΔV
= −∇·ψ = κp − βn (κp)2 ,

where ∇·ψ is the divergence of the particle displacement in Lagrangian co-
ordinates, κ the compressibility of the medium, and βn the coefficient of non-
linearity given as βn=1+ B

2A , where B and A are the coefficients from the Taylor
expansion and often referred to as the parameter “B/A”.2,23 The forward non-
linear distortion in a diffractive beam cause the wave peaks to have a higher
absolute value amplitude than the wave troughs.2,23

Taraldsen showed that nonlinear propagation in soft tissue may be modeled
using the generalized Westervelt equation.24 In order to compare wave prop-
agation across frequency differences, the Westervelt equation must be scaled
and written on dimensionless form. The scales are chosen such that space is
expressed in terms of wavelengths and that the speed of sound, c, and charac-
teristic frequency, fc, equals one. The scales are presented in Table B.1. The
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scaled and dimensionless Westervelt equation is24

∇2p − 1

c2

∂2p

∂t2
− 1

c2
h ∗

t

∂2p

∂t2
= −εsεn

∂2p2

∂t2
,

εs = psκs, εn =
βnκ

c2
,

(B.3)

where h is a convolution operator accounting for attenuation.

Table B.1: Appropriate linear scales for physical variables. The tilde denotes
the physical variable.

Physical variable Symbol Scale value

Space x=x̃/xs xs=λc

Speed of sound c=c̃/cs cs=ctissue

Pressure p=p̃/ps ps=106 Pa
Compressibility κ=κ̃/κs κs=400·10−12 Pa−1

Time t=t̃/ts ts=
xs

cs
= 1

fc

Varslot et al. assume the pressure to be separable into a linear and a non-
linear part such that the governing equations in the frequency domain are21

p = pl + pnl, (B.4)

∇2p̂l + k2 [1 + H] p̂l = 0, (B.5)

∇2p̂nl + k2 [1 + H] p̂nl = εsεnk2p̂ ∗
ω

p̂, (B.6)

where k=ω/c=2πf/c, εs=psκs, εn=βnκ/c2 and H the temporal Fourier trans-
form of h in Eq. (B.3).

At the time of transmit, t0, the nonlinear part of p is zero. The vibration
on the transducer is modeled as a separable function f(t)U0un(ξ) where f(t)
is the temporal variation, U0 the maximum normal vibration velocity and un a
normalized apodization function over the transducer surface with coordinates
ξ=[x, y]T. Varslot et al. show in Ref. 21 that the radiated linear pressure field
in Eq. (B.5) in the frequency domain is expressed through the Rayleigh integral
as

p̂l(ξ, z, ω) = ρcU0f̂(ω)Hl(ξ, z, ω) (B.7)

and

Hl(ξ, z, ω) = ik

∫
S0

2ĝ(ξ−ξ0, z, ω)un(ξ0) dξ0 (B.8)

where g is a Green’s function that accounts for attenuation and baffle directivity.
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Using the quasilinear approximation, |p̂nl| |p̂l|, and a plane wave conver-
sion P0=ρcU0 for the pressure, an expression similar to Eq. (10) in Ref. 21
is

p̂nl(ξ, z, ω) =εsεnk2

∫ z

0

∫
R2

g(ξ−ξ1, z−z1, ω)

×
(
p̂l ∗

ω
p̂l

)
(ξ1, z1, ω) dξ1 dz1,

=P 2
0 Hnl(ξ, z, ω)

(B.9)

where Hnl is a source function defined as

Hnl(ξ, z, ω) =εsεnk2

∫ z

0

∫
R2

g(ξ−ξ1, z−z1, ω)

×
(
f̂Hl ∗

ω
f̂Hl

)
(ξ1, z1, ω) dξ1 dz1,

(B.10)

where f̂ and Hl are the normalized temporal variation and linear spatial fre-
quency response from Eqs. (B.7) and (B.8). Although both Hl and Hnl in
Eqs. (B.8) and (B.10) explicitly depend on k and ω, recall that frequency re-
lated variables are in terms of scaled variables. Independently of the physical
frequency, the scaled characteristic frequency is one.

Equation (B.9) shows that the generation of the nonlinear part of the pres-
sure is shape invariant of the physical frequency. The amplitude of the second-
harmonic field is proportional to the square of the transmit pressure P0.

B.2.3 Attenuation of Wave Propagation

For wave propagation in homogeneous media, power-law attenuation, α̃(f),
following α̃dB(f)=α̃0f̃

β is modeled into the frequency space representation of
the convolution operator h in Eq. (B.3).1 An attenuation coefficient α̃ dB=α0f̃

β

will on scaled and dimensionless form be

α dB =
100

(f1
s )β

xsf
β
s α0f

β =
100cs

(2π)2f1
s

f̄ δ
c α0ω

β = γf̄ δ
c α0ω

β (B.11)

where α0 is the attenuation coefficient in dBcm−1MHz−β, f1
s =1MHz and

f̄c=fs/f
1
s is the characteristic frequency scaled to megahertz and δ=β−1 or

the deviation from a linear frequency dependence. The dependence on f̄ δ
c im-

plies that the attenuation per wavelength varies with frequency if β �=1.
For low curvature wave fronts, plane wave attenuation is assumed1 as

p̂la(ξ, z, ω) = P0f̂(ω)e−αe f̄δ
c ωβzHl(ξ, z, ω)

= A(α0, f̄
δ
c , z, ω)p̂l(ξ, z, ω)

(B.12)
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where αe= ln 10/20γα0 and A(α0, f̄
δ
c , z, ω) is an attenuation function. For the

linear pressure in Eq. (B.7) the attenuated pressure is the non-attenuated pres-
sure multiplied with the attenuation function A. For the nonlinear pressure in
Eq. (B.9), the attenuation function will be within both the integral in z0 and
the convolution over ω. For β=1, the convolution is independent of A.

Throughout the paper three definitions of attenuation will be used: Reg-
ular, linear and conservative. Regular attenuation uses muscle tissue atten-
uation with α0=0.52 dB cm−1MHz−β and β=1.1.25,26 Linear attenuation is a
linearized tissue attenuation with α0=0.52 dB cm−1MHz−1 and β=1.25 Conser-
vative attenuation is the assumed attenuation defined by the safety regulations.
This is used for estimating transmit pressure and mechanical index, and uses
α0=0.3 dB cm−1MHz−1 and β=1.27 The units of α0 will be omitted for the rest
of the paper.

Plane-wave attenuation in Eq. (B.12) can be compensated for by switch-
ing the sign of the parameter α0 such that A(α0, f̄

δ
c , z, ω)A(−α0, f̄

δ
c , z, ω)=1.

Compensation between different plane wave attenuation models are also possi-
ble through the equation

C1→2(z) = A(−α01, f̄
δ
c , z, ω)A(α02, f̄

δ
c , z, ω) (B.13)

where C1→2 denotes compensation from attenuation type 1 to attenuation type
2.

B.2.4 Estimation of Transmit Pressure

High peak negative pressure values may cause cavitation and rupture of tis-
sue fibres and structures.2,23 To prevent this, safety regulations are employed
through introduction of the mechanical index. The mechanical index is defined
in standard IEC 6235927 as

MI =
|pneg|

C

√
f̃aw

, C = 1MPa MHz−1/2 (B.14)

where f̃aw is the physical acoustic working frequency and pneg is the peak neg-
ative pressure.

To prevent the pressure from exceeding the limit induced by the mechan-
ical index, the transmit pressure is estimated in this study using the on-axis
continuous-wave field. The radiated continuous-wave field from a circular fo-
cused bowl transducer with uniform vibration amplitude U0 in a linear and non-
attenuating medium is given by the Rayleigh integral as p̂c(z, ω)=2πf̂(ω)Hlc(ξ, z, ω),
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where (Ref. 1, p. 5.67)

Hlc(ξ=0, z, ω) = iωF
e−ikz − e−ikre(z)

ik (F − z)

= cF
e−ikz − e−ikre(z)

(F − z)

(B.15)

and re(z)=

√
z2 + 2

(
F −√

F 2 − R2
)

(F − z) is the distance from the outer

edge of the transducer bowl to a point z on the center axis, and R=D/2 the
radius of the transducer. A plane wave conservative attenuation (α=0.3, β=1)
is then introduced, and the transmit pressure is estimated using Eqs. (B.12),
(B.14) and (B.15) to be

P0 =
MIt

√
f̄c

maxz |Hlc(z, ω)A(0.3, 1, z, ω)| (B.16)

where MIt is the maximum desired mechanical index.

B.3 Methods

A numerical simulation experiment is performed to compare second-harmonic
with fundamental imaging for two separate imaging frequencies and several
combinations of f-numbers (f/#) and focal depths (F ). The two chosen fre-
quencies are 3.5MHz and 11MHz. For second-harmonic imaging, the transmit
frequency is half the imaging frequency, or 1.75MHz and 5.5MHz respectively.
The transducer configuration is defined by a chosen f-number and focal depth,
and the aperture is calculated according to Eq. (B.1).

The simulations are performed using the free and open-source computer
package Abersim.28,29 Abersim is capable of solving three-dimensional, direc-
tional, nonlinear wave propagation in both homogeneous and heterogeneous
tissue. In this study, all simulations are performed in a homogeneous medium
using the parabolic approximation of Eq. (B.3) presented in Eq. (3) in Ref. 29.
Even though most diagnostic transducers today are rectangular array trans-
ducers, circular apertures are chosen both to reduce computational complexity
and to avoid the use of different f-number and focal depth in azimuth and ele-
vation. References 14, 16 and 29 all verify that parabolic approximations agree
well with physical measurements. The pseudo-differential diffraction model pre-
sented in Ref. 29 requires the wave field to be specified in three dimensions, and
are because of this much slower than the parabolic approximation that enables
the use of circular symmetry in the computation.
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The range of f-number and focal depths used for the simulations are pre-
sented in both mm and wavelengths in Table B.2. In terms of wavelengths, the
focal depths for each frequency are identical. This, and the f-number, ensures
that also the aperture, in terms of wavelengths, and Fresnel number of each
configuration are identical.

Table B.2: Parameter ranges used in the simulations. The apertures are
chosen to be realistic in mm, which result in different ranges in terms of
wavelengths.

Low High
Imaging frequency, fc 3.5MHz 11MHz

MI limit 1.2
F-numbers 1−7
Focal depths (n λ) 20−300
Apertures (n λ) 8−90 8−180

Focal depths (mm) 9−133 3−43
Apertures (mm) 3.5−39.9 1.1−25.4

Typical thickness of body wall (mm) 20−30 15−25
Typical thickness of body wall (n λ) 30−60 110−170

The transmit pressure amplitudes are estimated to not exceed a mechanical
index limit of 1.2 using Eq. (B.16). The simulations are performed using regular
attenuation (α0=0.52, β=1.1). The sampling frequency is 20fi where fi is
the imaging frequency. For each simulation the maximum temporal pressure
envelope and the total acoustic energy are calculated from the fundamental,
first- and second-harmonic components.

The filtered wave field is considered similar to a linear wave field, where the
peak negative pressure is similar to the peak positive pressure in magnitude.
Throughout the paper, a measure referred to as the frequency-scaled pressure
(FSP) will be used. The FSP is similar to the mechanical index for narrow-
band, linear pulses, and is defined as

FSP(z, fc) =
pmax(z)

C̃f
n/2
c

, C̃ = 1MPa MHz−n/2, (B.17)

where fc is the center frequency of the pulse, and n=1, 2 and denotes either
the first- or second-harmonic frequency. The dependence on the harmonic com-
ponents ensures that the FSP of the second-harmonic field is invariant of the
physical frequency for equal transmit FSP.
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Table B.3: The transducer configurations for the three case studies for the
two frequency situations.

Low freq. High freq.
F D F D F D

Case f/# n λ n λ mm mm mm mm

1 1.5 40 26.7 17.6 11.7 5.6 3.7
2 3.0 120 40.0 52.8 17.6 16.8 5.6
3 4.5 220 48.9 96.8 21.5 30.8 6.8

The total acoustic energy is calculated as the sum of the square of the
pressure in both the radial and temporal direction as

E(z) =
2π

ρc

∫
R

∫ ∞

−∞

|p(r, z, t)|2 dt r dr, (B.18)

where the 2π accounts for the rotational part of the volume integral due to
circular symmetry. To enable direct comparison of the energy, the spatial ex-
tensions of the domain is equal for all simulations.

The method for attenuation compensation in Eq. (B.13) is used to compare
effects of attenuation without running all the simulations for several values of
α0 and β. This method is validated for three specific case studies. The three
cases are simulated both with equal transmit pressure and equal transmit FSP.
The two options in transmit pressure are presented to verify Eq. (B.10)

In Table B.2 a body wall thickness is indicated. Although no results from
simulation in heterogeneous media will be presented, near field intensity and
ability to suppress near field echoes will be discussed. Suppression of near field
echoes is quantified using a quality factor Q based on the energy characteristics
of the transmit beam. This Q-factor for suppression of near field echoes up to
a given depth zsupp is defined as

Q = 10 log10

(
EC(F )

EC(zsupp)

)
(B.19)

where EC is the energy compensated to no attenuation and F the geometric
focal point.

B.4 Results

Figure B.2 and Table B.4 present results pertaining to the validation of the
compensation for attenuation through Eq. (B.13). Figure B.2 presents the

70



B.4 Results

frequency-scaled pressure, or FSP, for case study 2. Table B.4 presents in
numbers the same information for all three case studies.
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Figure B.2: On-axis maximum FSP for case study 2. The black lines in-
dicate the FSP compensated to no (solid), conservative (dash-dot) and linear
(dashed) attenuation. The gray lines indicate the FSP when simulated with
the three types of attenuation (the same line styles apply).

Figure B.3a shows that the wave field does not achieve pressure values at
any point in depth that may challenge the mechanical index limit. This type of
plot will show one parameter related to the radiated beam, as a function of the
transmit f-number and focal depth. The image represents a surface plot where
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Table B.4: The mean dB deviation between the compensated and simulated
on-axis FSP values for all three cases.

Low freq. Cases High freq. Cases
Comp 1 2 3 1 2 3

1.
H

. No -0.13 -0.38 -0.19 -0.13 -0.38 -0.17
Con. -0.13 -0.53 -0.22 -0.14 -0.54 -0.23
Lin. -0.13 -0.63 -0.26 -0.14 -0.66 -0.27

2.
H

. No -0.17 -0.35 0.14 -0.04 0.15 0.74
Con. -0.22 -0.66 -0.27 -0.17 -0.45 -0.02
Lin. -0.24 -0.83 -0.45 -0.24 -0.76 -0.36

F
un

d. No -0.01 0.03 1.59 0.46 1.95 3.12
Con. -0.27 -0.80 -0.04 -0.07 -0.07 0.65
Lin. -0.37 -1.32 -0.62 -0.31 -1.05 -0.35

the gray scale denotes the magnitude of the parameter.
Compared with the maximum mechanical index, the maximum FSP in the

three cases deviates in both harmonic and fundamental mode by −0.6 to 1.3 dB
for the low, and −0.4 to 1.4 dB for the high frequency. The dB ranges are valid
for all attenuation models used in this study.
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Figure B.3: Maximum obtained on-axis FSP.

The estimation algorithm in Eq. (B.16) assumes the attenuation to be con-
servative (α0=0.3, β=1). To verify that this algorithm performs equally well
for all transducer configurations, the on-axis FSP is compensated to conser-
vative attenuation. The maximum obtained compensated FSP is presented in
Fig. B.3b.
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Figure B.4 shows the focal point FSP for the second-harmonic component
for each simulation. The focal point FSP of the harmonic component is used as
a qualitative description of the signal-to-noise ratio within the focal region. The
absolute signal-to-noise ratio is not quantified itself in this study. In Fig. B.4,
dashed lines representing the Fresnel number for each configuration are overlaid
the FSP data.
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Figure B.4: Focal point second-harmonic FSP. The solid contour marks out
the top 90 % of the FSP. The dashed lines are the Fresnel numbers ranging
from 0.1 to 0.9 in steps of 0.1 starting at 0.1 closest to the x-axis.

The maximum obtained axial second-harmonic FSP increases for increasing
f-number and focal depth due to the increased transmit pressure. The increase
is steepest for low f-numbers.

In order to verify Eq. (B.10), the generated pressure or FSP for the three
case studies must be compared. This comparison is presented in Fig. B.5 for
the three case studies as the fraction of the high frequency pressure (or FSP)
relative to the low frequency pressure (or FSP) as a function of depth.

Suppression Q-factors for the harmonic beams for both frequencies and up
to two depths are presented in Fig. B.6.
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Figure B.5: On-axis relative high over low frequency second-harmonic pres-
sure and FSP. Black lines are simulations run with regular (solid) and linear
(dashed) attenuation. The solid gray line is the relative pressure or FSP com-
pensated to linear attenuation. The dotted black line is the dB-linear theo-
retical relative second-harmonic attenuation, i.e., −γα0zωβ(f̄ δ

c,hi−f̄ δ
c,lo), from

Eq. (B.11).

B.5 Discussion

Application of Eq. (B.13) to a posteriori compensate between different plane-
wave attenuation models sufficiently accurately reproduce simulation results
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Figure B.6: Second-harmonic Q-factor values for near field suppression up
to depth zsupp.

from media with the desired attenuation model. For the linear field, i.e., the
first-harmonic and fundamental, the compensation should be correct given a
plane-wave attenuation model as in Eq. (B.12), but this is not the case for all
three cases. Different values for α0 and β influence the generation of higher
harmonics, and this should cause the compensation to over-estimate the actual
values. This is, however, not the case. The plane wave distance is given as the
depth z, but this is also the distance to the closest point on the transducer,
and contributions from off-axis transducer points are more attenuated than the
center point.

When acoustic shock formation is present, the FSP value rapidly decreases.
A compensation then overestimates the FSP value, and the numbers in Ta-
ble B.4 are positive. This is the case for the fundamental and second-harmonic
beam in both the low and high frequency setting when no attenuation is present.
For the high frequency case, the fundamental beam shows shock formation when
conservative attenuation is chosen.

The compensation tends to underestimate slightly, and more for higher fre-
quencies. Over all, the compensation framework is consistent for compensation
between smaller differences in the attenuation parameters α0 and β.

Figure B.3 shows that the transmit pressure estimation in Eq. (B.16) per-
forms equally well for a wide range of transducer configurations. The FSP of
the second-harmonic beam is too low to challenge the safety regulations.

The maximum obtained FSP using regular attenuation (α0=0.52, β=1.1)
are not above the limit for the mechanical index for any transducer configura-
tion. In a non-linearly distorted wave field, diffraction causes the peak negative
pressure to be lower than the peak positive pressure.2,23 For a linear pulse,
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the amplitude difference between the positive and negative peak pressure is
small, and the maximum FSP of the filtered first-harmonic and fundamental
pulse provides an estimate for the obtained mechanical index. The difference
between the maximum FSP and the mechanical index is within −0.6 to 1.4 dB
for all three cases in both imaging modes, both frequency situations and all
attenuation models used.

The estimation algorithm assumes conservative attenuation, and if the ra-
diated beams are compensated to this, a constant value of the maximum FSP
is expected. Fig. B.3 shows this effect. Some discrepancies are present: The
estimation performs worse for low f-numbers and deep focal depths, and the
maximum FSP is generally lower for the fundamental than the first-harmonic
component for both frequencies.

The first is either related to the parabolic approximation in the KZK equa-
tion or the plane-wave attenuation model. A low f-number results in a high
focusing gain,14,16,19 and the parabolic approximation erroneously resolve waves
with a steep inclination angle relative to the z-axis. This can cause unresolved
edge waves and reduced focus gain. Plane-wave attenuation compensation of
low f-number beams can also cause deviations because the distance to the edge
of the transducer is relatively much longer than the depth coordinate z. The
second effect is caused by a higher attenuation per wavelength for the funda-
mental frequency. The general level of the maximum FSP is approximately
20% lower than the mechanical index limit, and indicate that the transmit
pressure estimation is conservative.

The signal-to-noise ratio of harmonic imaging is low compared to that of
fundamental imaging, and therefore, it is even more important to optimize the
signal-to-noise ratio for harmonic imaging. The focal point second-harmonic
FSP in Fig. B.4 is a measure for the signal-to-noise ratio, and show that an op-
timal transducer configuration for both frequencies will result in approximately
the same amount of harmonic FSP for identical transducer configurations. The
general level of the low frequency FSP is slightly higher than the high frequency.

The most optimal configuration for second-harmonic generation in the low
frequency situation has a f-number of 3, aperture of 40λ (18mm) and is focused
at 120λ (53mm). For a typical cardiac setup, transducers seldom have larger
apertures than 20mm, and this limit is determined by the distance between
the ribs. For deep abdominal imaging at the same frequency, the aperture may
be larger, but this does not result in more second-harmonic generation. For
the high frequency situation, the optimal configuration has a f-number of 2.5,
aperture of 40λ (6mm) and a focal depth of 100λ (14mm). The values are
lower for the high frequency due to the higher attenuation per wavelength.
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For β=1, the two frequencies perform equally well when compensated to
linear attenuation. The general level of the low frequency focal point FSP is
slightly higher than the high frequency’s, but this difference is not affected by
the compensation. For β �=1, the generation of second-harmonic is reduced, and
the reduction is larger for the high than the low frequency. This agrees with
previous literature.20

Dashed curves indicating the Fresnel number of each beam in Fig. B.4 show
that the optimal Fresnel number lies between 0.1 and 0.4. This agrees with
previous literature.1

The maximum obtained second-harmonic FSP is also a qualitative measure
of the signal-to-noise ratio, but does not provide any new insight unless the
position where the maximum occurs is provided. The maximum level increases
with increasing f-number and focal depth, and the general level of the maximum
second-harmonic FSP is lower for the high frequency situation because of the
higher attenuation. This result is not visualized.

The position of the maximum pressure relative to the focal depth (zmax/F )
decreases for a constant f-number when the focal depth and Fresnel number
is increased. This agrees with previous literature.1 Attenuation causes a shift
of the maximum further towards the transducer. The relative position for low
f-number configurations is above one. This indicates that the second-harmonic
achieves its maximum value beyond the geometric focal point. The same con-
figuration shows this effect also for the first-harmonic and fundamental beam,
and is an example of an artifact from the parabolic approximation in the KZK
equation as the outward shift of the position of the maximum reported by
Pinton and Trahey.30

All apertures in this study are circular. It is plausible that quadratic
apertures will perform similarly.16,19 Rectangular apertures with large differ-
ence in azimuth and elevation apertures will perform worse than quadratic for
equal transmit pressure.13 However, a smaller footprint of the transducer allows
higher transmit pressure. The estimation used in this study for the transmit
pressure may be inadequate for rectangular transducers.

According to Eq. (B.9), the generation of second-harmonic is invariant to
transmit frequency for two identical setups in terms of wavelengths. Figure B.5
shows that this holds when the attenuation model is linear in frequency. When
β �=1, f̄ δ

c in Eq. (B.11) becomes different from one, and the generated fields
are different. The differences are caused by the inclusion of the attenuation
function A from Eq. (B.12) in both the Green’s function in the integral over z0 in
Eq. (B.10) and in the convolution (f̂Hla)∗ω(f̂Hla). The relative pressure follows
a straight decline with a dB-slope proportional to f̄ δ

c,hi−f̄ δ
c,lo, which indicates the
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existence of an approximate plane-wave attenuation for the second-harmonic
field pnla=A(α0, f̄

δ
c , z, ω)pnl similar to Eq. (B.12) for the first-harmonic.

Different attenuation per wavelength will also cause the two frequency situ-
ations to have different shifts in center frequency. This will cause the diffraction
for the two frequency situations to be different, and is a possible source of the
visible ripple in Fig. B.5. Another indication on this being a diffraction phe-
nomenon is the location of the ripple for the second case study. The ripple is
located around 60λ, which corresponds to the location of the on-axis interfer-
ence of the second-harmonic beam profiles in Fig. B.2.

For different transmit pressures, but equal transmit FSP, the shape of the
field should according to Eq. (B.10) be identical, but the pressure level different.
The relative second-harmonic FSP is, however, equal from the definition in
Eq. (B.17). For linear attenuation, the relative FSP in the three case studies
does not follow the 0 dB line as well as the simulations with equal transmit
pressures. The visible ripple is again caused by diffraction effects. The over-
all decline of the the relative FSP originates from how Abersim handles either
the diffraction term or the nonlinear term of Eq. (3) in Ref. 29. Attenuation is
solved using linear operators and should not introduce any amplitude dependent
errors that do not cancel out when a relative measure is presented as in Fig. B.5.
An error in the attenuation term would also result in a similar behavior for the
equal transmit pressure panels in the left column of Fig. B.5. Both the parabolic
diffraction model and nonlinear model can be susceptible to pressure dependent
errors due to their iterative and nonlinear nature.29

Compensated, the simulations run with regular attenuation reproduce ap-
proximately the FSP-curves run with linear attenuation. The compensated
curves are for case study 1 slightly lower and for case study 2 and 3 slightly
higher than the actual result. From Table B.4 the numbers presenting the
compensation errors, this behavior is as expected.

The suppression Q-factor is for all fundamental beams close to zero or
slightly negative. In fundamental imaging, the compensated total energy of
a plane at depth z will always be equal to or lower than the initial total energy
transmitted through the transducer surface.

For two equal transducer setups in terms of wavelengths, the performance
in suppression of near field echoes of the two frequencies (Fig. B.6) are similar.
The suppression Q-factor assumes approximately the same value for a body-
wall of either 50λ and 150λ for the two frequencies, and both setups perform
best with a relatively thin body wall.

In physical measures, the body wall for the low and high frequency situa-
tion is approximately equally thick for non-obese patients, but is in terms of
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wavelengths in the low frequency situation about one third of the one in the
high frequency situation. Because of this, it is suggested that second-harmonic
imaging at higher frequencies does not provide the same suppression as for
low frequencies. This is one possible explanation why the improvement in im-
age quality for carotid imaging is not as pronounced as it is for cardiac and
abdominal imaging.4–12

Figure B.6 also shows that the Q-factor increases for low f-numbers and deep
focal depths. For such a configuration, the near field first-harmonic pressure and
second-harmonic generation are very low. When entering the short focal region,
both the first- and second-harmonic pressure increases rapidly, but because of
the short focal region, the total amount of second-harmonic generation is still
rather low when looking at Fig. B.4.

B.6 Conclusion

Transmit beams from a range of transducer configurations for a low and high
frequency situation are compared to evaluate second-harmonic generation and
suppression of near field echoes. The transmit pressure is estimated to not
violate safety regulations for each configuration, and the estimation algorithm
utilized has been shown to perform equally well for a wide range of f-numbers
and focal depths, but is conservative.

According to previous literature, the second-harmonic is shown to be identi-
cal for equal transmit pressures and linear-in-frequency attenuation. For power-
law attenuation fβ with β>1, equal transmit pressures generate almost shape
invariant second-harmonic fields, but some discrepancies related to diffraction
are found. Equal transmit FSP produces some shape variations. These varia-
tions are either related to approximations made in the model for diffraction or
second-harmonic generation.

The optimal configurations for a high signal-to-noise ratio are for a medium
with regular attenuation a f-number in the range 2–3.5 and a focal depth of
100λ–180λ (45–80mm) for the low frequency situation and 80λ–140λ (11–
19mm) for the high.

In the presence of a body wall, it is suggested that the ability to suppress
near field echoes is equal for the two frequency situations when the body wall is
equally thick in terms of wave lengths. The body wall is in non-obese patients
approximately equally thick in terms of millimeters. Because of this, the body
wall is thinner in terms of wavelengths for low frequency applications, and the
suggested suppression Q-factor is higher. A previously presented22 higher sensi-
tivity to phase aberrations for higher frequencies cohere with the argument that
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high frequency applications may be more vulnerable to heterogeneous effects
than low frequency applications.
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A Time-Domain Spectral Element Method

for Propagation of Pulses in Nonlinear Soft

Tissue

Halvard Høilund-Kaupang and Bjørn Angelsen
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Abstract

A time-domain Spectral Element Method (SEM) for acoustic wave propagation
in nonlinear and absorbing media is presented. The presented method seek to
combine the spatial convergence of a spectral method with the versatility of an
element method for a coupled system of first order equations. Similar SEM are
previously reported for linear, elastodynamic models in seismic research. Here,
the model is extended to include nonlinear elasticity and power-law frequency
dependent absorption. The method is compared with analytic solutions for
plane wave propagation and to an existing simulation tool for two-dimensional
test cases. For linear propagation, a polynomial order of N=8 and four points
per minimum wavelength produce acceptable errors for the frequency dependent
absorption and phase speed of the medium. The nonlinear model requires
a higher order to resolve harmonic generation up to the maximum desired
frequency, and N=16 is found to be sufficient when four points per minimum
wavelength is employed. For two-dimensional, nonlinear propagation N=16
ensures adequate accuracy. The nonlinear model is the most prominent source
of error, and the error is reduced when both absorption and non-linearity is
used.
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C.1 Introduction

Images created with medical ultrasound suffer from the influence of acoustic
noise caused by heterogeneities in the tissue.1 Two main sources of acoustic
noise, or clutter, is phase aberrations and reverberations (multiple scattering).1

These noise contributions degrade the image and conceal important information
needed for proper diagnosis.

Numerical models play an important role in understanding acoustic phe-
nomena such as nonlinear elasticity of tissue and effects of heterogeneities.2–6

Forward effects, such as harmonic generation and phase aberrations can be
studied using one-way, or forward, models. Forward models are often inte-
grated in space, i.e., depth, and several tools are available.7–12 The effect of
scattering, however, is not easily incorporated into one-way models for more
complex, i.e., realistic, scattering situations. To study back scatter, either first
or higher order, a full wave model integrating the model equation(s) in time
within a finite spatial domain is preferred.2,6,13–21

Full wave numerical models have one aspect in common: The need of
a spatial domain discretization. There are several available and well-known
spatial discretization schemes such as Finite Differences (FD),6,16,19,20 Fourier
(k-space) discretizations,17,18 Finite Elements (FE)2,21 and Spectral Elements
(SE).14,15 Both Finite Elements and Spectral Elements are based on the ele-
ment method, and the term “Finite” and “Spectral” often refer to the order of
the polynomial used for approximation.

Each of these methods have advantages and disadvantages. Finite difference
methods are simple to implement on structured grids, but suffer from numerical
dispersion.15,16,18 Fourier based, or k-space, methods show rapid convergence
and does not suffer from numerical dispersion.17,18 Boundary conditions can
be somewhat troublesome to implement due to the requirement of periodic
boundaries in the discrete Fourier transform, and initial conditions are more
often used.17,18

Low order FE methods have the same disadvantage of numerical dispersion
and need of high spatial sampling as FD methods.15,22–24 Where FD methods
are limited to structured grids, FE methods have the advantage of unstructured
grids, and the ability to solve for complex geometries.23 Spectral Element meth-
ods are, on the other hand, shown to provide rapid convergence for solutions
meeting certain regularity requirements.24

The following sections will present a Spectral Element Method (SEM) for
acoustic wave propagation in nonlinear absorbing media. A SEM is chosen to
combine the spatial accuracy of a spectral method with the ability to match
complex geometries and boundary conditions of a general element method. In
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this paper, only simple geometries are employed, and the boundary conditions
are of standard Dirichlet type. The method is analyzed and verified for plane
wave and two-dimensional propagation.

C.2 Mathematical Model

C.2.1 Model Equations

Acoustic wave propagation is described by Newton’s second law of motion and
a constitutive equation as

ρ
∂u

∂t
= −∇p (C.1)

K(t, p) ∗
t

∂p

∂t
= −∇·u. (C.2)

Here u=[u, v]T denotes particle velocity, p the local pressure, ρ the density
and K the generalized compressibility accounting for (nonlinear) elasticity and
absorption.16,18,25,26 The generalized compressibility of a nonlinear medium
with absorption is

K(t, p) = K̃(p)δ(t) +
∑

n

κn

τn
e−

t
τn H(t)

where δ is the delta distribution, K̃(p) a pressure dependent elasticity, H the
Heaviside distribution and κn and τn the relative compressibilities and the
time constants for a number of relaxation processes accounting for absorption
.16,25 The elasticity, K̃(p), is implicitly defined such that K(t, p)=K̃(p)δ(t) ∗t p
where K(t, p) is the pressure-density relation.26 Similar approaches for fre-
quency power-law absorption are found in Refs. 6, 20 and 21. A variable
substitution Sn=κn/τn e−t/τnH(t)∗tp is introduced,16 where Sn satisfies the
equation

∂Sn

∂t
= − 1

τn
Sn +

κn

τn
p.

Substituting this into Eq. (C.2), and using the relation f ′∗g=f∗g′=(f∗g)′, the
left hand side of Eq. (C.2) can be expressed in terms of p, ∂p/∂t, and Sn as

K(t, p) ∗
t

∂p

∂t
= K ′(t, p)

∂p

∂t
+
∑
n

κn

τn
p −

∑
n

1

τn
Sn (C.3)

where K ′(t, p) is the derivative of K(t, p).
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For aqueous media, a second order Taylor expansion of the pressure–density
relation, K(t, p)=κ∞p−βnκ2

∞p2, is a natural choice.26 Using a general elasticity
function K(t, p) yields a pressure dependent speed of sound, c(p)=1/ρ0K

′(t, p),
where c0=1/ρ0κ0 for the linear, non-absorbing case.25 A similar nonlinear
model is also proposed in Ref. 2.

Combining Eqs. (C.1)–(C.3), the final equations for acoustic wave propaga-
tion are on scaled and dimensionless form:

ρ
∂u

∂t
= −∇p + b.c. (C.4)

∂Sn

∂t
= − 1

τn
Sn +

κn

τn
p (C.5)

K ′(t, p)
∂p

∂t
= −∇·u −

∑
n

κn

τn
p +

∑
n

1

τn
Sn + b.c. (C.6)

where b.c. denotes contributions from the boundary conditions.
The boundary is defined by two regions, Γxd and Γabs, where Γxd defines the

vibrating transducer surface and Γabs an absorbing boundary. The transducer
surface, Γxd, is assumed to be a line (or surface in three dimensions) with a
normal vibration velocity, i.e., , u(s, t)=g(s, t). Absorbing boundary conditions
are modeled using Perfectly Matched Layers (PML).16,18 These matched layers
are introduced as an absorbing padding of the original domain. Within the PML
region, the term αu is added to the left hand side of the velocity equation (C.4)
and αp to the pressure equation (C.6) such that the left hand side of Eq. (C.2)
is re-written as K(p) ∗t (∂p/∂t + αp).16,18 The vector α=[αx αy]

T are artificial
damping constants working in the x and y direction only, and is equal to zero
within the main calculation domain.

For this to be effective, scalar fields, such as p and Sn, need to be vectorized
as p=px+py within the PML region. The subscript denotes the direction of
the component. The pressure and state variable equations then modifies to two
equations each for the two-dimensional case.16,18 In future equations, α and
constants dependent on this will, as a reminder, be written as a vector symbol,
but the vectorized pressure equation will not be written out. The PML regions
will at the outer boundaries be defined as hard walls where the normal velocity
un=0. Using this formulation all outer boundaries are of homogeneous Dirichlet
type.23

C.2.2 Spectral Element Discretization

A spectral element discretization based on high order and orthogonal Legendre
polynomials is chosen.14,15,27–29 As for classical finite element methods, the so-
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lution of the velocity and pressure is locally defined within each element and
required to be continuous over inter-element boundaries. The general frame-
work of the element methods is based on a variational, or weak, formulation
of the model problem.23 The SEM presented by in Refs. 14 and 15 presents
a method for an elastodynamic problem formulation with both a second-order
spatial and temporal differentiation. The following section will present a similar
method for the pressure–velocity formulation presented in Ref. 16.

Assume the solutions of Eqs. (C.4)–(C.6) are to be found in the spaces
u, v∈V and p, Sn∈W for the velocity and pressure respectively. A two-dimensional
variational formulation of Eqs. (C.4)–(C.6) is

∂

∂t
(ρu, φ) + (ραxu, φ) = −c̃x(p, φ) (C.7)

∂

∂t
(ρv, ϕ) + (ραyv, φ) = −c̃y(p, ϕ) (C.8)

∂

∂t
(Sn, ϑ) +

(
1

τn
Sn, ϑ

)
=

(
κn

τn
p, ϑ

)
(C.9)

∂

∂t
(K(t, p), ψ) + (μ(t, p)p, ψ) =

∑
n

(νnSn, ψ) (C.10)

−cx(u, ψ) − cy(v, ψ)

where μ(t, p)=
∑

n κn/τn+K̃(p)α, νn=1/τn−α, φ,ϕ∈V and ψ, ϑ∈W are gen-
eral test functions, and (·, ·) and cx(·, ·) are defined as

(φ,ϕ) =

∫
Ω
φϕdΩ (C.11)

cx(φ,ψ) =

∫
Ω

∂φ

∂x
ψ dΩ. (C.12)

The abstract convection form c̃x(·, ·) is structurally equivalent to cx(·, ·) in the
sense that the first variable is differentiated. The linear form (·, ·) contains
an integration over two function from V (or possibly W ) and is symmetric in
the sense that (φ,ϕ) = (ϕ, φ). The abstract form cx(·, ·) takes its first argument
from V and its second from W (and vice versa for c̃x(·, ·)), and is antisymmetric
in the sense that

cx(φ,ψ) =

∫
Ω

∂φ

∂x
ψ dΩ

= [φψ]Γ −
∫

Ωe

φ
∂ψ

∂x
dΩ

= −cx(ψ, φ) = c̃x(ψ, φ) .

(C.13)

87



Paper C: A Time-Domain Spectral Element Method

Here, the boundary term vanishes because the test function φ∈V has to honor
the Dirichlet conditions given on Γ.23

In Eqs. (C.7)–(C.10), the integrals are computed numerically using Gauss-
Lobatto-Legendre (GLL) quadrature as

∫ 1

−1
f(ξ) dξ ≈

N∑
α=0

wαf(ξα) (C.14)

where the quadrature points, ξα, are the roots of the polynomial (1−ξ2)P ′
N−1(ξ)

where P ′
N−1(ξ) is the derivative of the (N−1)’th order Legendre polynomial,

and wα the quadrature weights.28 GLL quadrature is shown to exactly compute
integrals for polynomial functions of order 2N−1.28

The solutions are approximated with Lagrange interpolation polynomials
�(ξ), where the i’th polynomial is defined as

�i(ξ) =

N∏
j=0
i�=j

(ξ − ξj)

(ξi − ξj)
, i = 0, . . . , N,

where ξi and ξj are the chosen pole and roots of the Lagrange polynomial.28

Choosing ξj to be the quadrature nodes ξα in the reference interval [−1, 1]
yields �i(ξα)=δαi where δαi is the Kronecker delta.28 Each of the solutions for
the velocity, pressure and state variable is assumed to have a nodal basis such
that fqr=f(ξq, ηr). This formulation is also assumed for material parameters.
Each numerical solutions are defined in two dimensions as

f(ξ, η, t) ≈ fN(ξ, η, t) =
∑

e

N∑
q,r=0

f e
qr(t)�q(ξ)�r(η), (C.15)

where f e
qr are the nodal weights, � the k’th and l’th Lagrange polynomial.

Extension to one or three dimensions follows directly from this by removing or
adding one polynomial in the product.

The quadrature in Eq. (C.14) and solution in Eq. (C.15) require each el-
ement to be defined as the reference Ω̂=[−1, 1]d where d denotes the num-
ber of dimensions. The full domain is considered to be a multi-element do-
main defined as Ω=

⋃
Ωe, where Ωe is each local element domain. The lo-

cal elements are non-overlapping, and the full integral can be expressed as∫
Ω =

∑
e

∫
Ωe

.23 A transformation mapping each local element into the refer-
ence domain is needed such that variables and solutions can be expressed
as f(x, y)=f(x(ξ, η), y(ξ, η))=f̂(ξ, η). Integration over each local element can
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be expressed as an integral over the reference domain through the Jacobian
dx = Jdξ as ∫

Ωe

f(x, y) dΩ =

∫
Ω̂e

f̂(ξ, η)J dΩ̂

where J is the determinant of the Jacobian, J , and Ωe and Ω̂e are the phys-
ical and reference element domains respectively.30 The right hand side inte-
gral is then computed using GLL quadrature. The Jacobian can be calcu-
lated for each internal node in the element domain. For rectangular elements,
Ωe=[0, Lx]×[0, Ly], the mapping from Ω̂ to Ω is

x(ξ) =
Lx

2
(ξ + 1) and y(η) =

Ly

2
(η + 1), (C.16)

and the Jacobian and its determinant are found to be

J =
∂x

∂ξ
=

[Lx

2 0

0
Ly

2

]
, J =

LxLy

4
(C.17)

for all nodes within the element.
Maday and Rønquist present a method using over-integration to cope with

deformed geometries and heterogeneous materials. This technique is shown to
have no effect if the background media is more regular, or smooth, than the
solution itself.

The solution spaces for the velocity (V ) and pressure and state variables
(W ) are denoted with different letters to indicate that they can be different.
They can be set as equal, but are in the following sections defined to be different.
The space V is defined to be the set of all N ’th order Lagrange polynomials,
�(ξ), defined over the N+1 GLL quadrature points in [−1, 1] (the endpoints
included).

In the following sections, the pressure and the relaxation processes are de-
fined only in the interior of each element, and not on local element boundaries.
The order of the polynomial is also reduced. The interpolation functions are
still Lagrange polynomials, but now denoted �̃ to distinguish them from the
polynomials in V . The space W is constructed of all Lagrange polynomials
of order Ñ(<N), and the integrals are computed using Gauss-Legendre (GL)
quadrature.28 GL quadrature is constructed similarly to Eq. (C.14), and com-
putes the integral exactly for polynomials of order up to 2Ñ+1 where Ñ is
the order of the polynomial. A visualization of the velocity and pressure nodes
of one element as well as an example of the Lagrange polynomials �i and �̃i

is presented in Fig. C.1. A similar approach is used in fluid mechanics for an
order reduction of 2 and is known as the PN×PN−2-method.31
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For the GL quadrature points, ξ̃, each �̃i(ξ̃α)=δαi.28 In the abstract form
c̃x(·, ·), both a function from V and W appear, and the integral is solved using
GL quadrature with an interpolation operator, I, such that I·�(ξα)=�i(ξ̃α)=Iαi.
Spatial derivatives of � can be found for the GLL quadrature points and is de-
noted �′i(ξα)=Dαi, and the derivative �′(ξ̃α) is found to be I·�′i(ξα)=(ID)αi.28,31

(a)

 

 

1/(2�x)

�/�x

Fourier
Stagg. FD
GLL 1x96
GLL 6x16
GLL 12x8

(b)

�1 0 1

0

1

�

�̃2 �3

(c)

Figure C.1: Spectral element discretization. a) Reference element with ve-
locity (black) and pressure (gray) nodes for N=6 b) Spatial frequency response
for a Fourier, staggered FD and SE discretization. For the SE case, Ne×N
denotes the number of elements × the polynomial order. c) Example of a
Lagrange interpolation polynomial, �, for the velocity space (black, N=8) and
�̃ for the pressure space (gray, Ñ=7).

The left hand side integral of Eq. (C.7) over one local element can be written
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as

(ρu, φ)e =

∫
Ωe

ρuφdΩ

=

N∑
q,r=0

ûqr(t)

∫
Ω̂e

ρ(ξ, η)�q(ξ)�r(η)�i(ξ)�j(η)J dΩ̂

≈ LxLy

4

N∑
q,r=0

ûqr(t)

N∑
α,β=0

wαwβραβδαqδβrδαiδβj

=
LxLy

4
wiwjρijûij(t)

(C.18)

where ραβ=ρ(ξα, ηβ), φ is chosen to be the product of the Lagrange polynomials
�i and �j for all i and j successively, and the Jacobian from Eq. (C.17) is used.
If the linear form is evaluated for two function from W , GL quadrature is
used with quadrature weights, w̃α, and Jacobian, J̃ij , evaluated at (ξ̃i, η̃j). For
the integral in Eq. (C.10), K ′(t, p) introduces a spatially dependent speed of
sound. The regularity of the pressure dependent speed of sound is the same as
the solution, and the proposed over-integration in Ref. 30 is not employed.

Integration of the abstract form ce
x(·, ·) introduce differentiation of the sec-

ond argument, affecting only the Lagrange polynomial from V due to the nodal
basis of the solution. Because all elements are assumed to be rectangular, a
full differentiation is not needed. The inverse of the Jacobian, J−1=∂ξ/∂x=ξx

is diagonal and ξx=2/Lx and ηy=2/Ly. Both ηx and ξy are zero. Introducing
this differentiation to the abstract form in Eq. (C.13), the expression becomes

ce
x(φ, p) =

∫
Ωe

φxp dΩ =

∫
Ω̂e

ξxφξpJ dΩ̂

=
LxLy

4

Ñ∑
q,r=0

p̂qr(t)

∫
Ω̂e

�̃q(ξ)�̃r(η)
2

Lx
�′i(ξ)�j(η) dΩ̂

≈ Ly

2

Ñ∑
q,r=0

p̂qr(t)

Ñ∑
α,β=0

w̃αw̃βδαqδβr(ID)αiIβj

=
Ly

2

Ñ∑
q,r=0

w̃qw̃r(ID)qiIrj p̂qr(t)

(C.19)
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for all i, j=1, . . ., N . A similar expression for ce
x(u, ψ) can be found as

ce
x(u, ψ) ≈ Ly

2
w̃iw̃j

N∑
q,r=0

(ID)iqIjrûqr(t) (C.20)

Note that the range of summation of the solution and range of available test
functions are switched and that summation in Eq. (C.20) runs over q, r=0, . . . , N
whereas the indices i, j=0, . . . , Ñ . A similar approach is used for ce

y(·, ·).
Applying the presented Spectral Element framework to Eqs. (C.7)–(C.10),

some simplifications can be made. Both the quadrature weights and the Jaco-
bian cancel out for Eqs. (C.9) and (C.10) because the space W is defined such
that neither the pressure nor the state variables Sn are defined on inter-element
boundaries.

The final system of semi-discretized equations for one element is

wiwjρij

(
∂ûij

∂t
+ α

(x)
ij ûij

)
= (C.21)

2

Lx

Ñ∑
q,r=0

w̃qw̃r(ID)qiIrj p̂qr(t)

wiwjρij

(
∂v̂ij

∂t
+ α

(y)
ij v̂ij

)
= (C.22)

2

Ly

Ñ∑
q,r=0

w̃qw̃r(ID)qiIrj p̂qr(t)

(
∂(Ŝn)ij

∂t
+

1

τ
(n)
ij

(Ŝn)ij

)
=

κ
(n)
ij

τ
(n)
ij

p̂ij (C.23)

(
K̂ ′

ij(t, p̂ij)
∂p̂ij

∂t
+ μ̂ij(t, p̂ij)p̂ij

)
=
∑
n

1

τ
(n)
ij

(Ŝn)ij (C.24)

− 2

Lx

N∑
q,r=0

(ID)iqIjrûqr(t) − 2

Ly

N∑
q,r=0

(ID)iqIjrv̂qr(t)

where the range of i and j are from 0 to N or Ñ determined by the the space
of the solution on the left hand side of each equation. The final left and right
hand side are the elemental mass and stiffness matrices. The final assembly
of the full mass and stiffness matrices is not performed in practise, but it is
valuable to comment on the left hand side mass matrix that is diagonal for all
equations.
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C.2.3 Time Integration

Equations (C.21)–(C.24) all are of the form ḟ(t)+ȧ(t)f(t)=F (g). Yuan et
al. presents an integrating factor for the case where ȧ(t)=a.16 Here, the in-
tegrating factor, ea(t), is used where a(t) is a general function of time given
by a(t)=

∫
ȧ(t′) dt′, such that each equation can be written ∂ /∂t= (t, ) with

=ea(t)f , =eb(t)g and (t, )=ea(t)F (e−b(t) ).
If K̂ ′

ij(t, p̂ij) is multiplied over to the right hand side of Eq. (C.24), the
integrating factor for the pressure equation becomes

exp

{∫
1

K̂ ′
ij(t

′, p̂ij)

∑
n

κ
(n)
ij

τ
(n)
ij

+
ˆ̃Kij(p̂ij)

K̂ ′
ij(t

′, p̂ij)
αij dt′

}

which is both dependent on time and the pressure. In this case, K(t, p), and
thus the integrand in the integrating factor, is not explicitly time dependent.
For a fixed, given pressure, the integrand reduces to a pressure dependent con-
stant. In Eqs. (C.21)–(C.23) and the linear case of Eq. (C.24), the integrating
factors are the same as those reported in Ref. 16.

On abstract autonomous form, Eqs. (C.21)–(C.24) can be written as

∂y

∂t
= F (z) (C.25)

∂z

∂t
= G(y,z) = Gp(z)Gu(y). (C.26)

y =
[

n

]T
, z =

[
t

]T
F (z) =

⎡
⎣ x(t, )

y(t, )

n(t, )

⎤
⎦ ,

G(y,z) =[
p(t, ) u( , , n)

1

]
.

The system of equations in Eqs. (C.25)–(C.26) is integrated in time using
the leap-frog, or Störmer-Verlet scheme.16,18,32 The Störmer-Verlet scheme is
stable if the step size, h, fulfill hω<2 where ω=cmaxkmax and cmax and kmax

are the maximum speed of sound and spatial wave number produced by the
propagation operator. The maximum frequency is equivalent to the largest
eigenvalue of the generalized eigenvalue problem Kx=Mxλ where K and M
are the assembled stiffness and mass matrices from Eqs. (C.21)–(C.24), x the
eigenvector and λ the eigenvalue corresponding to the frequency ω.

The spatial wave numbers, i.e., the eigenvalues of the operator, is for the
differentiation matrix inversely proportional to the smallest spatial resolution of
the domain.22,32 Because the spatial sampling of the GLL quadrature points are
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not equidistant within one element, the minimum Δx decreases for increasing
polynomial order. The step size requirement becomes

h < CFL
Lmin

2

ΔξN

cmax
(C.27)

where Lmin/2 is the transformation of shortest length of one element domain
to the reference domain, ΔξN the shortest distance between two GLL quadra-
ture points for a polynomial order N and CFL the Courant–Friedrich–Levy
number.17,28,33 The method is found to be stable for CFL<0.85.

One interpretation of the Störmer-Verlet scheme is a composition of the
symplectic Euler method with its adjoint method.32 The symplectic Euler
method integrates a partitioned system as in Eqs. (C.25)–(C.26) with the ex-
plicit Euler for the first variable and with the implicit Euler for the second. The
explicit and implicit Euler are each other’s adjoint method, and a composition
of the symplectic Euler with its adjoint yields32

yn+ 1
2

= yn +
h

2
F (zn)

zn+ 1
2

= zn +
h

2
G(zn+ 1

2
,yn+ 1

2
)

zn+1 = zn+ 1
2

+
h

2
G(zn+ 1

2
,yn+ 1

2
)

yn+1 = yn+ 1
2

+
h

2
F (zn+1).

where the step for zn+1 is the only implicit term left because F is not a function
of y. Note that implicitness in t not causes trouble to this formulation because
the time only enters the integrating factor eat within the functions F and G.
If the function G is formulated as a function not dependent on the pressure,
i.e., the linear case, all steps are fully explicit. Another straight forward exten-
sion of the scheme presented above is to not calculate the intermediate steps
yn+1, but integrate directly to yn+ 3

2
.

The nonlinear term in Eq. (C.26) makes the pressure step both nonlinear
in and dependent on the future value pn+1. This nonlinear equation can be
solved using Newton iterations, and another advantage of defining the pressure
only in the interior of each element, is that such an iteration is possible to do
element-wise, and there is no need for a temporary boundary pressure field.

Yet a simpler approach than Newton iterations is to assume that the pres-
sure dependent speed of sound is constant within one time step. The stability
requirements of the integrator requires the step size, h, to correspond to a sam-
pling frequency of the order of hundreds of points per wavelength – far more
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than the spatial resolution. The pressure dependent speed of sound is calcu-
lated from a constant pressure value, p∗, such that z∗

n+i=[t+ih ∗]T and the
final integration scheme becomes

y 1
2

= y0 +
h

2
F (z0)

zn+1 = zn + hG(z∗
n+ 1

2

,yn+ 1
2
)

yn+ 3
2

= yn+ 1
2

+ hF (zn+1).

C.3 Plane Wave Propagation

Simulation experiments are conducted to verify the presented Spectral Element
Method for absorption and nonlinear propagation in a plane wave setup. Ko-
matitsch and Vilotte propose in Ref. 15 that a combination of an eight order
polynomial (N=8) and five points per minimum wavelength (nλ=5) is suffi-
cient, although Faccioli et al. earlier proposed that four points per wavelength
and N=5 was sufficient for the same test problem.14

Nonlinear elasticity cause generation of higher harmonic components. Higher
frequencies makes the solutions less smooth. The presented SEM is tested both
with polynomials of order N=8 and N=16, and higher order polynomials are
assumed to perform the best.24 A refinement of eight points per wavelength is
also tested and compared with the proposed four. The different test cases are
presented in Table C.1.

Table C.1: Discretization parameters for the plane wave test cases.

Case 1 1b 2 3 3b 4

Order, N 8 8 8 16 16 16
Pts. per λ, nλ 4 4 8 4 4 8
CFL 0.80 0.40 0.80 0.80 0.80 0.80
Exp. Intv. 1 1 1 1 10 1

C.3.1 Absorption

To validate the absorption model for a wide range of frequencies a chirp signal
is simulated. The chosen absorption model is described by Nachman et al. in
Ref. 34, and is shown to be causal and to satisfy the Kramers-Krönig relations.
An equation for both the frequency dependent phase velocity [Eq. (44)] and
absorption [Eq. (45)] of the medium is presented in the same paper.34 The
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phase velocity and absorption of the SEM are estimated and compared to these
theoretical results.

Two different materials are chosen: One standard material with linear-in-
frequency absorption and one muscle mimicking material with a frequency de-
pendence of f1.1. The parameters for the two materials are presented in Ta-
ble C.2. The presented absorption model is tuned to match general power-law
frequency dependent absorption of the form α(f)=α0f

β. To resemble this fre-
quency behavior, two relaxation processes are found to be sufficient for both
materials. The relaxation times, τn, were chosen to be the same as in Ref. 18:

τ1 =
1

5fmax
, τ2 =

2

fmax

and the relative compressibilities, κn, were found through minimizing the es-
timated frequency dependent absorption from Eq. (45) in Ref. 34 to the de-
sired α0f

β using Matlab’s built-in function fminsearch. The calculated values
for the compressibilities for the standard material are κ1/κ0=4.778·10−3 and
κ2/κ0=4.582·10−3. For the muscle mimicking material the values were found
to be κ1/κ0=6.217·10−3 and κ2/κ0=3.782·10−3.

Table C.2: Material parameters for the standard and muscle mimicking ma-
terials.

Material Standard Muscle

Wave speed, c0 1540 1550
Density, ρ0 1050 1060
Att. const., α0 0.5 0.52
Att. exp., β 1 1.1
Coeff. of non-linearity, βn 3.5 3.9

The chirp signal is constructed from a linear frequency sweep from 500 kHz
to 4MHz, and a Tukey window with R=0.25 is applied over the pulse to taper
the endpoints to zero. The source pulse is presented in Fig. C.2. The maxi-
mum frequency of interest is 6MHz, and the wave is propagated in the domain
[0, 20] cm. The number of elements is 196 for Case 3, 392 (double) for Case
1 and 4 and 584 (quadruple) for Case 2. In the muscle mimicking material
the number of elements is 195 (Case 3 only). The two elements closest to the
source are half size to improve accuracy close to the boundary. The step size
is calculated according to Eq. (C.27) with CFL=0.8.

Figure C.2 shows the attenuated pulse after propagating 15 cm in the stan-
dard material in addition to the pulse at the source point. The frequency
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Figure C.2: The transmitted chirp signal displayed in retarded time
τ=t−z/c0 at the vibrating surface (dash) and at 15 cm (solid).

dependence of the absorption is visible in the amplitude, and the shift of the
zeros of the pulse show the change in phase velocity due to dispersion.

From the simulated data the frequency dependent absorption can be esti-
mated by comparing the magnitude of the frequency spectra from two depths.
The estimated absorption over the interval 10.3–20.5mm is presented in Fig. C.3
in terms of dB/cm together with the theoretical curve obtained from Ref. 34.

In panels whee the difference is visually close to zero, the difference is quan-
tified through the error, ε, measured in the L2-norm as

ε =
‖xref − xsim‖2

‖xref‖2
. (C.28)

In the estimated absorption, the error is estimated in the frequency range to
0–5MHz. A collection the L2-errors are presented in Table C.3 for the different
case and materials. If the step size is reduced with a factor two (Case 1b), the
error is reduced with a factor of approximately four, which corresponds well to
the second-order Störmer-Verlet scheme.32 This alone should not be considered
as a verification of the order of the integrator. Such a verification should be
performed on a spatial grid with negligible discretization errors.

In Case 3b, data is exported at every tenth step. This does not influence
the error of the absorption model. The underlying step size is not reduced,
only the sampling frequency of the exported data. This behavior is expected,
because the underlying signal contain the same information, but is sampled
differently. A reduced export sampling frequency reduces the need for free disk
space, which is not an issue for plane wave simulations, but can be of interest
in higher dimensions.

A similar approach can be used to estimate the phase velocity from the com-
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Figure C.3: Verification of the absorption model. Left: Magnitude of ab-
sorption for the standard and muscle mimicking material. The thin black line
indicate the desired absorption α0f

β . Right: Phase velocity for the standard
material with and without absorption. The line styles are for both panels:
Theoretical [Ref. 34] (black solid), Case 1 (black dash-dot), Case 1b (black
dot), Case 2 (gray dash-dot), Case 3 (black dash) and Case 4 (gray dash).

plex phase of the simulated data. The estimated phase velocity is presented in
the right panel of Fig. C.3, and shows that the error in phase velocity increases
for increasing frequency. The results for the muscle material are visually similar
to those of the standard material and is not displayed. The L2-error measured
according to Eq. (C.28) (see Table C.3) is very small when normalized to the
wave speed itself.

The error in the phase velocity is either caused by propagation (diffraction)
or absorption effects. The simulations run in the standard material is re-run
without absorption to eliminate this option. The amplitude of the propagated
pulse is constant over the interval as expected, but the estimated phase speed
does not match a constant theoretical speed of sound. The source of this error
is believed to be the spatial frequency response of the propagation operator [see
Fig. C.1(b)], where higher spatial frequencies have too high wave numbers.

A refinement of the step size, polynomial order or spatial sampling re-
duces the error. It is, however, not clear which of these refinements that is
the most prominent cause of error reduction. Increasing the number of points
per wavelength is equivalent to increasing the maximum desired frequency in a
non-absorbing material, and the frequency response for the band of interest is
entirely within the linear region. Another effect of increased spatial sampling
is a reduction of the step size in order to meet the stability requirements of the
integrator.

In Case 1, the number of points per wavelength within the frequency band
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is already higher than four, and should, according to Refs. 14 and 15 be
sufficient. Assuming this to be true, the discretization error is assumed to be
small compared to the integration error, and a spatial refinement is equivalent
to reducing the step size with the same factor of refinement. Comparison of
Case 1b and 2 indicate this where the error is approximately four time lower
than Case 1. Increasing the order of the polynomial will also have this effect
because both the minimum distance between two quadrature nodes and the
step size are reduced.

The Störmer-Verlet scheme is also shown to be symplectic (energy preserv-
ing), and the total energy change, ΔE, in a non-absorbing material after 20 cm
is measured in the L2-norm and presented in Table C.3. The energy of the
signal is found as E=1/(ρc0)

∫ |p(t)|2 dt. With absorption, ΔE≈900·10−3, and
the errors presented for the non-absorbing case show that the Störmer-Verlet
scheme preserves the energy.

Table C.3: Error measured in the L2-norm for the plane wave test cases.
The upper part show errors for the absorption model, and the bottom part for
the nonlinear model. All values are of magnitude 10−3.

Case 1 1b 2 3 3b 4

Std., α(f) 4.69 1.27 1.29 1.45 1.45 0.59
Std., c(f) 0.81 0.19 0.20 0.24 0.24 0.06
Std., ΔE 0.51 0.34 0.04 0.01 0.01 0.02
Std., c(f) 0.81 0.19 0.20 0.24 0.24 0.06
Mus., α(f) — — — 1.51 — —
Mus., c(f) — — — 0.24 — —

1. harm. 3.54 1.67 0.54 0.74 0.72 0.15
2. harm. 39.59 7.33 4.85 7.85 7.52 1.07
3. harm. 103.00 261.48 18.96 33.99 33.12 4.05
4. harm. 896.86 829.03 45.82 204.87 209.30 10.34

C.3.2 Nonlinear Elasticity

Non-linearly elastic materials generate higher harmonic frequencies, and the
presented SEM is tested for the cases in Table C.1. For continuous wave (CW)
plane wave propagation an analytical solutions for each harmonic component
is available through a Fourier series solution given as [Eq. 11-2.6, Ref. 35]

pn,pk(σ) =
2P0

nσ
Jn(nσ) (C.29)
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where pn,pk are the Fourier coefficient for the n’th harmonic frequency, P0 the
amplitude of the transmitted signal, and σ=z/z̄ where z̄=ρc2/βnkP0 is the
plane wave shock length of the material.

The simulated CW field is propagated on the interval [0, 10] cm in a standard
material without absorption (see Table C.2) and with a source frequency of
3MHz. The maximum desired frequency is 12MHz, and the number of elements
is 196 for Case 3 (392 for Case 1 and 4 and 584 for Case 2). The two elements
closest to the source is half size. For this setup, the shock length is z̄=5.81 cm
for a 1MPa pressure amplitude. At each depth, the field is logged in time, and
32 periods are excerpted for frequency analysis. The step size, h, was calculated
from Eq. (C.27) with CFL=0.8, and adjusted slightly to yield a whole number
of samples per wavelength in time.

Visually, the simulated results in Fig. C.4 match the analytic solution well
for the first two harmonic components. For Case 1 and 1b (N=8, nλ=4),
the third-harmonic has a too high amplitude and the difference is visible for
σ=z/z̄�0.6. A reduction of the step size in Case 1b decreases the error for
the first-, second- and fourth-harmonic, but increases the error for the third-
harmonic. Why the error increases for the third-harmonic is commented in the
next paragraph.

Increasing the polynomial order to N=16 shows an improvement in for both
the third- and fourth-harmonic, but the fourth-harmonic is slightly higher than
the analytic solution from σ�0.7. Assuming a similar behavior for an eight-
order polynomial – a too high amplitude in the harmonic components closer
to the maximum desired frequency – the unexpected error behavior of Case 1
and 1b can be explained by this: In the near field, the visual match with the
analytic solution is better for Case 1b than Case 1. The Case 1 curve show
a slight clockwise rotation around σ≈0.55, and this can lead to a lower global
error for the whole curve. Especially because the local error is smaller as the
depth and intensity increases.

According to Refs. 14 and 15, a spatial sampling of 4–5 points per wave-
length, and a polynomial order N≤8 is sufficient for linear propagation. This,
however, is not sufficient for the presented nonlinear model, even with CFL=0.4.
Increasing the polynomial order, however, has an effect on the alignment with
the analytic curves, although the simulated fourth-harmonic is higher than the
analytic. Increasing the number of points per wavelength is another option to
improve accuracy.

The improvement in accuracy for each frequency after an increase in spatial
sampling resolution is best visible in the frequency spectrum where now all
harmonics up to the sixth-harmonic is matched well when the analytical value
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Figure C.4: Verification of the nonlinear model. Top: The RMS of the
first four harmonic components as a function of depth, σ=z/z̄. Bottom: The
frequency components at depth σ=0.9. Line and marker styles are: Analytic
solution [Ref. 35] (black solid, ×), Case 1 (black dash-dot, �), Case 1b (black
dot, �), Case 2 (gray dash-dot, �), Case 3 (black dash, �) and Case 4 (gray
dash, �).

for both N=8 and N=16. The high order polynomial is still more accurate,
both in terms of visual differences and in terms of measured L2-error. Increas-
ing the number of elements used reduce the error, but increase the memory
consumption. Comparing Case 3 and 3b, a reduction in the export sampling
frequency does not influence the error of the model.

C.4 Two-Dimensional Propagation

Although many aspects of propagation can be covered by plane wave experi-
ments, effects as diffraction, absorption and non-linearity are spatial phenom-
ena. The presented method is tested in a two-dimensional Cartesian domain
and compared with an existing simulation tool for forward propagation, Aber-
sim.11,12,36
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All of the transducers specified in Table C.4 have plane transducer surfaces
with an infinite extension in the elevation direction, and an azimuth aperture,
D=2a. Focusing is employed using the proper delays for each node in the
surface. The radiated pulse is a sinusoidal vibration with amplitude, P0, a
Gaussian envelope and fractional bandwidth, B. In order to reduce the amount
of output data, the whole pressure field is not exported for each time step.
The pressure along the center axis of the transducer is exported and along
a transverse line located at a proper depth. Because the pressure is allowed
to be discontinuous over inter-element boundaries, the mean value of the two
contributions is used.

Table C.4: Transducer setup for the two-dimensional test cases.

Case Mat. F D=2a fc fmax B P0

[mm] [mm] [MHz] [MHz] [%] [MPa]

A Std. ∞ 17.6 3.5 14.0 20 0.75
B Std. 61.6 17.6 3.5 14.0 50 0.50
C Mus. 20.0 8.0 8.0 24.0 60 1.00

The simulations are run with CFL=0.8, and then the step size is adjusted
such that the export sampling frequency is 20fc according to the results of
Section C.3. For all the 2D simulations, a polynomial order of N=16 and four
points per minimal wavelength is used.

The initial pulse in Abersim is the same as the radiated pulse signal used
for the SEM simulations, and the sampling frequency in Abersim is set to
the inverse of the step size of the SEM. This results in a temporal sampling
using hundreds of points per wavelength. Abersim is considered as the gold
standard in this comparison, and has previously been verified in comparison
with measurements11,12 and with other existing simulation tools36. In Ref. 11
an error analysis is performed for a nonlinear plane wave setup with absorption,
i.e., solving the viscous Burgers’ equation.

C.4.1 Case A – Unfocused Transducer

Results for the Case A transducer are shown in Fig. C.5. Absorption is switched
off for this simulation, and the domain measures 5×7 cm (104×171 elements)
in the azimuth and depth direction respectively. The medium is homogeneous,
and the domain can be split in two symmetric halves in the azimuth direction
to reduce the number of azimuth elements to 52. The two rows closest to the
vibrating boundary are half size in the depth direction, and two elements on
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each side of the edge of the transducer are half size in the azimuth direction
to improve accuracy. The maximum depth is somewhat longer than the shock
length for plane wave propagation, z̄=6.64 cm, and the results are displayed in
terms of the depth σ=z/z̄.
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Figure C.5: Comparison of Abersim and SEM solution for the unfocused
Case A transducer in a standard material. Top: The RMS of the first four
harmonic components as a function of depth, σ=z/z̄ where z̄ is the plane
wave shock length of the medium. Bottom two panels: The azimuth profile as
a function of �=x/a (left) and the frequency spectrum (right) of the on-axis
signal at depth σ=0.9. The vertical dashed line in the frequency spectrum
indicates the maximum desired frequency.

On-axis RMS values match well between the Abersim and SEM solutions.
The SEM solution has a higher value for the third-harmonic curve. The dis-
crepancy is quantified in Table C.5. For the nonlinear plane wave problem in
Section C.3.2, there is no such difference between the analytic and SEM solu-
tion for the third-harmonic, and two causes for the difference seen in the 2D
case are suggested in the next paragraph. The cross sectional profiles show the
same behavior, and the first two harmonic components align very well across
the radiated field.
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Table C.5: Differences in on-axis RMS value for the Abersim and SEM
solutions. The values are the difference pAb.−pSEM in decibel measured at the
vertical line of each depth plot in Figs. C.5, C.7 and C.8. A negative value
indicate that the SEM solution has a higher RMS value.

Case 1. harm. 2. harm. 3. harm. 4. harm

Abersim CW 0.07 0.22 0.37 0.50
A -0.36 -1.05 -1.67 -4.1
B -0.75 -1.08 -0.67 0.14
C -0.73 -1.15 -1.69 —

First, although Abersim is considered to be the gold standard in this com-
parison, it is not an analytic solution. A plane wave CW simulation is performed
in Abersim check for the performance of the nonlinear model in Abersim when
no absorption is present, i.e., the Burgers’ equation without the viscous term.
This check shows that the Abersim solution is slightly lower than the analytic
solution. The authors of Refs. 11 and 12 comment that a negligible interpola-
tion error is introduced when solving the nonlinear part of the wave equation.
The error seen in the CW simulation indicate that the discrepancies between
the Abersim and SEM solutions might be reduced with a small factor (10–
20%). The discrepancies are, however, for the first three harmonics, within
acceptable limits.

The second possible cause is related to the level of the fourth-harmonic.
This is for both plane wave and 2D simulations too high, and the error is
believed to arise from the numerical dispersion of the propagation operator.
This dispersion error will increase with the physical dimension of the problem
where the spatial wave numbers for directions not parallel to the Cartesian grid
is given as k2=k2

x+k2
y.

The pulse shape and frequency spectrum align well, but the frequency spec-
trum of the SEM solution is higher for both the higher harmonic and the sub-
harmonic component. The pulse shape has a more noisy look for the SEM
solution, and this is caused by the limitation in resolvable spatial frequencies.
The spectrum is, however, smooth up to ∼16MHz which is higher than the
maximum desired frequency. Above this, the spectrum becomes chaotic and
this introduce the ripple seen in the pulse. Abersim is limited by the Nyquist
frequency, and has a smooth spectrum up to this limit. Filtering the Aber-
sim solution such that all frequencies above 16MHz is set to zero introduces a
similar ripple in the Abersim signal. The phase of this ripple is not completely
equal, which is suggested to be an effect of the numerical dispersion of the SEM
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Figure C.6: Comparison of the on-axis radiated pulse from the unfocused
Case A transducer at depth σ=0.9 for the Abersim (black solid line) and
SEM (black dash) solutions. The gray solid line indicate the Abersim solution
filtered with a rectangular frequency domain lowpass filter limited to ±16 MHz.

propagation operator.

C.4.2 Case B – Focused Transducer

In Case B, both focusing and absorption are introduced. Figure C.7 presents the
on-axis and focal RMS profile, and the match is visually good for the Abersim
and SEM solutions. The differences presented in Table C.5 are for Case B lower
than for Case A, which indicates that the erroneous behavior of the nonlinear
model is reduced when absorption is present.

The focal profile in Fig. C.7 shows that the SEM solutions match the side
lobe pattern of the Abersim solution very well for the first two harmonic com-
ponents. The third-harmonic is slightly higher in level off-axis, but catches
the shape of the Abersim solution. For the fourth-harmonic, the SEM solution
looses the shape resemblance. The maximum desired frequency is the fourth-
harmonic frequency, and this implies that half the band of the fourth-harmonic
frequency lobe is not covered by the minimum needed sampling of four points
per wavelength. However, as for Case A, the spectrum in Fig. C.7 does not
get chaotic up to ∼16MHz, but, contradictory to Case A, the bandwidth of
Case B is higher and the spectrum becomes chaotic within the fourth-harmonic
frequency band.

C.4.3 Case C – Diagnostic Transducer

Case C is designed to resemble a diagnostic transducer for imaging of the carotid
artery. The center frequency is 8MHz, the focal point at 20mm depth and the
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Figure C.7: Comparison of Abersim and SEM solution for the focused Case
B transducer in a standard material. Top: The RMS of the first four harmonic
components as a function of depth, σ=z/F where F is the focal depth. Bottom
two panels: The azimuth focal profile as a function of �=x/a (left) and the
frequency spectrum (right) of the focal point signal. The vertical dashed line
in the frequency spectrum indicates the maximum desired frequency.

transmit f-number 2.5. Although harmonic imaging at 16MHz seldom is used,
the second-harmonic frequency is said to be of interest. The computational
domain covers 25mm (99 elements) in depth and 16mm (41 elements for one
half-domain) in the azimuth direction. The two rows closest to the vibrating
boundary are half size in the depth direction, and two elements on each side
of the edge of the transducer are half size in the azimuth direction to improve
accuracy. The muscle mimicking material is used to introduce absorption with
a general power-law frequency dependence (f1.1). The transmit bandwidth
is 60%. Results for Case B suggests that the maximum desired frequency is
higher than the upper limit of the second-harmonic frequency band. For Case
C, the maximum desired frequency is the third-harmonic frequency.

Figure C.8 and Table C.5 show that the the on-axis and focal RMS profiles
has similar performance as Case A and B. The differences are of the same
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magnitude for the first two harmonic components, but increases for the third.
The third-harmonic is said to not be of interest, but is nonetheless included in
the figure. The second-harmonic focal profile shows a slightly higher side-lobe
level of the SEM solution, but this is within the acceptable range of differences
as discussed for Case A.
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Figure C.8: Comparison of Abersim and SEM solution for the focused Case
C transducer in a muscle mimicking material. Top: The RMS of the first three
harmonic components as a function of depth. Bottom two panels: The focal
profile (left) and the frequency spectrum (right) of the focal point signal. The
vertical dashed line in the frequency spectrum indicates the maximum desired
frequency.

The frequency spectrum at the focal point shows a discrepancy across the
frequencies of interest. A reduction in the relative maximum desired frequency,
(3fc for Case C vs. 4fc for Case A and B), shifts the region where the SEM
discretization is dispersive down such that the frequency range of interest not
entirely is contained within the linear region (75% of fmax). For Case C, this
region covers frequencies up to 18MHz, which is in the upper region of the
second-harmonic band. Still, the second-harmonic is adequately resolved when
compared to the Abersim solution.
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C.5 Summary and Conclusion

A time-domain spectral element method is presented and verified for acoustic
wave propagation in absorbing and non-linearly elastic materials. Both plane
wave propagation and two-dimensional problems are investigated. The results
of Section C.3.1 concur with previous reported results on spatial sampling sug-
gesting that a polynomial order of N=8 and four to five points per wavelength
is sufficient for linear propagation problems. An error is introduced in the fre-
quency dependent phase-speed, but the error is found to scale with the step
size of the time integration scheme.

The presented nonlinear model in Section C.3.2 requires a higher spatial
sampling or polynomial order than linear problems. For the presented non-
linear model, a higher polynomial order is chosen to improve spatial accuracy
without increasing the memory consumption. The model tends to amplify
higher harmonic components, and frequencies closer to the maximum desired
frequency are generated at a too high rate when compared to analytic solutions.
This effect is also seen for two-dimensional problems. When both absorption
and non-linearity is present in the two-dimensional computations, the errors of
the nonlinear model become less pronounced.

All in all, the presented SEM is found to work well for acoustic problems in
nonlinear and absorbing materials. Harmonic generation is successfully mod-
eled through the SEM, but the error increases for each harmonic component
due to a limited spatial frequency range and numerical dispersion introduced
by the propagation operator. In order to accurately compute a certain number
of harmonic frequency bands, the maximum desired frequency should be set at
least 25% higher than the upper limit of the highest desired harmonic band.

Of further work, the authors suggest a verification of the presented SEM
for heterogeneous materials and possibly deformed geometries. An extension
to three-dimensions would make the tool more versatile.
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Angelsen
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Abstract

A mathematical model of reverberations in medical ultrasound is presented
along with a classification system. The model shows that all reverberations
are constructed from two spatially reciprocal components. For equal transmit
and receive beamforming and linearly elastic materials, the two components are
equal. If nonlinear elasticity is introduced, the two components are distorted
differently. Numerical experiments are conducted to verify the presented model
for a setup using plane reflectors. Both a (non-diffracting) plane wave setup
and a full three-dimensional transducer setup is investigated. Effects of re-
verberations are investigated for fundamental and second-harmonic imaging.
Second-harmonic suppression of reverberations is discussed, and suggested to
be a combined effect of a proposed reverberation weight filter and spatial dif-
ferences in transmit beam intensity. The first dominates the suppression when
the first scatterer is close to the transducer and the other close to the object
point. If the two scatterers are close to each other, the suppression is mainly
determined by the relative transmit beam intensity of the farthest scatterer and
the object point.
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D.1 Introduction

Ultrasound images are created with pulse-echo techniques where the reflected
echoes arise from fluctuations in acoustical impedance of the medium, e.g., the
human body.1 Echoes are back scatter from interfaces between different types of
tissue and from local random fluctuations within one type of tissue. Images are
created under the Born approximation, i.e., each structure or fluctuation only
causes first-order scattering.1 This is a robust and simple approximation, but
in reality, sound is scattered multiple times. Multiple echoes, or reflections,
are called reverberations and introduce noise and artifacts in the produced
images.2–4

Reverberations are one source of clutter in ultrasound images together with
phase aberrations and side-lobe artifacts.5 Detection of small cysts, hypo-echoic
tumors and atherosclerosis is especially vulnerable to clutter noise because the
diagnostic information is found in regions where the intensity of the first-order
echo is low compared to the surrounding tissue. Phase aberrations and side-
lobe artifacts are not investigated in this study. A reverberation can visually
be identified as a repetition of a strong scatterer or reflector, or as ghost noise
especially seen in the lumen of vessels and cavities.4

Second-harmonic imaging is shown to reduce clutter and improve image
quality, but the improvement is less pronounced in applications using high
frequencies than low.3,6–8 In high frequency applications, harmonic imaging
alone does not provide the best image, and is used in combination with other
techniques such as spatial compounding, multiple foci etc.3,8 Second-harmonic
imaging is also shown to be less influenced by phase aberrations in applications
where a body wall is present.9,10 These image enhancements are based on the
Born approximation and does not remove reverberations, but reduce the effect
of them.

To recognize reverberations and reduce the effect of reverberations, an
acoustical reverberation model is needed. The following sections present a
mathematical model for reverberations and a classification system defining
three main classes of reverberations. The two first classes are investigated
through numerical experiments. The ability to suppress reverberations with
second-harmonic imaging is discussed.

D.2 Reverberation Model

Sections D.2.1–D.2.3 present a reverberation model using equations of linear
acoustics.
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The radiated linear field from an ultrasound transducer is described in the
frequency domain through the spatial frequency response and the Rayleigh
integral as1

Pt(r, ω) = ikP (ω)Ht(r, ω) (D.1)

Ht(r, ω) =

∫
St

e−iωτt(rt)Un(rt)G(r, rt, ω) drt (D.2)

where P (ω) is the transmitted temporal pressure in the frequency domain, St

the transmit aperture surface, Ht the spatial frequency response of the trans-
ducer, τt(rt) proper transmit focus delays, Un(rt) the normal surface vibra-
tion amplitude and G(r, rt, ω) a proper Green’s function. The Green’s func-
tion accounts for both absorption and phase aberrations through the relation
G(r, rt, ω)=Gf (r−rt, ω)Sab(rt, ω) where Gf is the free space Green’s function
for a homogeneous medium with absorption and Sab a general phase and am-
plitude aberration screen.1,2

D.2.1 First-Order Echo

Scattering from a point scatterer is expressed as a convolution in time (or mul-
tiplication in frequency) with a Green’s function for the scattering coordinate
robj. A general scattered field from an object can be expressed as an integration
over a set of point scatterers distributed in the volume Vobj as

Ps(r, ω) = −k2

∫
Vobj

υ(robj)G(r, robj, ω)Pi(robj, ω) drobj (D.3)

where k=ω/c, c is the propagation velocity, υ(robj) is the scattering distribution
and Pi and Ps the incoming and scattered field respectively. The first-order back
scattered pressure is denoted Ps1 and use Pi=Pt.

The total, beamformed receive signal on the receive aperture surface Sr is
found through combination of Eqs. (D.1)–(D.3), and integration over Sr as

Y1(ω) = ikHrt(ω)

∫
Sr

e−iωτr(rr)Ps1(rr, ω) drr

= −k2

∫
V
U(ω)Ht(r1, ω)υ(r1)Hr(r1, ω) dr1

(D.4)

where Y1 is the received beamformed signal, the subscript 1 denotes first-order
scattering, τr(rr) proper receive focus delays, Hr(r, ω) the spatial frequency
response of the receive transducer defined as in Eq. (D.2) with a unit amplitude
function, and

U(ω)=ikHrt(ω)P (ω), (D.5)
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where Hrt(ω) is the electromechanical transfer function of the transducer. Equa-
tion (D.5) is assumed to be invariant under the transducer surface coordinate.1

D.2.2 Higher Order Echo

For multiple scattering, Eq. (D.3) is applied multiple times to achieve the n’th
order scattered pressure field. In directive sound beams, most of the energy
is radiated in the forward direction. Specular reflections contribute to strong
echoes, and plane structures parallel to the transducer surface are assumed to be
a major source of reverberations. Plane structures are not necessarily infinitely
large planes, but structures that can be approximated by a plane within the
cross-section of the wave field. This assumption implies that received echoes of
odd order are more dominant than echoes of even order.

If Ps1 is the scattered field from the scatterer V1, the second- and third-order
scattered field is found equivalently to Eq. (D.3) as

Ps2(r, ω) =

∫
V2

σ(r2)G(r, r2, ω)Ps1(r2, ω) dr2 (D.6)

Ps3(r, ω) = −k2

∫
V3

υ(r3)G(r, r3, ω)Ps2(r3, ω) dr3 (D.7)

where σ and υ are point scatter distributions for the volume scatterers V2 and
V3. The second scatterer can either be a general volume scatterer −k2υ(r2), or
a reflective surface with a given reflection coefficient. Both scatterers V1 and
V3 are assumed to be general volume scatterers.

The transition from the first scatterer in V1 to V3 can be found as the second-
order scattered field at the coordinate r3 (with the ω dependence omitted):

Ps2(r3) =

∫
V2

σ(r2)G(r3, r2)Ps1(r2)dr2

=

∫
V2

σ(r2)G(r3, r2)

∫
V1

υ(r1)G(r2, r1)Pt(r1)dr1dr2

where the order of integration can be interchanged to form a reverberation
transfer function

Hrev(r3, r1) =

∫
V2

G(r3, r2)σ(r2)G(r2, r1) dr2. (D.8)

From spatial reciprocity of the Green’s function it is easy to verify that
Hrev(r1, r3)=Hrev(r3, r1). A geometrical interpretation of Hrev is presented
in Fig. D.1.
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Figure D.1: Geometrical interpretation of the reverberation transfer function
Hrev mapping the scattered field from r1 through all r2∈V2 to r3. The reverse
path r3→r2→r1 is not drawn for simplicity.

The received third-order signal is found equivalently to Eq. (D.4) through
reception of Ps3 from Eq. (D.7) as

Y3(ω) = ikHrt(ω)

∫
Sr

e−iωτr(rr)Ps3(rr, ω) drr

= k4

∫
V1

∫
V3

υ(r1)Hrev(r1, r3, ω)υ(r3)

×
∫

Sr

e−iωτr(rr)G(r3, rr, ω) drr

× U(ω)Ht(r1, ω) dr1 dr3

= k4

∫
V1

∫
V3

υ(r1)Hrev(r1, r3, ω)υ(r3)

× U(ω)Ht(r1, ω)Hr(r3, ω) dr1 dr3.

(D.9)

From this, the received high-order back scattered field can be found in a similar
fashion for orders N>3.

The total received signal is the sum of the first- and the higher order signal
components. The observed reverberation noise in the field point robj is de-
fined as all high-order signal components where the time-of-flight for the path
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rt→r1→· · ·→rN→rr equals the time-of-flight of the first-order echo rt→robj→rr.
None of the scatterers are assumed to be total reflecting, and spatial reciprocity
of Eq. (D.8) in (D.9) implies that one pair of scatterers, r1 and rN , contributes
with two components that always act in pairs where r1 is the first scatterer for
one component and rN the first for the other. A straight forward expansion
of this to include echoes of higher order than three is possible where Hrev is
augmented to include integration over all scatterers r2 to rN−1.

D.2.3 Reverberation Classes

For imaging of an object point robj∈Vobj at depth zobj, the noise contribution
from reverberations are high-order scattering from the depth interval [0, zobj].
The framework presented in the preceding section opens for a classification
system for reverberations. Three classes are defined in this section: Class I,
II and III. The first two have two sub classes each. A conceptual description
follows and Fig. D.2 shows a graphical presentation of the three classes.

Class I/Ib: The first scatterer (r1) is located in the depth interval [0, zobj/2].
For the Class I component, the second scatterer (r2) is on the transducer
surface, and for Class Ib; r2 is a general scatterer located closer to the
transducer than r1. Note that r1 �=r2. The last scatterer (rN ) is located
in the interval [zobj/2, zobj].

Class II/IIb: Reciprocity of Hrev implies that all reverberations act in pairs.
The Class II/IIb reverberation is the reciprocal of Class I/Ib. The first
scatterer in time is now rN . The second scatterer (r2) is the same for the
pairs I/II and Ib/IIb.

Class III: Both the first and last scatterer in time are located in the interval
[zobj/2, zobj]. Class III reverberations also act in pairs, but the two com-
ponents are not defined by separate classes and both are recognized as
Class III.

Three aspects are worth further comments. First: For a given Hrev, the
two reciprocal components of a reverberation only depend on the first (r1) and
last (rN ) scattering coordinate. This holds for all class contributions from one
r1 to one rN because a sum over several r2 (or more scatterers) in the linear
regime can be included in Hrev.

Second: Reverberations form in the region between the transducer and the
object point. Where robj is found within a scattering object, the first-order
echo from robj generally dominates the back scattered signal because multiple

118



D.2 Reverberation Model
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Figure D.2: Conceptual presentation of the first-order echo from robj and
the proposed Class I/II pair, Ib/IIb pair and III reverberations. The reverse
path of the Class III reverberation is not drawn for simplicity.

scattering reduces the amplitude of the field multiple times. In the case where
robj is found within a hypo-echoic region, and none of the three scatterers,
r1→· · ·→rN , are weak scatterers, the high-order back scatter can be of the
same magnitude, or higher, than the first-order echo.

Third: The choice of beamforming affects the presented reverberation model.
The scatterer r1 is located in the near field, and hence outside the focal region,
of both the transmit and receive beam. In a dynamically focused receive beam,
rN can be close to the focal point (robj) of the receive beam, and anywhere in
the transmit beam. Because of this, beamforming affects the contribution of
the reverberation relative to the first-order echo.

D.2.4 Effect of Nonlinear Propagation

If the material is non-linearly elastic, the transmitted field cannot be found
directly from the Rayleigh integral or the frequency response as in Eqs. (D.1)–
(D.2). Nonlinear distortion generate higher harmonic frequencies as the pulse
propagates, and the distortion of the two components of high-order echoes
depend on the location of the first scatterer, i.e., r1 or rN for the Class I and
II component respectively. After the first reflection/scattering, the amplitude

119



Paper D: Reverberations in Medical Ultrasound

is assumed to be reduced such that further propagation is governed by linear
acoustics.

When the first scatterer is close to the transducer, nonlinear distortion
effects are weakly pronounced in the Class I/Ib reverberation. The Class II
component will, according to the class definition, be more distorted than the
Class I component, and when rN and robj approaches each other, the distortion
of the reverberation resemble that of the first-order echo. Both components of
the Class III reverberation are distorted similarly to the Class II component.

A nonlinear field is denoted with a subscript n and is not separable in the
sense that Pn(r, ω)�=P (ω)Ht(r, ω).2 Although the transmitted field cannot be
found from Eqs. (D.1)–(D.2) directly, it can be simulated using a proper simula-
tion tool. Because the receive beam is assumed to be linear, and the temporal
variation is incorporated in the transmit beam, the effect of the transducer
transfer function in Eq. (D.5) is accounted for in the transmit beam rather
than the receive beam as Utn(r, ω)=ikHrt(ω)Ptn(r, ω).

D.2.5 Received Signal Model

From this on, reverberations of higher order than three is neglected. The re-
ceived signal from a given depth interval is in the frequency domain defined
as

Yn(ω) ≈ Y1n(ω) +
∑

Y3n(ω)

where Y1n is the first-order signal defined in Eq. (D.4), and
∑

Y3n the sum over
all third-order signal contributions from different V1, V2 and V3 as presented in
Eq. (D.9). The reverberation contributions are the ones to be discussed further
in detail.

For one third-order contribution, the received signal is further split into a
Class I and II component as Y3n=Y3In+Y3IIn where the two components each
are defined in Eq. (D.9). The two components differ in the sense that the order
of the scattering in time, i.e., which coordinate, r1 or r3, is the transmit field
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evaluated in. The Class I and II components are found as

Y3In(ω) = k4

∫
V1

Utn(r1, ω)υ(r1)

×
∫

V3

Hrev(r1, r3, ω)υ(r3)Hr(r3, ω) dr3 dr1

(D.10)

Y3IIn(ω) = k4

∫
V3

Utn(r3, ω)υ(r3)

×
∫

V1

Hrev(r1, r3, ω)υ(r1)Hr(r1, ω) dr1 dr3

(D.11)

where Utn(ri, ω) is the (nonlinear) transmit beam evaluated at ri, and the
integral over rj can be interpreted as a (linear) reverberation receive beam
defined as

Hr,rev(ri) =

∫
Vj

Hrev(ri, rj)υ(rj)Hr(rj) drj

where the ω dependence is left out.
It is easy to verify that in the linear case, where Ut(r, ω)=U(ω)Ht(r, ω),

the Class I and II reverberations are equal if Hr=Ht. If V1=V3, the order of
integration can be interchanged, and the Class I and II components are equal
regardless of the non-linearity of the tissue. Because a sum over several V2 can
be included in Hrev, both of these claims also hold for Class Ib and IIb, or a
sum over many V2 contributions.

The signal model for the reverberation signal is further modified as

Y3n(ω) =

(
Y3In(ω)

Y3IIn(ω)
+ 1

)
Y3IIn(ω)

= (Qn(ω) + 1)Y3IIn

where Qn(ω) is a general frequency dependent filter that relates the Class I and
II component to each other. If they are equal, Q(ω)=1, and the third-order
reverberation is Y3n=2Y3IIn.

In the case where Y3In �=Y3IIn, i.e., when the tissue is nonlinear or when
the transmit and receive beams are different, it is interesting to investigate the
influence of these two effects on the reverberation contribution. A reverberation
weight filter W (ω) is constructed such that

Wn(ω) =
Qn(ω) + 1

2
. (D.12)

The absolute value of W defines a modification of the amplitude for one pair
of received reverberations caused by beamforming or nonlinear distortion. The
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phase of W is considered to be of less importance, because a summation of many
contributions with a random phase and amplitude introduce a reverberation
speckle signal in addition to the first-order speckle. Phase differences in Q will
influence W such that if the Class I and II components are added in-coherently,
this will also be reflected in the amplitude of W .

If Hr=Ht, the influence from nonlinear propagation will be an amplitude
effect within the imaging frequency band. In fundamental imaging, the lost en-
ergy to higher harmonic frequencies is lower for the Class I/Ib components than
the Class II/IIb components. This implies both Q>1 and W>1. Compared
with the linear case, this indicates that an amplification of the Class I com-
ponent relative to the Class II component when r1 approaches the transducer,
and r3 the focal point.

When the distance in depth between the first and third scatterer grows, such
effects in Wn become more pronounced. For a given r1, the maximum depth
difference to r3 occur when r2 is on the transducer surface. This indicates,
together with the fact that the transducer surface itself is a plane and strong
reflector, that the Class I/II components contribute more than the Class Ib/IIb
components. The Class III reverberation is assumed to provide Wn≈1 because
both components are similarly distorted.

Employing second-harmonic imaging, but still assuming Hr=Ht, the ampli-
tude of the second-harmonic field increases with depth. When r1 approaches
the transducer, the received (second-harmonic) Class I component approaches
zero, and |Wn|→1/2. From this, it follows that Wn introduces an amplitude
modification in the range 0–−6 dB in second-harmonic imaging by, partially or
completely, suppressing the Class I relative to the Class II component. The
weight filter is less efficient in reducing the amplitude of the Class Ib and IIb
components because the first and third scatterer are closer to each other in
depth. In the case V1=V3, |Wn|=1 and the reverberation contribution is de-
pendent on the strength of the Class II reverberation.

D.3 Numerical Experiments

Three numerical experiments are conducted: Two plane wave experiments and
one full, three-dimensional (3D) experiment. The plane wave experiments are
simulated using a time-domain Spectral Element Method (SEM) and the full
3D experiment is the radiated field from a diagnostic transducer simulated with
the program Abersim.13,11,12

The time-domain SEM is based on an acoustic model presented in Refs. 14
and 15. The solution is approximated using high-order polynomials (N = 16).
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Previous presented SEM tools only handle linear propagation,16,17 and the
method used in this paper introduces a modification to account for non-linearity
similar to that presented by Wojcik et al.18 The absorption model is based on
a theoretical framework presented by Nachman et al.19 which is also employed
in Refs. 14 and 15.

The nonlinear and absorption model of the used SEM are separately verified
in plane wave experiments through comparison with available analytic solu-
tions. Errors measured in the L2-norm are 0.74·10−3, 7.85·10−3 and 33.12·10−3

for the first-, second- and third-harmonic component respectively in the non-
linear model verification, and 1.45·10−3 for the absorption and 0.24·10−3 for
the phase velocity measured over a proper frequency range.

D.3.1 Plane Wave Experiments

Linear and nonlinear plane wave propagation is simulated with the SEM tool
in the 180 element interval [0, 30]mm. The background speed of sound and
density are c0=1540m s−1 and ρ0=1050 kg m−3 respectively. The pressure at
the source boundary (z=0) is recorded. The source boundary acts as a hard
wall when not active. The other boundary is absorbing. The transmitted pulse
is a sinusoidal vibration with center frequency 8MHz and a Gaussian envelope
with 50% fractional bandwidth. The source amplitude is 1MPa.

Thin layers numbered L1 to L10 with higher density are introduced at every
second millimeter in depth up to 20mm. A density map of the domain is
presented in Fig. D.3. The reflection from thin layers introduce phase changes
to the pulse from the summation of the first and second boundary of the layer,
and a infinitely thin layer introduce a phase shift of π/2. This implies that
multiple reflected pulses add incoherently. The total reflection coefficient will
also differ from the reflection coefficient from each of the interfaces.1

The first plane wave experiment uses only two layers: L2 and L8 (located
at 4 and 16mm respectively). The second reflector is the source boundary.
First, the setup is simulated with linear elasticity and no absorption. To verify
that the Class I and II reverberations always act in pairs, four separate simula-
tions are performed. The outcome of the first is the total received signal Ytot,
when both layers are present at all times. To quantify the contribution from
high-order (N>3) echoes, the second simulation aim to isolate the third-order
received signal, Y3. This is done through implementation of an event handler
that modifies the material of the domain during the simulation such that lay-
ers can be introduced or removed during the simulation. The event handler
ensures that the number of reflections/transmissions are equal for both com-
ponents and the total third-order signal. The second simulation produces the
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Figure D.3: Mass density of the ten layers in the computational domain.
The layers L1 to L10 are the spikes numbered from left to right.

total third-order signal. A similar approach is used to isolate the third-order
Class I and II components in the third and fourth simulation. The sum of the
two isolated components is denoted Y3sum=Y3I+Y3II.

Introducing nonlinear elasticity and absorption to the aforementioned
setup, the experiment is re-run and the Class I and II reverberation com-
ponents are isolated. The effects of non-linearity and absorption are inves-
tigated. The coefficient of non-linearity is βn=3.5 and the absorption is tuned
to 0.5 dB cm−1MHz−1 using two relaxation processes with relaxation times
τ1=62.5 ns and τ2=6.25 ns. The relative compressibilities were found using the
function fminsearch in Matlab (The Mathworks, Natick, CA) to minimize the
absorption defined by Eq. (45) in Ref. 19.

Time gain compensation is applied upon receive for simulations with ab-
sorption. The total reverberation weight filter W is found for both fundamental
and second-harmonic imaging. For the harmonic setup, the radiated pulse has
center frequency 4MHz and a Gaussian envelope with 40% fractional band-
width. The harmonic signal is obtained using pulse-inversion for the plane
wave experiments.

The second plane wave experiment utilizes all ten layers and compares
the reverberation signal for fundamental and second-harmonic imaging. Non-
linearity and absorption are the same as described in the preceding paragraph.
The first-order received echo is of interest, and in the first simulation, the event
handler is used to remove each layer once the transmitted pulse has passed. In
a second simulation, the tenth layer (L10) is permanently removed and the re-
maining nine layers are present at all times to compare the first-order and total
reverberation signal at depth 20mm for fundamental and harmonic imaging.
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D.3.2 Full 3D Experiment

A full 3D numerical simulation is performed in Abersim to investigate the effects
of beamforming on the Class I and II reverberations. An array transducer
radiates into a medium with plane reflecting layers similar to the plane wave
experiments, but in the full 3D case, all layers have equal reflection coefficient,
R=0.1. The layers are located at every second millimeter in depth up to, but
not including, the focal depth (as in the second plane wave experiment). The
second scatterer is the transducer surface. The chosen material is a muscle
mimicking material with background speed of sound and density c0=1550 and
ρ0=1060 respectively. The coefficient of non-linearity is βn=3.9 and a power-
law absorption model (α0f

β) is employed with α0=0.52 dB cm−1MHz−β and
β=1.1.

The transducer is a linear array transducer electronically focused in the
azimuth direction. A lens is used for focusing in the elevation direction, and
both the azimuth and elevation transmit focal depths are Ft=20mm. Three
receive beams are simulated, focused to Fr={16, 20, 24}mm in the azimuth
direction. The elevation receive focus is fixed at 20mm. The transmitted pulse
is an 8MHz sinusoidal pulse with a Gaussian envelope and 50% fractional
bandwidth. For second-harmonic imaging, the center frequency is fc=4MHz
and the fractional bandwidth 60%.

The spatial resolution is Δx=100μm and Δy=97.6μm in the azimuth and
elevation directions respectively, and the sampling frequency in time Fs=96MHz.
The transmit beam is set up using 26 transducer elements with 300μm pitch
(f/2.56). Transducer elements measure 4mm in the elevation direction (f/5).
Two receive aperture settings are investigated for each receive focal depth: One
with equal receive and transmit aperture (26 transducer elements) and one tai-
lored to f-number f/1.25. The latter results in a receive aperture of 44 (f/1.21),
54 (f/1.23) and 64 (f/1.25) transducer elements for the three focal depths 16,
20 and 24mm respectively.

The layers are combined in pairs such that z1+z3=Fr, and are modeled as
pure reflectors. Nonlinear propagation effects are neglected in the reflected field.
For simplicity, the phase of the pulse remains unchanged after the reflection.
The transducer surface is modeled in the same manner, but the field outside
the footprint of the transducer is set to zero, and the field within the extension
of the lens (4mm) is focused twice. The footprint is in the azimuth direction
assumed to be wider than the computational domain (25.6mm) and is set to
8mm in elevation.

Both linear and nonlinear transmit beams are simulated. Because all scat-
terers are plane and parallel to the transducer, the field can be propagated
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forward up to 2Fr. Receive beamforming is then performed by introduction of
proper focusing delays and summation of the pressure field for all spatial points
covered by the transducer surface.

D.4 Results

D.4.1 Plane Wave Experiments

Figure D.4 presents the results for the linear propagation problem in the first
plane wave experiment. The received total signal and two reverberation compo-
nents are displayed, and the visual match between the Class I and II component
is excellent. The right panel shows the difference between the total and third
order signal ΔYtot=Ytot−Y3, the third-order signal and the sum of the isolated
Class I and II components ΔYsum=Y3−Y3sum, and difference between the Class
I and II component, ΔYiso=Y3I−Y3II. The difference ΔYtot indicate the pres-
ence of higher order echoes in the signal, but the pressure amplitude of these
are in the order of Pascal. The differences ΔYsum and ΔYiso are very close to
zero as expected.
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Figure D.4: Linear plane wave propagation in the first plane wave experi-
ment. Left: The received reverberation signal. Right: The difference between
the simulated signals.

Introducing non-linearity and absorption makes the Class I and II com-
ponents different. Figure D.5 shows this effect, and it is especially visible in
the harmonic case, where the Class I has a lower amplitude than the Class II
component.

Results for the second plane wave experiment are presented in Fig. D.6. The
first-order signal and the total received signal for the first nine layers are of the
same magnitude. Some differences are present, and the total received signal
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Figure D.5: Nonlinear plane wave propagation in the first plane wave exper-
iment. Top two panels: The reverberation signal for fundamental (left) and
second-harmonic imaging (right). Bottom: The reverberation weight filter Wn

for the L2–L8 layer pair.

for layers L6 to L9 is lower than the first order signal. The total reverberation
contribution is ∼−11 dB relative to the first-order echo at 20mm, and second-
harmonic imaging suppresses the reverberations −5.4 dB. The total received
reverberation signal is a sum over all Class I/Ib, II/IIb and III reverberations,
and includes higher order scattering.

D.4.2 Full 3D Experiment

In the full 3D experiment, the reverberation weight filter Wn is presented in
Fig. D.7 for the Fr=20mm setup. In the linear case, |W | is one. With nonlin-
ear propagation, the shape of Wn resembles that of the plane wave case, but
the magnitude of Wn is higher in full 3D. The magnitude of Wn increases for
increasing distance between the two layers in a pair. The amplitude modifica-
tion seen for second-harmonic imaging for the L2–L8 layer pair is of the same
magnitude as the plane wave case (∼−4 dB).
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Figure D.6: Received first order signal (gray) and total signal (black) from
the second plane wave experiment. The simulation for the total signal has
removed layer L10 at z=20 mm to only obtain the reverberation signal at this
depth. The graphs are normalized to the received first order from L10. The
bottom panel is a magnification of the rectangular area denoted 1 in the top
panel.

Figure D.8 presents the difference ΔYiso from linear propagation and the
received Class I and II second-harmonic components for the L2–L8 layer pair in
the full 3D experiment. The normalized error is in the order of 10−6. Similar
to the first plane wave experiment, the differences between the Class I and II
component are very small for linear propagation, and the Class I component is
suppressed relative to the Class II component in second-harmonic imaging.

Figure D.9 presents the absolute value of Wn for the two cases where F r �=Ft.
The phase is of the same magnitude as for Fr=Ft and is not shown. The shape
of Wn is similar, but the levels differ between the three receive focal settings.
The amplitude modification is most prominent when the two layers are far
apart.
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Figure D.7: Absolute value (top) and phase (bottom) of Wn(ω) when Fr=Ft.
Line colors indicate receive f-number f/1.25 (black) and Hr=Ht (gray). Line
styles indicate second-harmonic imaging (dash) and fundamental imaging with
nonlinear (solid) or linear (dash dot at ∼0 dB and phase) propagation.

D.5 Discussion

D.5.1 Plane Wave Experiments

The presented model for reverberations states that Class I and II reverberations
always act in pairs. This is verified in the first plane wave experiment. In the
linear case, it is stated that the two components are equal, i.e., when the
transmit and receive beamforming settings are equal which always is the case
in a plane wave environment. Isolating the third order total signal and Class I
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Figure D.8: Left: The difference between the Class I and II component
with linear propagation. Right: The received second-harmonic Class I and II
components. Both panels are normalized to the maximum pressure envelope
of the Class II component.

and II components show that the two components are equal, and that the sum
of them equals the total third-order reverberation signal.

When non-linearity and absorption are present, the two components be-
come different. Absorption does not cause any differences because it is not a
pressure dependent phenomena, and the total propagated distance is equal for
the two components. This implies that they are equally attenuated, and non-
linearity of the tissue is the only source of differences between the Class I and
II components. In fundamental imaging, the difference indicate the amount of
fundamental band energy lost to higher harmonics. In second-harmonic imaging
it is the difference in energy gained in the second-harmonic band. As proposed
in Section D.2.5, the maximum possible amplitude modification (Wn) of one
reverberation pair is −6 dB in second-harmonic imaging when compared with
the linear case. The modification arise from partial or complete suppression of
the Class I relative to the Class II component, and the results in Fig. D.5 verify
this for the L2–L8 layer pair.

From the second plane wave experiment the received first-order and total
signal align very well for the first layers. As the depth increases, the contribu-
tion from reverberation becomes more and more prominent due to more possible
combinations of layer pairs in the interval [0, zobj]. This introduces a difference
visible in the layers L6 to L9. If the first- and third-order signals are added
coherently, the total signal should be higher than the first order, but phase
differences introduced by reflection/transmission in thin layers and dispersion
in the absorption model, cause the contributions to be added incoherently, and
the signal can be lower in amplitude.
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Figure D.9: Absolute value of Wn when Fr=16 mm (top) and Fr=24 mm
(bottom). Line colors indicate receive f-number f/1.25 (black) and equal trans-
mit and receive apertures (gray). Line styles are the same as in Fig. D.7.

The −5.4 dB suppression of the reverberation reported for the second-harmonic
is measured relative to the (nonlinear) fundamental case and not the linear case.
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Because Wn amplifies the fundamental signal, the suppression obtained through
Wn with second-harmonic imaging increases. However, suppression of reverber-
ations relative to the first-order echoes, are not given by Wn alone, but also by
the differences in transmit beam intensity.

When two layers are far apart, the Class II component is very similar to
the first-order echo, i.e., the transmit fields in r3 and robj are similar, and
the reverberation suppression is mainly defined through Wn. In the opposite
case, where V1=V3 and Wn=1, the similarity between the Class II component
and the first-order echo is at its lowest. Here, the reverberation suppression is
given by the transmit beam intensity at r3 relative to that in robj. This will
be discussed further in the next section.

D.5.2 Full 3D Experiment

In the full 3D experiment with linear propagation, W=1 when Hr=Ht and the
medium is linear. This is predicted by the model, and is verified in Fig. D.7,
although the lines cannot be distinguished from each other or the rest. When
the receive beam is dynamically focused, i.e., has f-number f/1.25 for the three
receive focal depths, Wn is still very close to one for two perfect planes, regard-
less of the position of the planes. This indicate that beamforming does not play
a vital role in suppressing reverberations from perfectly plane reflectors.

If the transducer is modeled as a perfect infinite plane without the lens,
the pressure at the receive surface for both the Class I and II components
equal the transmit field at depth Ft+Fr. Geometrically, the curvature of the
receive phase fronts equals Fr, and the receive aperture should not influence
the received signal. Diffraction effects, such as edge waves, a finite extension
of the transducer surface and the lens, produce different results for different
receive f-numbers, but as shown in Figs. D.7 and D.9, such differences are very
little pronounced in a setup using plane reflectors.

Compared with the plane wave setup, the amplitude of Wn increases for fun-
damental imaging. Generation of harmonic frequencies is a volumetric effect
dependent on the local pressure amplitude.2,9 Diffraction plays an important
role in this, and the increased amplitude of Wn seen in the full 3D experi-
ment compared to the plane wave experiments is believed to arise from higher
harmonic generation in focused beams than in plane wave propagation. When
V1=V3, Figs. D.7 and D.9 show that |Wn|=1 as predicted for both fundamental
and second-harmonic imaging.

The phase of the received signals are zero for the linear case with plane
layers and full 3D propagation. Non-linearity introduce a small and smooth
phase angle within the frequency band of interest, but different transmit and
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receive beamforming does not influence this. In a situation where the scatterers
are not perfect planes, the phase is assumed to be less smooth when different
transmit and receive beamforming is employed.

The presented model predicts the Class I and II components to be equal if
the propagation is linear. The differences shown in Fig. D.8 are in the order of
10−6 and is assumed to arise from the numerical experiment rather than the
theoretical model. Figure D.8 also shows that the amplitude modification ob-
tained with second-harmonic imaging is a suppression of the Class I component
relative to the Class II component.

Different transmit and receive focal depths introduce small differences in
the magnitude of Wn for both fundamental and second-harmonic imaging. The
amplitude modification of each layer pair increases if the focal point on receive
is deeper than on transmit. The reason for this is that the first layer is located
relatively closer to the transducer when the receive focal point moves further
away. For all layer pairs and receive focal depths, the amplitude of Wn is in
the range 0–−6 dB as predicted by the model, but again; this alone is not a
measure on the reverberation suppression.

As discussed in the plane wave experiments: If |Wn|<1, this indicate that
the Class I component is lower relative to the Class II component, and when the
Class II component becomes similar to the first-order echo, the reverberation
suppression is also given by Wn. However, the strength of the third-order
relative to the first-order signal for one pair is given by the strength of the
scatterers V1–V3 and Vobj together with the transmit and receive beam profile.
When the Class I and II components become more similar, the similarity of the
Class II component to the first-order echo is reduced.

From Eq. (D.11) the weight of the Class II component is the product of
the transmit and receive beams evaluated in r3 and r1 respectively. Even with
dynamic focusing, r1 will be located closer than half the receive focal depth, and
will always be in the near field of the receive beam. On the other hand, r3 can
be located anywhere in the transmit beam. Assuming low f-numbers on receive,
Hr(r1) is assumed to vary slowly when compared with Ht(r3). Because of this,
the suppression of reverberations is assumed to be determined by the combined
effect of Wn and the relative intensity of the transmit beam, Ht(r3)/Ht(robj).

D.6 Conclusion

A mathematical model of reverberations in medical ultrasound is presented and
investigated through numerical experiments. The model claims that reverber-
ations always act in reciprocal pairs, and a classification system is proposed.
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The reciprocity of the model is verified in a plane wave experiment. With linear
propagation and equal transmit and receive beams (Ht=Ht), the two compo-
nents of the pair, i.e., the Class I and II components will also be equal. This
is verified in both a plane wave and full 3D experiment with plane reflectors.

When the propagation is nonlinear, an amplitude modification is intro-
duced through the reverberation weight filter Wn for each pair of reverbera-
tions. This introduces an amplification in fundamental imaging and a suppres-
sion in second-harmonic imaging when compared with the linear propagation
case. Second-harmonic imaging suppresses the Class I component relative to
the Class II component, which yields an amplitude modification in the range
0–−6 dB. The experiments verify this.

Suppression of reverberations relative to first-order scattering is determined
by the combined effects of Wn and the intensity of the transmit beam. When
two layers are far apart the suppression is dominated by Wn, and when they are
close; the relative transmit beam intensity dominates. This apply to each pair,
and the total reverberation contribution, and suppression, is given through the
summation of such pairs.

The previously reported ability to suppress clutter with second-harmonic
imaging3,6–8 is a combined effect of reducing both phase aberrations9,10 and
reverberations. To establish measures for general reverberation suppression in
more complex setups, the presented model should be investigated in an exper-
iment accounting for random scatterers and speckle statistics of the received
signal.
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