A New Method of Low Amplitude Signal Detection and Its Application in Acoustic Emission
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Abstract: A novel methodology is proposed to enhance the reliability of detection of low amplitude transients in a noisy time series. Such time series often arise in a wide range of practical situations where different sensors are used for condition monitoring of mechanical systems, integrity assessment of industrial facilities and/or microseismicity studies. In all these cases, the early and reliable detection of possible damage is of paramount importance and is practically limited by detectability of transient signals on the background of random noise. The proposed triggering algorithm is based on a logarithmic derivative of the power spectral density function. It was tested on the synthetic data, which mimics the actual ultrasonic acoustic emission signal recorded continuously with different signal-to-noise ratios (SNR). Considerable advantages of the proposed method over established fixed amplitude threshold and STA/LTA (Short Time Average/Long Time Average) techniques are demonstrated in comparative tests.
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1. Introduction

Acoustic emission (AE) has become a widespread method of nondestructive testing, condition monitoring and structural integrity assessment for timely maintenance of dynamic mechanical systems (bearings [1–4] and gearboxes [5–7]) and quasi-statically loaded industrial facilities (pressure vessels [8–10], pipelines [11], etc.). In general, AE transient displacements arise at the surface of the solid body in response to rapid structural rearrangements occurring locally during plastic deformation, fracture (including environmentally assisted degradation) or phase transformations. The process of AE generation at the source in structural metals and alloys bears a lot of similarity to that of the earthquakes and is driven by local elastic stress relaxations [12,13]. As damage proceeds, AE appears as a random time series comprising of arbitrarily spaced individual pulses of different amplitudes and shapes, depending on the properties of the source. The amplitude of AE bursts can vary by several orders of magnitude in the dynamic range exceeding 100 dB. Pulses with a high signal-to-noise ratio (SNR) are easily detectable by any of the existing methods. As opposed to this, small amplitude signals are often not resolved from background noise and are therefore lost for any analytics. On the other hand, if the trigger level is set too low, false alarms are recorded due to noise fluctuations. Unidentified false triggering burdens the data analysis and can potentially result in dangerous misinterpretations and wrong decision-making. In fact, the AE sensitivity and the dynamic range are lower and bound by
the inevitable background electronic noise that poses the main challenge for low amplitude signal detection. The AE analysis—like the analysis of a seismic time series—starts from signal detection, which is of paramount importance for further processing.

Various data processing and onset picking algorithms have been proposed in the literature to minimise the localisation error and determine the most likely location of the source in different geometries [14–17]. Plenty of trigger algorithms have been developed and used in seismology and to a much lesser extent, in the specific AE field. The simplest (and the “oldest”) method is the amplitude-based threshold method [18], where an event is marked when the pre-set amplitude threshold is exceeded by the signal from the pre-amplifier output. Variations of this method include the envelope and/or root-mean-square threshold triggers, which are less sensitive to spike noise but are rarely used in practice. Although this method has been successfully used in many applications where the SNR is considerably high (e.g., >10 dB), its accuracy deteriorates rapidly as the SNR reduces [19]. A common in the AE field practice of counting the AE activity as a number of AE events per unit time or a total number of AE events suffers particularly strongly from the arbitrariness of the threshold setting, resulting in irrecoverable errors in AE data and their interpretations. Despite its obvious limitations associated with poor detection of the first arrival and incapability to detect the low amplitude events [14,18], the fixed threshold is still the only one implemented in the existing commercial AE apparatus and is, therefore, the most widely used triggering method.

The more precise and sophisticated schemes evolved in AE and seismic analysis include a variety of adaptive methods, pattern recognition, and neural network-based approaches. These methods are conventionally based on the features of the signal measured in time or frequency domain or using a more extensive set of features extracted in the time-frequency space.

Among the time-domain approaches, the Short Time Average/Long Time Average (STA/LTA) technique [20,21] or/and its modified versions [22] (see [23] for comparison) remain to be the most widely used method in seismology for decades. Multiple modifications of this algorithm have been reviewed in detail in [22,24]. In this method, the ratio of continuously calculated amplitude (or envelope or average energy) of a recorded signal realisation in two consecutive moving time windows—a short-term window and a subsequent long-term window—is calculated and used as a criterion for signal detecting [20,21,25]. Despite the simplicity, this method also requires the careful data-driven setting of parameters, including a trigger threshold level and lengths of both STA and LTA windows [26]. Similarly to the amplitude threshold, the too low trigger setting can give rise to many false alarms while the high threshold may result in missing low amplitude events. The value of the optimal activation threshold depends on the total noise level, its nonstationarity and the presence of spurious noise.

Many modern time-domain approaches rely on statistical procedures including a group of autoregressive methods (AR) and cross-correlation methods [27,28], the CUSUM (cumulative sum) algorithm—a simple yet efficient sequential analysis technique developed for change detection in time series [29], fractal dimension-based algorithms [30,31], higher-order statistics [32], e.g., those using the short-term kurtosis to long-term kurtosis ratio [33] or its improved version employing the discrete wavelet representation [34]. Besides, the Akaike Information Criterion (AIC) [35] should be highlighted as an effective statistical procedure devised to determine the transition point in a time series between noise and a coherent signal (see [36] for the efficient implementation of the AIC for p-phase picking). This criterion has become a core component in a family of hybrid methods combining benefits of different techniques, e.g., AR-AIC picker [37–39], or empirical mode decomposition EMD-AIC picker [40,41]. Finally, a group of methods exploiting artificial intelligence in the form of neural networks [42,43] should be mentioned as an emerging trend in contemporary signal detection arena. These methods have proved to be useful in many situations, but require the adequate training of the network, which is not always possible or is resource-consuming.

The use of multiple promising spectral wavelet-based algorithms, in both continuous (CWT) and discrete (DWT) forms, for signal picking has been reviewed in [19,44] with a focus on AE applications for signal characterisation [45], denoising [46–48], phase picking and source location [38,45,49–53].
A simple adaptive picking method based on the detection of abrupt changes in the signal energy was proposed in [54]. The sliding power spectral density (PSD) method was employed to separate noise and signal containing realisations in the continuous seismic waveform [55]. It was particularly shown that the PSD-based method could outperform the STA/LTA technique by detecting a higher number of low amplitude events while keeping the number of false triggers reasonably small.

Finishing this brief—and by no means all-inclusive—survey of currently available signal detection algorithms, we would like to highlight specific reviews by Küperkoch et al. [24] and Sharma et al. [56], who also conclude that despite the vast amount of research in this field, the event-picking algorithms have not yet fully come of age. Commonly and unfortunately, when background noise is high and the signal quality is poor, most techniques tend to fail or become very computationally intensive. Therefore, while a wealth of techniques have been devised for signal detection, the main challenge is still on hold, and in practice, only relatively simple trigger algorithms are broadly accepted. This motivated us to seek for a “data-driven”, practical, and yet robust procedure providing consistent and reliable picks of low amplitude signal buried into background noise in automated schemes.

2. Materials and Methods

Because of the widespread use of the fixed thresholding and STA/LTA triggering algorithms, these two have become the most popular benchmarks for probing new signal detectors and phase pickers. Therefore, they were chosen for the comparative analysis in the present work. Besides, the optimised method by Lomax et al. [57] is also tested for comparison. This method was chosen for three reasons: (i) it has been designed to work with continuous, broadband streaming data; (ii) it uses a characteristic function based on a combination of the signal and its time derivative at successive samples, and (iii) it has been extensively documented for implementation, and therefore seemed suitable for the purpose of this study [58]. As will become clear, this method is similar in a sense to our algorithm, which is footed on the synergy of the time-frequency signal decomposition and the abrupt change in the PSD when the transient signal appears in the background noise. In the proposed method, the original AE stream is transformed into a time-dependent parameter $\phi$, which was defined in [59] and used for increasing the signal-to-noise ratio and finding the weak events in seismic time series. It then was shown effective for finding AE events in a noisy time series recorded during micro-indentation testing [60]. Unlike the previous reports, the present work deals with signal detection, and its key novelty lies in the proposed strategy pairing the $\phi$-parameter with a decision function, which is then tuned for precise AE arrival time picking and signal end detection in a robust and reproducible way. The new steps implemented in the algorithm are detailed and highlighted in the next section.

Algorithm for Detecting Weak Signals ($\phi$-Method)

The electric signal at the output of the AE amplifier depends on many factors. First, it depends strongly on the sensor frequency response and the media transfer function [61]. The electric signal $U(t)$ at the output can be expressed as a convolution integral of the dynamic source function $E(t)$, which is represented by the average stress drop (in a tensorial form) at the source location, with the total transfer function $A(t)$, i.e.,

$$ U(t) = \int_{-\infty}^{\infty} dt' A(t-t') \cdot E(t'), \quad (1) $$

where $A(t)$ combines the transfer function of the media, in which the elastic waves propagate, and of the apparatus. Using the transfer function formalism, the latter equation in the Fourier domain transforms into a simple product (c.f. [62])

$$ G(f, t) = \overline{A}(f) \cdot \overline{E}(f, t), \quad (2) $$
with tilde denoting the respective spectral density functions. Eitzen and Wadley [63] noticed that by far the most important consequence of the transfer function formalism is that information about the source is passed frequency by frequency to the output through the transfer function.

The AE detector is constructed as:

$$
\varphi(t) = \frac{1}{\Delta f} \int_{f_{\text{min}}}^{f_{\text{max}}} \left[ \frac{\partial \ln G(f, t)}{\partial t} \right] df,
$$

with $\Delta f = f_{\text{max}} - f_{\text{min}}$ - the frequency band. Obviously, this parameter equals to zero when the sources are stationary, and their properties (the PSD, to be more specific) do not change with time, and $\varphi(t)$ is nonzero when the sources evolve: the faster the spectral density of the sources $G(f, t)$ changes, the higher the absolute value of $\varphi(t)$. The logarithmic derivative “amplifies” the changes in the AE PSD when the stationary background noise changes to a mixture of noise and transient signal components. Besides, in constructing the function $\varphi(t)$ in the form of Equation (3) we were motivated by the long-standing desire to reduce or eliminate the influence of the transfer function on the AE descriptive parameter. By plugging Equation (2) into Equation (3), one can see that the $\phi$-function is essentially free from this influence, provided $\tilde{A}(f)$ is a function of frequency, and this function does not change in time (the condition that is often met in laboratory experiments or in-field AE inspections):

$$
\varphi(t) = \frac{1}{\Delta f} \int_{f_{\text{min}}}^{f_{\text{max}}} \left[ \frac{\partial \ln \left( \tilde{A}(f) \cdot \tilde{E}(f, t) \right)}{\partial t} \right] df = \frac{1}{\Delta f} \int_{f_{\text{min}}}^{f_{\text{max}}} \left[ \frac{1}{\tilde{E}(f, t)} \frac{\partial \tilde{E}(f, t)}{\partial t} \right] df
$$

The beauty of the last expression is that it no longer involves the transfer function, and the introduced $\phi$-parameter depends primarily on the dynamics of the evolution of the source function $\tilde{E}(f, t)$.

Using a sliding window with a user-defined size and step, Equation (3) transforms the original time series into a new train of pulses with a substantially enhanced SNR. Figure 1 illustrates the AE transient waveform (a) and the corresponding shape of the $\phi$-parameter (b).

**Figure 1.** (a) A typical fragment of the AE signal. (b) The corresponding $\phi$-parameter before smoothing and normalisation procedure. (c) The corresponding $\phi$-parameter after smoothing and normalisation procedure.
According to a proposed detection scheme, events are distinguished by a decision function \( g(m) \) defined at a pre-set constant level has:

\[
EVENT = \begin{cases} 
\text{True}, & g(m) > h \\
\text{False}, & g(m) < h 
\end{cases}
\]  

(5)

where \( h \) is a detection threshold. The procedure and guidelines for its determination are outlined in detail below. Hereinafter, the index \( m \) denotes discrete time. The beginning and the end of the \( i \)-th event, \( t_{\text{on}} \) and \( t_{\text{off}} \), respectively, are defined as:

\[
t_{\text{on}}(i) = m, \quad \text{if } (g(m) > h \text{ and } g(m-1) < h) \\
t_{\text{off}}(i) = m, \quad \text{if } (g(m) < h \text{ and } g(m-1) > h)
\]  

(6)

Using the \( \phi \)-parameter, the decision function is calculated by successively performing the following steps:

1. Zeroing the negative part of \( \phi(t) \).
2. Recursive smoothing of the resulting vector.
3. Normalisation.

These steps are discussed below in detail. We should notice here, that the choice of the detection threshold \( h \), Figure 1c, is particularly significant to the algorithm performance. Conventionally, it is chosen to minimise the total error rate subject to bounded false-alarm and missed-detection probabilities, c.f. [64]. The threshold optimisation problem itself is an area of burgeoning research which is beyond the scope of the present paper. Since we did not apply any optimisation technique to the other methods used for comparison, we did not try to optimise the \( h \) value in our approach too. It is obtained through the visual analysis of the decisive function \( g(t) \) in a pretty much the same way as the parameters are chosen in the STA/TLA algorithm.

The simplest detection option is to use the \( \phi \)-parameter itself as the decision function and compare it with a certain threshold level \( h \). However, the small fluctuations in \( \phi \), which are clearly visible in Figure 1b can lead to false alarms. To eliminate false triggering, the \( \phi \)-parameter is smoothed by the recursive averaging procedure (the recursive version is recommended for computational cost-effectiveness):

\[
\phi_a(m) = \frac{\phi(m)^2}{M} + \frac{M-1}{M} \phi_a(m-1),
\]  

(7)

where the subscript index \( a \) denotes averaging, \( M \) is the length of the smoothing window, \( \phi(m) \) is the original time series and \( \phi_a(m) \) is the smoothed time series, which is used as a decision function \( g(m) = \phi_a(m) \) at the level \( h \), as illustrated in Figure 1c. The expression (7) differs from the commonly used recursive formulas by the squared value in the numerator of the first term in the right-hand side. Squaring the \( \phi(m) \) value works as a gaining factor “amplifying” the high-amplitude readings and “smoothing” the low-amplitude points close to the noise level. This allows highlighting the events against the background of a very smooth noise. Figure 1c shows the result of the smoothing of the \( \phi \)-parameter originally displayed in Figure 1b. Another characteristic feature of the \( \phi \)-parameter is that it exhibits, with necessity, two peaks-positive at the beginning and negative at the end of the signal, which is shown in Figure 1b as being separated by the time interval covering the signal length. When the sliding window starts to sense the signal in the region where the noticeable change in the power spectrum occurs, the positive peak arises. The negative peak occurs when the signal dies out at the end of the sliding window, Figure 1b. Since the squaring procedure applies during smoothing, Equation (7), the false-negative peak is inverted into a positive one. To avoid this, all negative readings are nullified before smoothing.

After smoothing, the decision function is normalised to unity and the event detection proceeds according to Equations (4) and (5). As a result, one obtains the onset and end event times, \( t_{\text{on}} \) and \( t_{\text{off}} \),
respectively. Once the event is detected, the \( t_{on} \) and \( t_{off} \) values can be used to calculate the temporal and spectral signal characteristics for further analysis.

The final step in the detection procedure, which is not absolutely necessary, but which is practically recommended for improving the accuracy of arrival picking, is the shift of \( t_{on} \) and \( t_{off} \) values backwards in time by the step \( s \), as shown Figure 1, where the meaning of \( s \) is graphically illustrated by a green dashed line broken between (a) and (b). This shift compensates for the time lag, which arises inevitably in the calculation and smoothing of the \( \phi \)-function. For any practical situation, it can be simply adjusted for the best accuracy, but as a general rule, the shift value \( s \) must be not less than the size of the smoothing window \( M \). As the SNR decreases, an increasingly large width of the smoothing window \( M \) is beneficial for detection. At the same time, the picked onset of the event shifts more and more to the right along the time scale with respect to the actual known position of the signal. Accordingly, to compensate for this increasing time lag, the increasing values of temporal shift \( s \) are chosen manually.

Thus, in summary, compared to the previously reported procedure focused solely on the \( \phi \)-parameter definition [59], the proposed method includes the following new steps pivotal for signal detection:

- The calculation of the decision function \( g(m) \) from the \( \phi \)-parameter (involving zeroing the negative part of \( \phi \), recursive smoothing and normalizing steps);
- The calculation of the start and end times (as well as the amplitudes) of events from the decisive function;
- The use of an amplitude filter to cut off false alarms;
- The “left shift” of the obtained times to compensate for the delay caused by the smoothing window used for calculating \( \phi \);
- The use of an amplitude filter to cut off false events.

Results of the application of the proposed algorithm and its testing against several other popular signal detection techniques are discussed in the next section.

3. Results

To illustrate the effectiveness of the proposed method in comparison with the conventional amplitude threshold trigger, we constructed two sets of testing signals: the small set of eight equally spaced AE transients and the large one having one thousand AE pulses buried into background noise with random time intervals between the events. To produce these synthetic datasets, we have arbitrarily chosen typical realisations of AE transient waveforms with significantly different amplitudes and durations, which were acquired by the NF-900S-WB (NF Electronics, Yokohama, Japan) wide-band AE sensor during plastic deformation of \( \alpha \)-Fe in tension at the sampling rate 2 Msamples/s and 16 bits resolution, as shown in Figure 2.

These waveforms were buried into the actual scalable background noise 0.005 s apart from one another, as shown in Figure 3. The noise data represents the actual coloured electronic noise from the pre-amplifier. It was recorded with the same experimental setup, including the sensor connected to the pre-amplifier. SNR values for each of the five chosen noise levels and for each of the eight events are shown in Table 1. For the larger dataset, one thousand waveforms representing a Poisson time series with random independent intervals between each other were embedded into the same noise. Fragments of this dataset with different tested noise levels are shown in Figure 4.
Figure 2. Typical acoustic emission waveforms with different amplitudes and durations, which were randomly chosen from continuously recorded data acquired at 2 Msamples/s rate.

Figure 3. The synthetic dataset containing eight real AE signals shown in Figure 2 and embedded into real scalable background noise with different levels labelled by numbers from 1 to 5. The dashed vertical lines indicate the positions of the signals.
Table 1. Signal-to-noise ratio for different signals from Figure 3 (dB).

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.0</td>
<td>7.2</td>
<td>7.8</td>
<td>4.2</td>
<td>3.7</td>
<td>21.5</td>
<td>6.8</td>
<td>4.3</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1.2</td>
<td>1.8</td>
<td>−1.9</td>
<td>−2.3</td>
<td>15.5</td>
<td>0.8</td>
<td>−1.7</td>
</tr>
<tr>
<td>3</td>
<td>−3.5</td>
<td>−2.3</td>
<td>−1.7</td>
<td>−5.4</td>
<td>−5.9</td>
<td>12.0</td>
<td>−2.7</td>
<td>−5.2</td>
</tr>
<tr>
<td>4</td>
<td>−6.5</td>
<td>−4.8</td>
<td>−4.2</td>
<td>−7.9</td>
<td>−8.4</td>
<td>9.5</td>
<td>−5.2</td>
<td>−7.7</td>
</tr>
<tr>
<td>5</td>
<td>−8.0</td>
<td>−6.7</td>
<td>−6.2</td>
<td>−9.8</td>
<td>−10.3</td>
<td>7.5</td>
<td>−7.2</td>
<td>−9.7</td>
</tr>
</tbody>
</table>

Figure 3. The synthetic dataset containing eight real AE signals shown in Figure 2 and embedded into real scalable background noise with different levels labelled by numbers from 1 to 5. The dashed vertical lines indicate the positions of the signals.

Figure 4. The fragment of the synthetic dataset containing totally 1000 AE signals embedded into background noise with different levels labelled by numbers from 1 to 5.

The PSD plugged into Equation (3) was calculated by the Welch periodogram method. Minimum and maximum frequencies in this equation are determined by the frequency band of the sensor used, which is of 0.1–1.0 MHz for the general-purpose AE sensors. Thus, having the sampling frequency of the acquisition system of 2 MHz, the integration is performed from 0.1 to 1 MHz. Values of all parameters used in the φ-signal detector are listed in Table 2. One can notice, for example, that the time shift s is chosen greater than the size of the smoothing window M, as has been discussed above.

Table 2. Parameters of the φ-algorithm adopted for signal detection.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection threshold, h</td>
<td>$1.5 \times 10^{-8}$</td>
<td>$6 \times 10^{-8}$</td>
<td>$9 \times 10^{-9}$</td>
<td>$1 \times 10^{-9}$</td>
<td>$1 \times 10^{-9}$</td>
</tr>
<tr>
<td>Smoothing window, M/samples</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Time shift, s/samples</td>
<td>10</td>
<td>20</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>
Since in the present work, the number of true events is known a priori, the detection completeness is estimated as shown in Tables 3 and 4. For all methods tested, the parameters were set to provide maximum detection and minimum false alarm probabilities. We should mention here that unlike many phase-picking algorithms, such as that reported in [19] for example, the proposed method has few parameters, all of which are intuitively understandable and not difficult to set (in a way similar to those in the LTA/STA procedure).

Table 3. Parameters of the $\phi$-algorithm adopted for signal detection.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Amplitude Threshold</th>
<th>STA/LTA</th>
<th>$\phi$-Algorithm</th>
<th>FilterPicker</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8/0</td>
<td>8/0</td>
<td>8/0</td>
<td>8/0</td>
</tr>
<tr>
<td>2</td>
<td>7/0</td>
<td>8/0</td>
<td>8/0</td>
<td>8/1</td>
</tr>
<tr>
<td>3</td>
<td>5/0</td>
<td>8/1</td>
<td>8/0</td>
<td>8/3</td>
</tr>
<tr>
<td>4</td>
<td>1/0</td>
<td>5/1</td>
<td>8/0</td>
<td>5/1</td>
</tr>
<tr>
<td>5</td>
<td>1/0</td>
<td>3/2</td>
<td>6/0</td>
<td>2/1</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the effectiveness of three detection algorithms on the long stream from Figure 5 (1000 events).

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Amplitude Threshold</th>
<th>STA/LTA</th>
<th>$\phi$-Algorithm</th>
<th>FilterPicker</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000/3</td>
<td>986/19</td>
<td>1000/0</td>
<td>988/11</td>
</tr>
<tr>
<td>2</td>
<td>926/55</td>
<td>972/51</td>
<td>972/19</td>
<td>925/72</td>
</tr>
<tr>
<td>3</td>
<td>570/49</td>
<td>884/48</td>
<td>919/51</td>
<td>832/256</td>
</tr>
<tr>
<td>4</td>
<td>314/54</td>
<td>674/53</td>
<td>780/35</td>
<td>542/67</td>
</tr>
<tr>
<td>5</td>
<td>186/37</td>
<td>431/59</td>
<td>630/38</td>
<td>309/36</td>
</tr>
</tbody>
</table>

Figure 5. Example showing the results of signal detection by the $\phi$-algorithm applied to the dataset with the largest noise level (5 in Figure 3). One can notice that the signals 4 and 5 are missing while the others are correctly detected, yet no false alarms are triggered.

Results of application of the conventional fixed amplitude threshold-based algorithm, STA/LTA, FilterPicker [57] and the proposed $\phi$-based algorithm for signal detection in the generated small and large test streams are summarised in Tables 3 and 4, respectively.

As expected, all methods show excellent reliability in the detection of signals with high SNR $>> 0$ (noise levels 1 and 2), which is compromised as the SNR is reduced. As expected, both the STA/LTA and FilterPicker algorithms appear more sensitive and flexible than the fixed threshold triggering. One can see that the STA/LTA trigger significantly increases the percentage of successfully detected weak events compared to the classical amplitude threshold method in both streams, while the number of false alarms is kept nearly the same for both methods. Not surprisingly that the $\phi$-algorithm is as efficient as the others, provided the conditions are favourable for signal distinction, i.e., the SNR is
reasonably high. However, the $\phi$-triggering substantially outperforms all other techniques at low SNR where the threshold method has completely failed to detect any weak signals at the noise levels 4 and 5 ($\text{SNR} \leq -4.2$ dB), c.f. Table 3 and Figures 5 and 6.

![Bar chart showing the percentage of successful event detection performed by four different methods applied to the AE Poisson time series containing 1000 transient signals buried in the noise with different levels.](image)

**Figure 6.** Bar chart showing the percentage of successful event detection performed by four different methods applied to the AE Poisson time series containing 1000 transient signals buried in the noise with different levels.

Figure 5 exemplifies the results of signal detection by the $\phi$-algorithm applied to the small dataset with the lowest SNR corresponding to the largest noise level 5 in Figure 3. One can notice that the signals 4 and 5 are missing while the others are correctly detected, yet no false alarms are triggered. Thus, the detection reliability of the $\phi$-triggering method is enhanced compared to other tested methods: the rate of correctly identified events is remarkably higher while the rate of false alarms is consistently smaller than that for other signal detectors at any SNR, including the lowest one as illustrated in the bar chart in Figure 6 comparing the correct detection rates for all tested methods.

4. Discussion

Although the $\phi$-algorithm is quite transparent, it is obvious that due to the complexity of mathematical operations involving fast Fourier transform, logarithmic operations and integration procedures, the proposed method is computationally demanding and is much less efficient than the others used for benchmarking. We should note that the FilterPicker algorithm is very computationally effective, whereas the proposed $\phi$-method is far from being optimised and there are a number of directions for future work in its end-to-end optimisation. However, the problem is becoming less and less acute due to the rapidly increasing power of computing facilities and development of hardware-based digital signal processing (DSP) units, which provide outstanding performance and low power consumption.

As a final note, we should mention that, besides the unavoidable electronic background noise, many practical challenges faced in condition monitoring are associated with mechanical or spurious electrical noise. The proposed method picks all transients, which differ from the stationary background, regardless of their origin. Multiple robust signal categorisation techniques (c.f. [65]) have been proposed to discriminate between the detected sources of different origin. Not only the signal categorisation (applied to a set of pre-detected waveforms) can help to filter out the false picks arising from transient mechanical or electrical noise, but it is also efficient in improving the quality of AE detection by removing some false alarms inherited from phase-picking.
5. Conclusions

The new signal processing technique has been proposed to enhance the detection reliability of low-amplitude transients in noisy acoustic emission time series. Using the logarithmic derivative of the AE power spectral density with respect to time, the mathematical expression for the signal detector termed $\phi$-parameter has been obtained considering the transfer function formalism. The method was compared with the most widespread benchmarking techniques—fixed amplitude threshold and optimised STA/LTA. The greatly enhanced detection reliability of the $\phi$-trigger compared to others has been demonstrated on two AE representing datasets simulating different signal-to-noise ratios of AE waveforms: application of the $\phi$-algorithm renders the much higher rate of correctly identified low-amplitude events while the rate of false alarms is consistently smaller than that for other methods used for comparison at any tested SNR.

Despite a wealth of available advance methods overviewed briefly in the present work, unfortunately, all commercially available AE systems today use the primitive amplitude thresholding technique for signal detection, which is significantly compromised in comparison to many modern detection algorithms, and which strongly limits the capacity of the existing apparatus used in NDT and condition monitoring practice. We do believe that this practice will be changed in favour of higher accuracy and reliability of signal detection for everyday AE practice both in laboratories and in in-field inspections.

Although the proposed algorithm was designed for AE monitoring and, in the present work, probed on an AE time series, the method is nonspecific to the nature of noisy time series and, without limitations, it can be applied widely in a new generation of condition monitoring and diagnostic systems where the sensors with different frequency bands are used and where early and reliable detection of possible damage is of paramount importance.
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