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Abstract

Airglow emitted from the OH radical in the middle atmosphere is a strong source of near-
infrared radiation. Although the radiance is an inconvenient and unavoidable source of
background noise in ground-based near-infrared astronomy, the spectral properties of the
airglow can also provide valuable information about the conditions and dynamics of the
middle atmosphere.

The goal of this thesis is to study the intensity of the airglow. This is done by develop-
ing an algorithm capable of extracting the (3, 1), (4,2), (5,3), (6,4) and (9, 7) transition
Q-branches of the airglow from the background noise present in the archived data of the
Nordic Optical Telescope (NOT), La Palma, Spain. Subsequently, the nighttime cycle of
the airglow intensity was analyzed in terms of local solar time (LST) and hours past sunset,
and the seasonal cycle was studied using monthly means. Furthermore, the seasonal cycle
obtained using the NOT was compared with satellite data from the Sounding of the At-
mosphere using Broadband Emmision Radiometry (SABER) instrument mounted on the
Thermosphere-Ionosphere-Mesosphere Energetics and Dynamics (TIMED) satellite.

As the distribution of the available observations was scattered and sparse within each
year, archived data from 2008 to 2016 was combined to study the nighttime and seasonal
cycle. Trends exceeding a year, such as effects driven by the solar cycle, can thus distort
the results to some degree. However, it was concluded that the results are valid indications
of the nighttime and seasonal trends. Agreement between the seasonal cycle obtained by
NOT and SABER supports this claim.

For the nighttime trend, a semi-diurnal cycle was found, with an intensity decrease
after sunset, a minimum between 19 and 21 local solar time, a maximum between 21 and
22 LST, a new minimum at 01-02 LST before an intensity rise towards dawn. The seasonal
trend showed a semi-annual cycle, with intensities decreasing from January to February,
a rise towards May, a minimum in June before an intensity rise towards November. No
data was available for December. SABER data agrees with the rise from February to
May, but has a slower decrease and rise in the proceeding months. The high intensities in
November and January are not present in the SABER data. Nevertheless, the SABER data
was collected using a zonal mean. Therefore, the apparent discrepancies could be caused
by local effects at the geographical location of the NOT.
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Sammendrag

Nattehimmellys fra OH-radikalet i mellomatmosfaren er en sterk kilde til nar infrargd
straling. Til tross for at stralingen er en besverlig og uunngaelig kilde til bakgrunnsstgy i
bakkebasert nar infrargd astronomi, kan de spektrale egenskapene til nattehimmellyset gi
verdifull informasjon om forholdene og dynamikken i mellomatmosfaren.

Hensikten med denne oppgaven er a studere intensiteten av nattechimmellyset. Dette
er gjort ved a utvikle en algoritme som er i stand til & trekke ut intensiteten av (3, 1),
(4,2), (5,3), (6,4) og (9,7) overgangenes Q-forgreninger av nattehimmellyset fra bak-
grunnstgyen i arkivert data fra “the Nordic Optical Telescope” (NOT), La Palma, Spania.
Deretter ble den nattlige intensitetsyklsen analysert som funksjon av lokal soltid (LST) og
timer etter solnedgang, og den arlige syklysen ble studert ved a bruke manedlige inten-
sitetsgjennomsnitt. I tillegg til dette ble den arlige syklusen sammenlignet med data fra
“Sounding of the Atmosphere using Broadband Emmision Radiometry” (SABER), som
er et instrument montert pa satelitten “Thermosphere-lonosphere-Mesosphere Energetics
and Dynamics” (TIMED).

Siden fordelingen av tilgjengelige observasjoner var tynnspredt innenfor hvert enkelt
ar, ble arkivert data fra 2008 til 2016 slatt sammen for a studere bade den nattlige og arlige
syklusen. Sykluser som gar over flere ar, som for eksempel solsyklusen, kan dermed
fordreie resultatene til en viss grad. Det ble likevel konkludert med at resultatene gir en
gyldig indikasjon av den nattlige og arlige syklusen. Overenstemmelse mellom den arlige
syklusen funnet av NOT og SABER styrker pastanden.

For den nattlige syklusen, ble en semi-nattlig syklus funnet, med en intensitetsnedgang
etter solnedgang, et minimum mellom 19 og 21 LST, et maksimum mellom 21 og 22 LST,
et nytt minimum mellom 01 og 02 LST, for en intensitetsgkning mot soloppgang. Den
arlige syklusen viste en semi-arlig syklus, med en intensitetsnedgang fra januar til februar,
en gkning mot mai, et minimum i juni f@r en gkning mot november. Ingen data var tilgjen-
gelig for desember. Dataene fra SABER stemmer overens med gkningen fra februar til
mai, men har en slakere nedgang og gkning i de fglgende manedene. De hgye intensitene i
november og januar er ikke til stede i dataene fra SABER. Likevel, dataene fra SABER er
hentet fra et sonalt gjennomsnitt. Dermed kan de tilsynelatende uoverstemmelsene stamme
fra lokale effekter ved NOT sin geografiske plassering.
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Chapter

Introduction

The impact of anthropogenic climate change and global warming have been hot topics in
scientific communities worldwide. To accurately predict the long- and short-term climate
trends the Intergovernmental Panel on Climate Change (IPCC) relies on climate models
simulating a vast amount of atmospheric processes [1]. These models improve with in-
creased knowledge of the physics and chemistry behind each process, how they are inter-
connected in dynamical systems, and how they behave in different regions and atmospheric
layers. One region of interest is the mesosphere and lower thermosphere, or MLT region.
An interesting phenomenon present there is the airglow radiated by the hydroxyl radical
OH. The OH airglow emits characteristic spectral lines in the near-infrared part of the
electromagnetic spectrum [2, 3] and studying how strong these lines are relative to each
other and how they vary with respect to time and location on the sky can give a great deal
of information about the climatology and dynamics of the MLT region. Measurements of
the OH intensity can be used to infer the concentrations of the highly reactive and abun-
dant atomic oxygen O in the MLT [4], and if the ozone O; concentrations are known,
atomic hydrogen H and chemical heating rates can also be inferred [5, 6]. The measured
intensities can also be used to derive the radiative energy loss of the emitting OH, and
the momentum deposition of gravity waves [7, 8]. The energy budget of the MLT region,
which is of utmost importance for climate models, is thus intimately linked to the airglow
intensity. Hydroxyl airglow is also linked to the nocturnal 4.3 ym emission line from CO,,
and important in the research carried out in order to understand the mechanisms contribut-
ing to the emission [9, 10, 11]. Additionally, attempts at modelling the airglow intensity
have not conformed with observations [12], which calls for more research on the topic.
Consequently, it is clear that documenting measurements of the airglow and improving
experimental techniques to increase the availability of data and locations is important in
order to compare theoretical prediction with experimental observation and of great interest
to the scientific community.

Airglow is also a dominating source of noise for ground-based spectrography obser-
vatories looking at astronomical objects in the near-infrared, such as the Nordic Optical
Telescope (NOT). Spectral lines from the OH layer will then be superimposed on the spec-
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trum of the intended target as inevitable background noise. However, if the spectrum of the
intended target is removed from the background noise structure, only the spectral lines of
the airglow remains, which can be used for atmospheric studies. The goal of this thesis is
to advance a method of extracting those OH lines from the spectra acquired by the Nordic
Optical Telescope near-infrared Camera and spectrograph (NOTCam) [13] and applying
it to large amounts of archived data in the time frame from 2008 to 2016. This is done
for the Q-branches of the (3, 1), (4,2), (5,3), (6,4) transitions in the H band, and (9,7)
transition in the K band. The acquired intensities will then be used to study the nighttime
and seasonal intensity trends of the OH airglow layer, which is also beneficial to the NOT
astronomers when planning observations of faint astronomical objects. Finally, the sea-
sonal cycle is compared with data gathered from the Sounding of the Atmosphere using
Broadband Emmision Radiometry (SABER) instrument mounted on the Thermosphere-
Ionosphere-Mesosphere Energetics and Dynamics (TIMED) satellite.

This thesis will begin with describing a few basic properties of the atmosphere and OH
airglow in Chapter 2, before giving an instrumental overview of the NOTCam in Chapter 3.
A short description of the SABER instrument and TIMED satellite is also given there.
Chapter 4 outlines the implementational procedures and data processing techniques used
for both the NOTCam and SABER data, before the results are presented in Chapter 5.
Finally, an outlook on further research and implications is given in Chapter 6 before the
thesis is concluded in Chapter 7.

The work presented here is the continuation of the author’s specialization project [14],
and some sections and results are previously presented there. Specifically, most of Chap-
ter 2, the parts concerning NOTCam in Chapter 3 and Chapter 4, and the initial results
regarding the flat fields and H band in Chapter 5.




Chapter

Theory

This chapter will cover the fundamental theory concerning the atmosphere and the OH
airglow layer that the studies described in this thesis is built upon. Section 2.1 gives a
description of the different atmospheric layers and outlines the properties of the surround-
ings of the OH layer. The main causes of variability in the middle atmosphere is mentioned
in Section 2.2 and Section 2.3 describes the photochemical dynamics of the OH layer in
greater detail and explains how the intensities and compositions of the layer can be studied
using near-infrared spectroscopy.

2.1 Atmospheric structure

The atmosphere is a mixture of gases bound by Earth’s gravity [15]. The gases interact
with each other, the Sun’s radiation and the surface of the Earth. The thermodynamic and
photochemical properties of the atmospheric gases are dependent on their altitude. That
is, the atmosphere can be divided into layers, where each layer is characterized by having
similar interaction properties. By convention, the layers are defined by their temperature
gradient [16].

The layer closest to the surface of the Earth is the troposphere. Here, the atmospheric
temperature decreases with altitude until a local minimum is reached in the tropopause
at around 15 km at equatorial latitudes. The height of the tropopause decreases with lat-
itude towards the polar regions where it as at approximately 9 km. The troposphere is
characterized by convection, cloud formation, wind, and rain. In other words, it is where
weather takes place. The troposphere is well-mixed due to high density, with heating rates
caused primarily by the surface of the Earth heating the atmosphere above. Absorption of
solar light by minor atmospheric species such as CO, also adds a small contribution to the
heating rate.

Above the tropopause, the stratosphere extends to an altitude of about 50 km. The
stratosphere is characterized by a temperature that increases with altitude until a local
maximum in the stratopause. The stratospheric heating is caused by the short-wave radia-
tion from the sun interacting with ozone, which is abundant in this layer. This is why the
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Chapter 2. Theory

temperature increases with altitude, in contrast to the case in the troposphere.

The mesosphere is on top of the stratopause. Here, since there is little absorption,
and cooling due to CO, [17], the temperature again drops with altitude. The temperature
decreases until a minimum is reached in the mesopause, which coldest region of the atmo-
sphere at an altitude of 80 km in the summer and 90 km in the winter. Even though the
atmosphere remains well-mixed through the mesosphere, this region is characterized by
very low pressure and density.

The uppermost layer is the thermosphere where temperature again rises with altitude
due to absorption of extreme ultraviolet solar radiation by O, and N,. The thermosphere
extends outwards until the pressure and density drops off to a level where terrestrial parti-
cles can no longer be detected. The mesosphere and lower thermosphere (MLT) region is
where the OH layer is situated at an average height of 88.4 km at middle latitudes [18]. A
conceptual illustration of the atmosphere is given in Figure 2.1.

Stratosphere

l | Troposphere \’

Figure 2.1: Conceptual illustration of how the atmosphere is divided into the troposphere,
stratosphere, mesosphere, and thermosphere. The OH layer is also included in red to rep-
resent the infrared glow. The yellow line qualitatively shows the temperature as a function
of altitude with increasing temperatures towards the right.




2.2 Dynamics of the MLT

2.2 Dynamics of the MLT

The dynamics of the MLT region is dominated by atmospheric tides and gravity waves.
Atmospheric tides are periodic variations in density, pressure and temperature that drives
changes the composition of the MLT. The dominating atmospheric tides in the MLT have
periods of 24 hours (diurnal) and 12 hours (semi-diurnal), but tides of other periods are also
present. Tides can be either migrating or non-migrating. Migrating tides follow the motion
of the sun around the globe, whereas non-migrating tides are aperiodic relative to the sun
and can propagate westward and eastward. Migrating tides are driven by absorption of
solar infrared radiation by water vapor in the troposphere and absorption of ultraviolet
solar radiation by ozone in the stratosphere. Non-migrating tides are generated by local
effects such as differences in tropospheric latent heat due to landmasses. Even though the
tides are generated in the lower atmohsphere, they become significant in the MLT [19].
Gravity waves are upward propagating waves that deposit momentum and energy into
the MLT region. A comprehensive review of gravity waves in the middle atmosphere can
be found in [20]. Tides and waves change the composition of the MLT on short-term and
long-term time scales. These composition changes will in turn cause variability in the OH
layer. A review of how tides and waves affect the MLT region can be found in [21].
Photochemical effects also play an important role in the composition of the MLT.
These effects are driven by photons interacting with atmospheric species. During day-
time, photons interacting with atmospheric species such as O,, O5 and H,O play a key role
in the dynamics revolved around OH production [22, chapter 2]. At night, when photons
are no longer introduced into the system, the reactions described in Section 2.3.1 takes
over and new dynamical systems occur. Towards dawn, O and O, produced by sunlight
from the east can be introduced into the system and cause drastic composition changes.

2.3 The OH layer

This section focuses on the OH layer. First, the photochemistry behind the airglow is
detatiled, before a brief overview of the spectroscopy that is relevant for this thesis is
given.

2.3.1 Photochemistry

The primary reaction responsible for the production of excited OH is given by

H+O3 - OH(U,J)"‘Oz, (21)

where H and OH are commonly written as H and OH" to specify that they are radicals,
meaning they have an unpaired electron and are highly reactive [23], or that the molecules
have some degree of internal excitation. Reaction (2.1) is exothermic leaving the OH
radical in an excited state with vibration quantum number v and rotation quantum number
J [24]. Here the J states form a fine-structure within each v state [16, Chapter 3]. Further
in this report, whenever a state v is referred to, it is also implied that this state contains
several J states. The production rate FPopy of OH in a given v state from Reaction (2.1)

5
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is given by

Pon(v) = kuyo,(v)[H][Os], (2.2)
where kyyo,(v) the v dependent reaction rate of H + O; also accounting for the branching
ratios of different v states. The brackets indicate concentrations or number densities.

There are several processes where the OH radical can react with other species in the
MLT region. One is the quenching reaction with a mediator M,

OH(v') + M —= OH(v") + M, (2.3)

where the OH molecule transitions from an initial upper state v’ to a final lower state v’
by transferring energy to the mediator. It is debated whether Reaction (2.3) happens step-
wise, that is v/ = v’ — 1 or if it is a sudden death process where the vibration level goes
directly to the lowest vibration state v"/ = 0 [25]. The removal rate Ry of Reaction (2.3),
which is equivalent to removal of OH(v") and production of OH(v"’), is given by

Ry = kon(v)+m[OH(v')][M], (2.4)

where [M] is the air density in the MLT region. If the mediator M is oxygen O, another
quenching reaction
OH(v')+O0 — O, +H (2.5)

is possible with reaction rate
Ro = kOH(zJ’)+O[OH(U,)][O]9 (26)

where the OH radical is dissociated, thus deactivating the OH cycle.
The OH radical can also undergo transitions from higher vibration states v’ to lower
states v/ by emitting a photon ~,

OH(v') —= OH(®") + 7. (2.7)

The reaction rate 2., of Reaction (2.7) is given by

R, = AY [OH(v"))], (2.8)

where Agi’ is the Einstein coefficient giving the probability of a transition v/ — v”" oc-
curring. The OH molecule is short-lived and therefore in photochemical equilibrium [12].
That is, the accumulated production of OH in state v, given by

Pon(sy + Y Ru(v/ —= v)+ > R,() —= v), (2.9)

v/ >v v’ >v

equals the accumulated loss of OH from state v

> Ry — v")+ > Ry(v — ). (2.10)
v>ov!! v>v'’
The concentration of OH in a given vibration state v can then be found by equating loss
and production, factoring out [OH(v)] from the loss terms and dividing by the remaining
factor. This yields

6



2.3 The OH layer

Pongw) + - kone)+m[OH@HIM] + 37 A7, [OH(v')]

OH(v)] = vy el . @11
[OH(v)] > AVt D0 Kou(w)+mIM] + kon(w)40[O]

v>v'’ v>v!

Additionally, at night time, the ozone in the MLT region is produced through

0O+0,+M — O;+M (2.12)
and lost in Reaction (2.1). Equating production rate and loss rate the ozone concentration
yields
ko40,+Mm[O][0,1[M]

ku+o,[H]
Combining Equation (2.2) and Equation (2.13), Equation (2.11) can be re-written as

[04] = (2.13)

k04+0,4M[O1[O]IM] + > Eonp)+M[OH@)IM] + > AV, [OH(v')]

OH(v)] = v V'S
[OH(v)] Y AV i+ D kouw)+mM] + Eon(ws)+0(O0]

v>v’’ v>v'’

(2.14)
Equation (2.14) may seem cumbersome, but upon closer inspection it becomes clear that
given comprehensive knowledge about the OH concentrations in different v states, the
constants k’s and A’s, and air density M, the concentrations of O and O, can be studied.
For OH(9) in particular, the terms including v’ in the numerator vanishes as Reaction (2.1)
only produces v states up to v = 9. Furthermore, at such high vibration levels, the loss due
to radiation is much higher than the loss due to quenching, and if these terms are neglected
Equation (2.14) simplifies to

_ ko+0,4mI[O][O,][M]
= - ,
Z AS//

v =0

[OH(9)] (2.15)

which in a more condensed manner shows the connection between the OH radical and
other key species in the MLT region. For example, Equation 2.15 can be used to deduce
concentration of atomic oxygen O, which is an important and reactive species that is diffi-
cult to measure in the MLT region.

2.3.2 Spectroscopy

An analysis of the OH(v) states can be done by applying spectrometric techniques to the
photon emitted in Reaction (2.7). Here, the reaction is rewritten slightly to specify the
importance of the fine-structure from the .J states:

OH®',J") —= OH®",J") +~. (2.16)
The photon  will appear at a wavelength A given by
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A= —— (2.17)

where h is Planck’s constant, c is the speed of light and AFE is the energy difference
between an initial upper state (v’, J’) and a lower final state (v”, .J”). Note that in spec-
troscopy, whenever a difference A is mentioned it is implied that the low energy state is
subtracted from the high energy state [26]. The photons form an emission spectrum with
spectral lines at wavelengths A corresponding to a certain vibration-rotation transition and
intensity proportional to how frequently the transition occurs.

For the OH molecule, AJ = J' — J” follow selection rules AJ = 4+1 or AJ = 0.
In spectroscopy, spectral lines originating from a transition v/ — v” with AJ = —1 is
referred to as the P-branch, AJ = +1 as the R-branch and AJ = 0 as the Q-branch [27].
For a given vibration transition (v’,v"), all the possible AJ’s will form a set of spectral
lines referred to as the (v’, v") band.

Spectral lines are labeled according to their branch and final rotation number N =
J" + s where s is spin originating from electron configuration. The OH radical exists in
two states F and F5 with different electron configurations. In state F}, the J levels are
given by 3/2 + n where n is an integer, and s = —1/2. Similarly for 5, J = 1/2+n
with s = 1/2. A sub-script is used to indicate which state a transition is from. For
example, R(2) is a spectral line in the R-branch and N” = 2 from the F state. For the
Q-branch, lines from state F; and F, will be on top of each other, and the subscript is
therefore omitted. An illustration of the vibration-rotation states and transitions is given
in Figure 2.2 and an example of a rotation-vibration band, with labeled spectral lines, is
given in Figure 2.3.

The intensity 1. ;J,':;;{” of a spectral line originating from a transiting between initial state

(v',J’) and final state (v, J") is given by

I 5 =Ny ALy (2.18)
where N,/ ;/ is the number density of OH in the initial state and AZZ’JJ,N is the Einstein
emission coefficient of the transition in emissions per second. Thus, it is possible to de-
termine the OH concentration in a given state by measuring the line intensity, since the
Einstein coefficients are known [28, 29].

Since the rotation level energies are closely spaced, collisions are effective at distribut-
ing the rotation manifold within the OH radical into a Boltzmann distribution. Thus, the
relative intensities of the transitions within a (v",v”) band are dependent on temperature,
however the total intensity of each branch is temperature independent [30, Page 126]. It
is then possible to compare the band intensities of different transitions using only the Q-
branches, henceforth denoted Q(v’, v""). Moreover, knowing the full Einstein coefficients
Al v" from one vibration state to another, the relative populations of different v states also
can be found.

As seen in Figure 2.3, the measured spectral lines are in fact not lines but broadened
Gaussian peaks centered at the wavelengths corresponding to the respective transitions. If
the line shape in the spectrum is given by a function L()), the corresponding
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Figure 2.2: Energy diagram of the (5,3) transition band from the F} state showing the
vibration and rotation levels with labeled transitions. The energy and wavelength axes are
not to scale.
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Figure 2.3: (5, 3) transition band with labeled spectral lines. The intensity is given in arbi-
trary units. For the Q-branch, the spectral lines from sub-states F; and F> are on top of each
other and the sub-script is therefore omitted.

line intensity  can be found by integrating L(\) over the wavelength interval A\ of the
peak. That is,

I:/‘LQMX (2.19)
AN

Figure 2.3 also illustrates that the Q-branch lines are close together, with a flatter part on

9
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either side. This makes it possible to use the flat parts to fit a line to the noise structure,
remove it and then use Equation (2.19) to evaluate the Q-branch intensity. For the P- and
R-branch, the lines are further apart, which makes them less ideal for this study than the
Q-branch. This methodology is discussed further in Section 4.1.5.
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Instrumentation

This chapter will provide an understanding of the properties and limitations of the in-
struments used to study the airglow trends. The Nordic Optical Telescope near-infrared
Camera and spectrograph (NOTCam) is described in some detail in Section 3.1 and the
Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) experi-
ment is briefly described in Section 3.2.

3.1 NOTCam

The main focus of this thesis is extracting and studying airglow trends using NOTCam. In
this section, an overview of the Nordic Optical Telescope (NOT) and NOTCam is given
before the data acquisition technique and some adverse effects are discussed. A description
of the data format is also given.

3.1.1 Overview

The Nordic Optical Telescope is situated at Roque de los Muchachos Observatory, La
Palma, Spain with coordinates N28°45'26.2" E17°53/6.3" and an altitude of 2382 m above
sea level. The telescope is a Ritchey—Chretien optical system including several instruments
to perform both imaging and spectroscopy [31, 32].

The Nordic Optical Telescope near-infrared Camera and spectrograph uses a slit and
a combination of a prism and grating, called grism, to separate the incoming beam into
its spectral components before being imaged on a 1024 x 1024 Rockwell Hawaii HgCdTe
pixel detector. The detector is divided into 4 quadrants, each with an independent sub-
detector differing slightly in characteristics. The instrument has a wavelength range from
0.8 um to 2.5 um and the ability to perform both high- and low-resolution spectroscopy
with different slit lengths and widths. Several filters, also referred to as bands, are available
in the low-resolution mode. In this thesis, the H, and K filters are used to extract the
intensities of the (3, 1), (4,2), (5,3), (6,4) and (9, 7) transitions. The wavelength ranges
of the two bands are given in Table 3.1 and filter shapes are shown in Figure 3.2 together

11
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Table 3.1: NOTCam low-resolution spectroscopy filters with wavelength ranges [33].

Filter =~ Wavelength range [um]
H 1.48 to 1.78
K 1.95to 2.37

with OH emission lines that are covered by each filter.

The low-resolution mode offers a spectral resolution R = 2500, which is high enough
to resolve the OH spectral lines. A slit with length 4" and width 0.6 is used. The slit size
corresponds to the angular resolution of the instrument, which means that at 90 km altitude
approximately 100 m of the sky is covered in the field of view with a spatial resolution of

100m .
1054~ 10 cm per pixel.

3.1.2 Data Acquisition

The 1024 x 1024 Rockwell Hawaii HgCdTe pixel detector consists of an array of HgCdTe
photodiodes on top of an array of Si-based circuitry for photoelectron readout. In this
configuration, each HgCdTe pixel with circuitry forms a closed loop with applied volt-
age V,, pixel capacitance C, resistance R and a reset switch .S. In its simplest form, the
photoelectron readout is done by a voltmeter across the pixel capacitor as shown in Fig-
ure 3.1. When an observation commences the reset switch is opened. Incoming photons
produce photoelectrons that will discharge the pixel capacitor leading to a voltage drop
dV = dQ/C, where d(Q) is the amount of discharge caused by the photoelectrons. Note
that the voltage V' can be read without interfering with the detector. This is referred to
as non-destructive readout. A certain amount of voltage drop dV will be registered as
an analog-to-digital unit (ADU) which can be calibrated to photon count. In reality, the
nature of the photodiode and photoelectron counter is more sophisticated than presented
here, but the above serves to explain the principle of photon detection at the NOTCam.

X

R

Figure 3.1: Concept drawing of a detector pixel circuit. A HgCdTe pixel is represented
as a capacitor C' with back-end circuitry including a reset switch .S, an applied voltage V,
and some resistance R. The circuit is designed to read the voltage V' across the pixel as
the capacitor is discharged by photoelectrons hits.

NOTCam offers two readout modes. The first, called reset-read-read mode, opens the

12
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reset switch .S then immediately reads out the voltage V. The detector is then discharged
by photoelectrons during the given exposure time before the voltage V' is finally read once
more at the end. The voltage difference between the two readouts will then be proportional
to the number of photons hitting the detector during the time interval.

In the second mode, ramp-sampling mode, the voltage V' is read multiple times during
the exposure time to reduce the noise. At the beginning of the observation, the reset
switch S is opened followed by a readout of the voltage V. Now, contrary to the reset-
read-read mode, the voltage V' is read out N times during the exposure. At the end of the
observation, the total voltage drop dV is found by performing a linear regression between
the NV samples to obtain a mean discharge rate hence reducing the readout noise by a factor
v/N. Ramp-sampling is the mode used for the data analyzed in this project.

3.1.3 Non-linearity, saturation and memory effects

Ideally, the detector would have a linear response to incoming photons, meaning that a
photon hit would always translate to the same number of ADUs. However, the detector
does, in fact, have a non-linear response which increases with the amount of discharge
d@. For small discharges the off-set is negligible, and the non-linearity will stay below
1% for ADUs below 27000. Saturation occurs for ADUs exceeding 56000 [34]. If a
bright image is recorded the illuminated pixels may still hold some persistent charge in
subsequent images. This is referred to as memory effects and may alter the data by up to
0.5 % [35].

3.1.4 Data format

NOTCam uses the flexible image transport system (FITS) for data storage. Each FITS
file contains a header and the 1024 x 1024 image with the number of registered ADUs
per pixel in the detector. In ramp-sampling mode, the image from each individual sample
is also included. The header includes relevant information about the observation, such
as time and date, telescope angle, exposure time, employed slit and sub-detector gain in
455 A comprehensive description of the FITS header used at NOT can be found in [36].
An advantage of the FITS header is that it makes it easy to develop an algorithm to scan
through the archive, look for files that satisfy certain conditions and use those in the data
analysis.

3.2 SABER

The Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) in-
strument is an infrared radiometer capable of performing limb emission scans of the
atmosphere. The instrument is mounted on the Thermosphere-lonosphere-Mesosphere
Energetics and Dynamics (TIMED) satellite, which is in circular orbit at an altitude of
625 km with an orbital inclination of 74.1°. The nodal regression rate is 720 degrees per
year [37, 38, 39].

SABER offers 10 different filters in the wavelength range from 1.27 um to 16.9 pm.
Two of the filters cover spectral ranges around 1.6 um and 2.0 um. These filters are de-
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signed for OH emission studies, and are used in this thesis for comparison and validation
of the seasonal cycle obtained using NOTCam. The filter shapes are given in Figure 3.2. It
is seen that the 1.6 pm band coincides with the H band from NOTCam, though the SABER
band does not cover the Q-branches of the (3,1) and (6, 4) transitions. The 2.0 um band
overlaps with the NOTCam K band, but has more influence from the (8, 6) transition than
the (9, 7) transition which is studied by NOTCam.

In the limb emission scan, SABER measures the volume emission rate (VER) of OH
in the two bands, and gives the altitude of the emission. On the SABER webpage [40],
data can be requested and filtered by geographical coordinates, month and year. Data
is then delivered in monthly bundles, which in this thesis is averaged to obtain monthly
intensity means. Monthly bundles for every month from 2008 to 2018 in a zonal window
from N23°45’ to N33°45 is used. The data is delivered in a Network Common Data
Form (netCDF) [41] format, which is a compact way of storing array-oriented data. Each
netCDF file holds a variety of data arrays, where indexed values in different data arrays
correspond to simultaneous measurements. That is, for given indices, the VER in the data
arrays of the two OH emission bands correspond the altitude in the altitude data array.

1 \ T \ \ \ 100
NOTCam: H SABER: 2.0 pm
a5 > SABER: 1.6 pum NOTCam: K
=081 <180
g X
4(.61 =]
aO.G* (8,6) g 7 160 '%
g (6,4) g
% 041 -140 g
= (5,3) i
S £
£ (4,2) 3
= 02r g <20
Q
| [
0 ‘ 1‘ ‘ 'l. L | H H L Rl “I\ | LTy | H H I
1.5 1.6 1.7 1.8 1.9 2 24 2.2 2.3 2.4

Wavcléngth [pm]

Figure 3.2: Filters used by NOTCam and SABER plotted together with positions of OH
airglow emission lines. The emission lines are included to visualize the transitions that are
covered by the two instruments. The line strengths are given in relative population of the
upper v state and do not correspond to relative intensity.
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Implementation

This chapter describes the data processing and implementation that is done in order to
extract the airglow intensities from the background of NOTCam data in Section 4.1 and
how the SABER data was processed in order to obtain a seasonal cycle in Section 4.2.

4.1 NOTCam

NOTCam is primarily used to study astronomical objects in the near-infrared. This section
describes how the astronomical object is removed from original image and how the airglow
emission lines are extracted.

4.1.1 Raw image

A typical raw image is shown in Figure 4.1. The x-axis is spatial dimension, that is distance
on the sky, and the y-axis is the spectral dimension where wavelength decreases with
increasing pixel number. In the raw image, each pixel in the 1024 x 1024 image is given in
ADUs. The first step of the signal processing is to divide each pixel value by the exposure
time to get the intensity in ADU/s. The image is represented as a heat map where bright
pixels corresponds to intensities.

The bright vertical line at spatial pixel ~425 is from an astronomical object confined
to one point on the sky, and the slightly curved horizontal lines are from the OH layer
extending over the whole spatial direction. The curvature is due to optical effects in the
telescope which will be corrected in accordance with the method given in Section 4.1.3.
The image in Figure 4.1 is from the H band, and the Q-branch transitions of the horizontal
OH lines are marked on the image. The raw images from the K band are in essence very
similar, except that OH lines appear at different locations.

Some unwanted features are also present the raw image. Cosmic radiation hitting a
pixel will cause to appear very bright. Another effect causing bright points in the image
are hot pixels, which is an irregularity where some pixels have exceptionally high offsets
or thermal noise that causes them to become saturated. Bad pixels are also seen as dark
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spots in the upper left corner and the “blob” at pixel coordinate (150, 500). The positions
of the bad pixels are well-known and pixel masks are available at the NOTCam webpage
[42]. The dark vertical and the bright horizontal line forming a cross in the image is caused
by irregularities at the boundary between the four sub-detectors.

Spectral dimension [pixel]

100 200 300 400 500 600 700 800 900 1000
Spatial dimension [pixel

Figure 4.1: Raw image from the NOTCam represented as a heat map where bright pixels
corresponds to high intensity. The x- and y-axes are spatial and spectral dimensions re-
spectively. The bright vertical line is a celestial object and the bright horizontal lines are
from the OH layer.

4.1.2 Dark frames

A dark frame is obtained by covering the telescope aperture and exposing the detector to
complete darkness. This image will then represent the dark current in the detector and is
subtracted from the raw image. Hot pixels are also easily identified from the dark frame
and removed from the raw image. The dark frame corresponding to the raw image shown
in Figure 4.1 is given in Figure 4.2(a). Most of the bright pixels are seen at the same
locations in the raw image and dark frame. To further illustrate the spectral properties
relating the two images, a spectrum of the raw image and dark frame is produced by adding
up the spectral pixels in the horizontal direction. The spectra are given in Figure 4.2(b).

16



4.1 NOTCam

1000
900 |
800
700
600
500 §
400

300

Spectral dimension [pixel]

200

100

100 200 300 400 500 600 700 800 900 1000
Spatial dimension [pixel]

(2)

10000 T T T T T
—— Raw image
— Dark frame

9000

1

8000

1

7000

1

6000

1

5000

1

4000

Intensity [ADU/s]

1

3000

1

2000

1

1000

0 1 1 1 1 1
0 200 400 600 800 1000

Spectral dimension [pixel]
(b)

Figure 4.2: Dark frame corresponding to the raw image in Figure 4.1. A heat map rep-
resentation is given in (a) while the raw image and dark frame is plotted together as a
spectrum in(b) by adding up the spectral pixels in the spatial direction.
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4.1.3 Image reduction

To get a good spectrum of the OH lines, the raw image is reduced in two steps. First,
the bad and hot pixels are removed from the raw image together with cosmic hits. The
pixels at the boundary between the 4 sub-detectors are also removed. Hot and bad pixels
are removed using a pixel mask, and cosmic hits are identified by removing pixels that are
brighter than certain thresholds. The dark frame is also subtracted and the vertical star is
located and removed by applying a 60 pixel wide mask over it as shown in Figure 4.3. The
star is located by scanning each vertical column, and recognizing the center of columns
that are above a certain threshold brighter that the median column of the whole image as
a star. Now, most of the single bright pixels are removed, but a few still remain. Ideally,
they would all be removed, but since the unwanted pixels are chosen by a threshold value
there is a trade-off between removing hot pixels and at the same time making sure the OH
lines are not mistaken for cosmic hits. Consequently, a few bad pixels may be present in
some of the images used and could introduce a small error if they appear to be on top of
an OH line.

1000
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500 [
400

300

Spectral dimension [pixel]

200

100

100 200 300 400 500 600 700 800 900 1000
Spatial dimension [pixel]

Figure 4.3: Raw image in Figure 4.1 after subtracting the dark frame in Figure 4.2(a),
masking out the star and removing hot and bad pixels.

The second step in the image reduction is to linearize the curved OH lines. This is done
in accordance with [43] making a transformation (x,y) — (z,y’) from a frame where the
OH lines are parabolic to a frame where they are linear. Here x and y are spatial and
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spectral pixel respectively. The linearization equation is given by

/

Y =y+(x—p)?-po, (4.1)

where the coefficients p; and p» are found experimentally in [44] and given in Table 4.1.
The linearized image is given in Figure 4.4. An unfortunate effect of the linearization
process is the that last 24 pixels in both dimension are lost.

Table 4.1: Linearization coefficients.

Coefficient Value
P1 465
Pa 3-107°+5.3-107%. Y
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100 200 300 400 500 600 700 800 900 1000
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Figure 4.4: Linearized image.

Now that the image is cleaned and linearized, the spectrum can be obtained by adding up
the intensities of each row in the spatial direction. The sum of removed pixels within a
given row, S,, varies from row to row. This is accounted for by assuming that the OH
layer is constant within the field of view, and multiplying each row by a factor %.
This yields a spectrum with intensity in units of ADU /s as shown in Figure 4.5.
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Figure 4.5: Uncalibrated 2D spectrum in the H band.

4.1.4 Calibration

The pixels along the spectral axis in Figure 4.5 can easily be calibrated to wavelengths, as
the OH spectrum is meticulously studied and that wavelengths A\ of each peak are well-
known and catalogued [3]. Calibration is then done by adopting the method developed in
[44, Section 5.2.2], where the spectral pixel number of a peak is identified and combined
with the known wavelength of that peak to form several wavelength-pixel pairs which is
used to perform a polynomial fit to compute a pixel to wavelength function. The resulting
wavelength-pixel function is predominantly linear, with a small non-linear correction.

Converting the detector response C'(pixel) in units of ADU/s/pixel to intensity emit-
ted from OH layer in units photonss ! sr~! m~2 um~! is done by obtaining the detector
response of a calibration lamp of known spectral radiance L(\) that covers the field of
view of the telescope. Such measurements are called flat fields and are normally used to
correct for the relative differences in spectral response across the detector. In the follow-
ing, a method using the flat field for absolute intensity calibration is presented.

The whole system with telescope, aperture, slit, grism, filter, and detector can be con-
sidered as a filter with input L(\), output C'(pixel), and response function R as shown in
Figure 4.6. Here, L(\) is the spectral radiance, in units photonss ™t st ™' m~2um~1, of a
known source subtending the full solid angle of the field of view, and C'(pixel) is detector
output spectrum in units ADU /s as a function of spectral pixel for the known source.
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L(\) s C'(pixel)

Figure 4.6: NOTCam as a simple filter structure where L(\) is the spectral radiance of a
source subtending the full field of view, C(pixel) is the output given in the final image and
R is a response function relating the input and output.

The response function R will then relate the two through

C'(pixel)

=T

4.2)

and is found by illuminating the telescope using a Halogen lamp of known colour temper-
ature 7' = 3200 K. The input radiance L () is then given by

2-10'8 1
S VR Ti Ta [photonss ™! sr™' m™? pm ™" (4.3)
(& AT —

L(\)

where h, ¢ and k are given in Table 4.2 and 7' is the colour temperature of the Halogen
lamp.

Table 4.2: Constants and units used in Equation 4.3.

Symbol Name Value
h Plack’s constant 6.626 0693 x 10734 W2
c Speed of light 2.99792458 x 103 ms~!

k Boltzmann’s constant 1.380658 x 10723 JK—1

The detector output spectrum C'(pixel) of the known source is obtained by following
the data processing steps given in this chapter and the response function R is found using
Equation 4.2. With the assumption that the detector system does not change, any mea-
sured spectrum C'(pixel) of a an unknown source subtending the full field of view can be
converted to spectral radiance L(\) using

C'(pixel)

R )
since both C(pixel) and R are known. As discussed in Section 5.1.2, this method for
an absolute calibration is limited by the accuracy to which the absolute intensity of the
calibration source is known. However, it is still a reliable way of obtaining the relative
spectral response of the detector.

As a final step in the intensity calibration, the Van Rhijn effect [45, Page 534] is ac-
counted for by dividing the intensity by the airmass. This is done to account for the fact
that if the telescope is at an elevation angle 6 relative to the horizon, the observed path
length through the airglow layer increases, which will make the glow appear brighter. By
dividing by the airmass, approximated to

L)) = (4.4)

airmass ~

4.5)

sin’
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the intensity is normalized to zenith and intensities measured at different telescope ele-
vations can be compared. This approximation assumes a flat earth and an airglow layer
of constant thickness. It is also assumed that the observed OH emission lines are not
mitigated through atmospheric extinction and absorption.

4.1.5 Final spectrum

Now that the spectrum is calibrated, as shown in Figure 4.7, the intensities of the Q-branch
is determined by locating the peaks associated with a transition, and assuming the shape
of the noise floor on each side of the branch is continuous through the peaks. Then a line
is fitted between the noise floors on both sides and subtracted from the branch. Finally,
the intensity of the Q-branch peaks is integrated numerically using a Riemann sum. This
is done for the Q(3, 1), Q(4,2), Q(5, 3) and Q(6, 4) transitions in the H band, and Q(9, 7)
transition in the K band.

For the noise floor shape, it was found that 2nd and 3rd degree polynomial fits both
gave accurate fits for the samples with high signal to noise ratio, but made less accurate
fits for the low signal to noise ratio samples. However, after inspecting several samples, it
appears that when the 2nd degree fit results in an overestimation, the 3rd degree fit gives
and underestimation, and vice versa. Therefore, the integration process was done with both
the 2nd and 3rd fit and the resulting intensity is determined using the mean of the two. This
also provides a basis for error estimation using the standard error of the two intensities.
Figure 4.8 shows how the noise floor shape is found using the curve fits together with how
the integration area is chosen.

Another error estimation was made based on the standard deviation o of the noise on
each side of the Q-branches after subtracting the noise floor shape. If o is assumed to be
constant within the integration area, the expected error of each intensity value and further
the expected error of the integrated intensity can be approximated. The Riemann sum is
given by

N
=) I -dx (4.6)

i=1
where [ is the integrated intensity, /V is the number of pixels resolving the peak, d\ is the

wavelength range of a pixel and I; is the value of the spectrum at pixel ¢. The error 67 is
then estimated using the principle of Gaussian error propagation, in this case given by

4.7)

where 01; is the uncertainty of each I; which is assumed to be equal to ¢. Equation (4.7)
is then reduced to

61 = od\VN. (4.8)

Finally, the largest of the error estimate made using the difference of the two noise floor
fits and the error estimate made using Gaussian error propagation was used as the final
error estimate for the given sample.
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Figure 4.7: Calibrated H band spectrum (a) and K band spectrum (b).
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Figure 4.8: Noise floor fit of the Q-branch for the transitions in the I and K band. The
vertical dashed lines mark the Q-branch and integration area. The red line is the 2nd degree
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4.1.6 Note on dark frames and flat fields

The data processing techniques discussed so far in this chapter rely on having dark frames
and flat fields taken the same night as the observation. For the dark frames, not only
should they be from the same night, but they should also be imaged with the same ramp-
sampling mode as the raw 1image. That is, they should have the same number of readouts
and exopsure time per readout, as described in Section 3.1.2. Dark frames and flat fields
that satisfy these conditions are hereafter referred to as proper or specific dark frames and
flat fields, but they are not always available when the whole data set from 2008 to 2016 is
considered. An analysis was therefore performed to see whether a mean of all available
dark frames and flat fields, referred to as a master dark frame and master flat field, could
be used as a substitute when proper dark frames and flat fields were missing.

4.1.7 Automation

So far, the data reduction steps for a single observation is given. It requires having a
dark frame, a flat field, and locating the Q-branch peaks for integration. This is easily
done by hand for a single observations, but when there are hundreds of samples, selecting
dark frames, flat fields and integration areas by hands becomes infeasible. Therefore, an
algorithm was constructed that automatically scans through the archive and autonomously
selects dark frames, finds the Q-branches and integration areas and outputs the intensities
and time of observation for each sample. The rest of this section is a short introduction to
the developed algorithm and will be relevant primarily for readers desiring an introduction
to the coding framework before adapting and advancing it. A repository with all files used
is available in [46].

First, two lists of the file names of FITS files containing raw images in the H and K
band were created by implementing a function that scans through the archive and reads the
FITS header of every file. From the FITS header of each file, the filter can be determined,
and files that are imaged using spectroscopy, and are not dark frames or flat fields, are
identified as raw images of astronomical objects and added to its respective list. Dark
frames and flat fields will have keywords such as “dframes”, “Ha”, “Halogen” and “flat”
and are easily identified.

Secondly, the intensities where extracted by implementing a function that scans through
those lists of raw images. The night of observation and ramp-sampling mode is extracted
from the FITS header, and used to check of if there are any dark frames available from that
night with the corresponding ramp-sampling mode. If there are, the mean of the available
dark frames is used to subtract the dark current from the raw image. If there are no proper
dark frames available, a master dark frame is used as a substitute. Very few flat fields were
available for both the H filter and K filter. Therefore, a master flat field was created by
taking the mean of all available flat fields for the H filter and K filter respectively. The
raw image is then processed in accordance with the image reduction steps describer earlier
in this chapter.

The third step is locating the Q-branches and performing the numerical integration.
This is done by realizing that the peaks appear at roughly the same pixel numbers for all
samples, and using a peak location function in that range. The dispersion of the detector is
also constant. That means that a given wavelength range will have a constant pixel range.
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Chapter 4. Implementation

Thus, if it is known that the wavelength of the Q(1), that is the most prominent Q-branch
emission line, of the (3, 1) transition is at a certain pixel number, the integration range of
the Q(3,1) can be set relative to that pixel. The Q(1) of the other transitions in the H
band, and their integration ranges, can also be set relative the the pixel number of the Q(1)
of the Q(3, 1) transition. Thereafter, the noise floor fit lines showed in Figure 4.8 were
implemented. The flat areas on either sides of the Q-branches were used, and the specific
noise floor fit ranges where also set relative to the identified pixel number of the most
prominent peak. Pixel numbers were emission lines from other atmospheric species occur
are identified by inspecting samples with long exposure time, and can then be skipped by
the line fit functions. The procedure in the /& band is in essence identical.

Finally, the integrated Q-branch intensities can be outputted together with a time stamp
in coordinated universal time (UTC). The time stamp is collected from the FITS header,
and is straight-forward to convert to local solar time, hours past sunset or other time de-
pendent parameters based on the geographical coordinates of the NOT and the time of
year.

4.2 SABER

The monthly netCDF file contains data arrays holding the OH emission rates and corre-
sponding altitudes. As the filter shapes from Figure 3.2 are already accounted for when the
data is delivered, no processing is needed for the raw data. The arrays are formatted such
that each column corresponds to a vertical scan of the atmosphere. When the data was
acquired from the SABER webpage, it was pre-filtered to only contain nighttime observa-
tions in the latitude range from N23°45’ to N33°45’, but including all longitudes. In other
words, a zonal nighttime mean. Data from every month of the year in the 11 years from
2008 to 2018 was used, and the months were combined to obtain a seasonal cycle of the
airglow intensity. It was assumed that by combining data from the 11 years, each month
would have an unbiased distribution of observations. More precisely, it is assumed that the
observations are evenly distributed over the selected latitudes and longitudes, and that all
local solar times are well represented. This was not checked explicitly, but it can be done
by converting the orbit parameters that are available in the netCDF file to geographical
coordinates and local solar time.

As each column in the data arrays correspond to a vertical scan of the atmosphere,
the mean monthly vertical profile of the airglow VER in the 1.6 pm and 2.0 um bands
can be obtained by taking the mean of each row in the data arrays. This results in three
columns. Two VER columns and one column with corresponding altitudes which repre-
sent the the mean values of that month. This is possible because each row correspond
to approximately the same altitude above a fixed geographical coordinate. An example
of such a mean monthly vertical profile is given in Figure 4.9. In order to transform the
profile into a quantity than can be compared with the NOTCam measurements, the OH
volume emissions rates were integrated along the altitude. The result will then be in units
of ergs cm~2 s~ !, which can be interpreted as surface brightness and is proportional to the
NOTCam intensities.

The final product is then monthly intensity means from 11 years. The mean of the
respective months from all available years are used to obtain the seasonal cycle, and the
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Figure 4.9: SABER OH vertical emission rate (VER) as a function of altitude for the
1.6 pm and 2.0 pm band. The pictured profile is the mean monthly profile from May
2013, from a 10° zonal mean centered at N28°45’.

standard error of the mean is used as an error estimate for each month. As the intensity
units of SABER and NOTCam are not identical, albeit proportional, the seasonal cycles

are analyzed by looking at the percentage deviation from annual mean (PDFAM), given
by

monthly intensity

PDFAM = < — 1> -100%. 4.9)

annual mean intensity
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Chapter

Results and discussion

In this chapter, the results are presented and discussed. First, an initial discussion and
analysis of the assumptions made regarding the dark frames and flat fields is given, be-
fore an inspection of the acquired Q-branch intensities in the /I and K band. Thereafter,
the resulting airglow trends are presented, before a discussion on the impact of including
observations with high airmasses is given.

5.1 Initial data validation

This section provides a preliminary analysis of the dark frames, flat fields and extracted
Q-branch intensities.

5.1.1 Dark frame analysis

A plot of all the dark frame spectra is given in Figure 5.1(a). As the detector is cooled
with liquid nitrogen and is assumed to remain constant, the dark frames were expected to
yield stable spectra without considerable deviations from spectrum to spectrum. However,
Figure 5.1(a) shows that this is not the case. The spectra do vary in overall intensity,
though the general shape seems to be constant even though there are a few exceptions.
The relative intensity development of the dark frames is plotted in Figure 5.1(b). There is
no apparent correlation between intensity and time, and the dark frames show erratic and
unpredictable characteristics.

In conclusion, the dark frames vary a lot between nights and only dark frames taken
the same night as the observation should be used to subtract the dark current. However,
as the general shape of the dark frames remains constant, an analysis was carried out to
check if a mean of all the dark frames, also referred to as a master dark frame, can be
used to approximate the dark current and identify hot pixels for observations where dark
frames taken the same night with the same ramp-sampling mode, referred to as proper
dark frames, are missing. In order to estimate the relative error introduced when using
a master dark frame instead of a proper dark frame, intensity readings of samples where

29



Chapter 5. Results and discussion

%107

Intensity [ADU/s|
Intensity [a.u.]

b

100 260 300 74b0 500 600 %00 800 900 1066 2009 2010 2011 2012 2013 2014 2015 2016
Spectral dimension [pixel] Time [year]
(a) Dark frame spectra. (b) Dark frame intensity.

Figure 5.1: Spectra (a) and intensity development (b) for all available dark frames.

proper dark frames exist where compared with the corresponding intensity readings of the
same samples when a master dark frame was used instead.
The relative difference between the two intensities, given by

Intensity using master dark frame

Relative difference = - - —
Intensity using proper dark frame

1, (5.1)

will then be an estimate of the relative error that must be accounted for when using a master
dark frame. Figure 5.2 shows the distributions of relative difference plotted together with a
normal distribution fit. For the H band, the Q-branch intensities of the (3, 1), (4,2), (5, 3)
and (6,4) transitions are used, and for the K band the Q-branch intensity of the (9,7)
transition is used.
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Figure 5.2: Relative differences between intensities obtained with proper dark frames and
a master dark frame for the H and K band. The bin widths are different in the two plots, so
the bar heights cannot be compared. However, the normal distribution fits are comparable.
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5.1 Initial data validation

The relative intensity differences between samples using the proper dark frame and the
master dark frame appear to form a narrower and taller normal distribution centered around
0. There are a few outliers at relative differences above 50 %. For a statistical analysis,
Table 5.1 states the standard deviation, mean absolute deviation and root-mean squared
deviation of the two distributions. The mean absolute deviation is obtained by taking
the absolute value of the relative differences and finding the respective averages of those
differences for the two distributions.

Table 5.1: Standard deviation STD, mean absolute deviation MAD and root-mean-square
deviation RMSD of the relative difference distributions.

STD MAD RMSD
Hband | 0.14 0.06 0.15
K band | 033 0.18 0.34

As the distribution of relative differences is taller and narrower than the fitted normal dis-
tribution, the standard deviation and the RMSD are probably over-estimates of the relative
error accumulated when using a master dark frame. Thus, the mean absolute error is used
as an error estimate. Consequently, a relative error of 6 % and 18 % is added to the H and
K filter intensities, respectively, when the master dark frame had to be used.

5.1.2 Flat field analysis

The flat fields used to obtain the response function of the telescope are critical for intensity
calibration. With the assumption that the detector and telescope remains constant the flat
field spectra should also be constant. A plot of all available flat fields in the H and K band
is given in Figure 5.3(a) and Figure 5.3(c). It is clearly seen that the spectrum does vary in
overall intensity, though the shape remains constant. To check the time dependency of the
intensity variation, the intensities per spectral pixel were added together to get a number
representing the total intensity of the respective flat fields, which are plotted versus time in
Figure 5.3(b) and Figure 5.3(d). The total intensity variation seems to be random in time,
though the H and K intensities appears to be somewhat connected.

It is thus concluded that the flat fields should not be used for absolute calibration, as it
is unlikely that the detector response varies randomly. However, as the shape is preserved,
the flat fields serve well as a relative calibration for the detector response. All intensities
reported in this thesis should therefore be read as relative intensities in arbitrary units
(a.u.). The fact that intensities obtained by using the flat fields as a means of absolute
intensity calibration gave intensities several orders of magnitude larger than than found in
for example [3], [47] and [48] is also a strong indication that the flat fields should only be
used for relative intensity calibration.

A mean of the flat fields in Figure 5.3(a) and Figure 5.3(c) were used to create two
master flat fields for the H and K band. It is further assumed that the total intensity of
the H and K master flat fields represent the detector under the same conditions, such that
the intensities of the H band and K band can be compared, even though they are given
in arbitrary units. This assumption is largely based on the qualitative similarities of Fig-
ure 5.3(b) and Figure 5.3(d). An estimate of the quantitative accuracy of this assumption
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Figure 5.3: Flat field spectra and intensity development over time for in the H and K
band.

has not been made, and comparisons between the (3, 1), (4,2), (5, 3) and (6, 4) transitions
in the H band relative to the (9, 7) transition in the K band should be made with caution.
However, the intensities of the transitions within the H band can be evaluated relative to
each other with greater certainty as they are calibrated using the same master flat field.
Reasons for why the flat fields vary and yield absolute intensities that are too high
could be that for the calibration to work it is assumed that a source of known black-body
temperature is subtends the whole field of view and aperture of the telescope, though in
practice, a Halogen lamp in the observatory shines light which is diffusely reflected from
the ceiling down onto the telescope system. It is likely that the reflectivity of the ceiling
is less than 1. Additionally, if the reflection is not fully diffuse, the full field of view
will not be filled. Consequently, the light received can be much lower than assumed in
Equation (4.3), which will result in a response function that is too low and ultimately
cause an overestimation of the unknown source using Equation (4.4). Any change in the
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5.1 Initial data validation

in the environment inside the observatory will also lead to changes in how the light is
reflected and absorbed on surfaces and equipment. The fact that the intensity fluctuations
in Figure 5.3(b) and Figure 5.3(d) appear random in time, but connected with each other
is further evidence that the surroundings affects the measurements here. If measurements
in the H and K band are taken in similar time periods this is a behavior that could be
expected.

5.1.3 Initial inspection of Q-branch intensities
H band

A total of 442 observations in the time frame from 2008 to 2016 were used to analyze the
Q-branch intensities of the (3, 1), (4,2), (5,3) and (6, 4) transitions which are present in
the H filter band of the NOTCam. The whole data set is presented in Figure 5.4. The most
important features to note from Figure 5.4 is that there are large gaps between observations
and that the intensity variations during single observation nights are of the same magnitude
as any indication of long-term variations.
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Figure 5.4: Q-branch intensities of the (3,1), (4,2), (5,3) and (6,4) transitions plotted
over time without error bars.

Figure 5.5(a) and Figure 5.5(b) show the intensity variation for two nights. Notice the
relatively steep intensity increase towards sunrise in the latter. There are two main conclu-
sions to be drawn from these plots. Firstly, due to the high variability for each night, it is
evident that having a good distribution of data for all hours of the night is needed to accu-
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Figure 5.5: Intensity development for two nights plotted with error bars. Notice the large
magnitude of the variation in (a) and (b) and the sharp increase in intensity towards dawn
in (b).

rately study long-term trends in intensity. Secondly, there is clear coherence between the
intensity variations of the different transition bands (v’, v""). They rise and fall with each
other, and seem to maintain a constant ratio. This indicates that meaningful information
regarding the OH layer can be extracted from the background of the NOTCam spectra.

The coherent behavior of the relative intensities of the four bands is further highlighted
when the intensities are plotted as a function of observation number, or index, instead of
time as in Figure 5.6. The index will be strictly increasing with time towards the right, but
not linearly. Nevertheless, the general structure of the OH band variance is shown, and it
is again seen that the different Q-branch intensities follow each other in an orderly fashion.
In order to visualize the uncertainty of the intensities, a highlighted range of Figure 5.6(a)
is given with error bars in Figure 5.6(b). The correlation between the relative intensities are
once more confirmed, though there are some irregularities. In Figure 5.6(b) it is seen that
the intensities are often regular with relatively small error bars, but some samples have
higher uncertainty, as seen especially for the Q(6,4) intensities after observation index
300. Reasons for the high uncertainties could be short exposure times, lack of proper dark
frames or an irregular background noise structure that is difficult to subtract accurately.

The different Q-branch intensities in the H band were divided by the Q(3,1) band
intensities and plotted in Figure 5.7 to analyse the relative intensities. There appears to
be a trend towards the Q(6, 4) band being the most intense, followed by Q(5, 3), Q(4, 2)
and finally Q(3, 1). However, large deviations are also observed and it is not clear whether
the ratio I(, ) /1 (3,1) 18 constant or fluctuating. It is also seen in Figure 5.7(b) that large
deviations from the ratio trends are associated with large error bars. Another argument to
be made is that the regions where the intensity ratios are constant correspond to times when
the species involved in Equation (2.14) are in some steady-state or equilibrium relative to
each other. Ratio fluctuation, on the other hand, could then be a result of the fluctuations
in for example atomic oxygen O which has a v dependent quenching rate.
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Figure 5.6: Q-branch intensities as a function of observation index. The full set of obser-
vations is given in (a) and highlighted range is given in (b) with error bars to indicate the
uncertainty of the data.
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Figure 5.7: Relative intensities I, ,1) /1 (3,1) as a function of observation index. The
whole data set is plotted in (a) and a selected range is plotted in (b) with error bars.

Table 5.2: Q-branch intensities relative to Q(3, 1) calculated using a weighted mean of the
full data set.

Transition Relative intensity [ /], Q3,1)]

Q(4,2) 1.082 £ 0.001
Q(5,3) 1.1399 = 0.0001
Q(6,4) 1.216 + 0.002
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Based on Figure 5.7, a weighted mean of the Q(6,4), Q(5, 3) and Q(4, 2) intensities rel-
ative to Q(3, 1) was calculated with weights w = #. The results are given in Table 5.2
and show that there is indeed a trend where the (6, 4) transition is the strongest, followed
by (5,3), (4,2) and (3, 1). Similar results are reported in [24], [49] and predicted in [50],
though the relative intensities in previous findings are consistently up to 20 % larger than
the results presented here. The reason behind this apparent systematic error is unclear, and
could in fact be attributed to latitude variations in the airglow intensity. Additionally, a
nightly change in the relative intensities is found in [51] where the (3, 1) and (4, 2) tran-
sitions would be the brightest in the few hours after sunset before a turnover happens and
the (6,4) and (5, 3) become the two brightest around midnight. In conclusion, definite
comparisons with literature cannot be made without extensive knowledge about sample

distribution throughout the night and integration times.

K band

For the K band, a total of 735 samples in the time range from 2008 to 2016 were used to
study the Q(9, 7) intensities in the K band. A look on the sample pool plotted versus time
is given in Figure 5.8 and two example nights are shown in Figure 5.9. As in the H band,
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Figure 5.8: Q-branch intensities of the (9, 7) transitions plotted over time without error
bars. The intensity is plotted in arbitrary units, but is comparable to the intensities in the
H band.

it is seen that the K band data is scattered and of high variability. The intensity scale is in
arbitrary units, but assumed to be comparable to the intensities in the H band. Upon first
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look it is therefore possible to see that the Q(9, 7) is less intense than the Q(3,1), Q(4, 2),
Q(5,3) and Q(6,4). As for the H band intensities, a plot of the Q(9,7) intensities as a
function of index is included in Figure 5.10(a). The indices of the K band observations will
not correspond to the indices of the H band observations. Figure 5.10(a) the same overall
structure as seen in Figure 5.6(a). The highlighted range in Figure 5.10(a) is chosen to
show the variability in intensity and uncertainty of the K filter data.
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Figure 5.9: Two example nights for the Q(9, 7) intensity with error bars.
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Figure 5.10: Q-branch intensities of the (9, 7) transition in the K band as a function of
observation index. The full set of observations is given in (a) and highlighted range is
given in (b) with error bars to indicate the uncertainty of the data.

Overall, the extracted Q-branch intensities from both the /7 band and K band appear valid
and suitable for studying the nighttime cycle and seasonal cycle of the OH airglow. How-
ever, comparisons between the H band intensities relative to the K band intensities should
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be made with caution due to the assumptions made related to the flat fields. Nonetheless,
the shapes of the cycles can be studied with more accuracy.

5.2 Colour maps

First, the intensity development in the /7 and K band is visualized as colour maps, where
intensity is plotted versus local solar time for each month, in Figure 5.11. This was done
for the H band by adding up the Q(3,1), Q(4,2), Q(5,3) and Q(6,4) intensities, and for
the K band by using the Q(9, 7) intensity. Thus, the H band uses intensities from across
the band width, creating a good basis for analysing the average intensity of the whole band.
For the K band, only the Q(9, 7) is used, resulting in a less reliable basis for interpreting
the intensity of the whole band, as emission lines from the P-branch of the (8, 6) are also
present in the band [3].
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Figure 5.11: Colour maps showing intensity versus local solar time for each month for the
H band, in (a) and (b), and K band, in (c) and (d). The plots on the left are resolved in
hours on the y-axis and months on the x-axis. Areas where no observations are available
are given in black. The plots on the right are interpolations based on the plots on the left.
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5.3 Seasonal cycle

Figure 5.11(a) and Figure 5.11(c) shows the data available in the NOTCam archive. Times
where no observations are available are given in black. For the H band, February, March,
April, July, August and December stands out as having observation for only a small frac-
tion of the night, where December is missing altogether. December is also missing in the
K band, and February is not well-represented.

Figure 5.11(a) and Figure 5.11(c) clearly reveal that the NOTCam data is scattered and
that having more observations covering larger parts of the night could lead to significant
improvements in the reliability of the results presented in this thesis. An interpolation of
the data was made by repeating the data matrix three times in the x and y direction and
employing an algorithm called “Inpaint NaNs” [52] that fills in the missing data based
on the data points surrounding each NaN value. The data matrix in the center was then
extracted and plotted with contour lines as shown in Figure 5.11(b) for the H band and
Figure 5.11(d) for the K band. Both plots show a tendency towards a semi-diurnal in-
tensity cycle that is more prominent during the winter than during the summer. This is
consistent with the semi-diurnal tide that is present in the MLT region, which also has
greater amplitude in winter than summer [53, 54, 55]. The contour plots are interpolated
from sparse data and should be interpreted with caution. However, the fact that a semi-
diurnal cycle is seen and is in accordance with other studies at similar latitudes suggests
that intensities and trends obtained in this thesis are reliable.

5.3 Seasonal cycle

The seasonal cycle was obtained in two ways. In the first procedure, shown in Fig-
ure 5.12(a), a mean of all the intensities within a given month was used. The second
method used a weighted mean of all the intensities within a given month, where w = 5%
was used as weights. The result is shown in Figure 5.12(b). The standard error of the mean
for each month is indicated by error bars in both plots.
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Figure 5.12: Seasonal variation of the Q-branch intensities found using a monthly mean
(a) and a monthly weighted mean (b). Data from several years are combined. The error
bars represent the standard error of the mean for each month.
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Data from multiple years are used for both the monthly means and weighted means. This
is done because the data is too scattered within each year to compare the intensities from
year to year. This is seen in Figure 5.13. By combining data from all available years there
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Figure 5.13: Distribution of observations per day of year for each year for the I band in
(a) and K band in (b).

is a better foundation for calculating the average intensity for each month and produce a
seasonal cycle. Figure 5.14 shows the number of observations used for each month after
inter-annual combination of data. Some of the months stand out as having few measure-
ments, namely February and December for both bands, March and August for the H band
and April for the K band. It is also clear from the data distributions that some months
contains measurements exclusively from certain years. As the yearly average of the air-
glow intensity varies with the solar cycle, this could lead to a systematic error for those
months. Figure 5.13 also shows that the monthly averages could in some cases be based
on just a few nights or even single nights for some months. A monthly average that is
based on a just a few nights may hold more uncertainty than what is showed by the error
bars. Ideally, Figure 5.13 would be filled with data points, so that each monthly average
would be based on a large number of observations evenly distributed across the month,
and so that seasonal cycle could be compared from year to year to study the impact of the
solar cycle on the airglow layer. This cannot be done with the scattered distribution of the
data available. However, if the impact of the solar cycle is small compared to the seasonal
cycle of the airglow, the results presented may still be significant, at least when just the
trends are interpreted rather than the absolute intensities.

Both methods produce a seasonal cycle that appears to be semi-annual, with a local
maxima early-winter and early-summer and local minima late-winter and late-summer.
This is in agreement with previous findings [56] where a similar cycle was found for the
(9, 3) transition. It is also consistent with simulations made in [57] which is discussed
more in Section 5.6. A tendency towards a semi-annual cycle for (3, 1) and (4, 2) transi-
tions was also found in [49]. The fact that the differences between the means and weighted
means are larger than the error bounds indicate that the data set is associated with high
uncertainty and variance. Some months may also be under-represented. However, the
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Figure 5.14: Number of observations in the / and K band for each month.

general shape is similar when using means and weighted means. A peak in the winter and
a peak in the summer is present, though the Q(9, 7) intensity has more sporadic ascents
and descents. In the following, the seasonal cycle obtained using monthly means has been
emphasized over the cycle obtained using weighted means.

5.4 Nighttime cycle

The nighttime variation of the OH layer intensity in the /' and K band is plotted versus
local solar time and hours past sunset in Figure 5.15. NOTCam data from all months and
years are combined and binned into local solar times and hours past sunset. The mean of
those bins are used to calculate the intensity, and the error bars signify the standard error of
the mean. Figure 5.15(a) and Figure 5.15(c) are resolved in hours, whereas Figure 5.15(b)
and Figure 5.15(d) are resolved in half-hours. The hourly averaged plots show a pattern
with a maximum before midnight, a minimum shortly after midnight and an increase to-
wards dawn. That is a semi-diurnal cycle for the airglow intensity. The halt-hour resolved
plots reveal more variability.

As mentioned in Section 2.2, there are mainly two effects that drive the nighttime
trends in the MLT region: atmospheric tides and and photochemistry. Migrating tides fol-
low the sun, and should thus appear as features when airglow intensity is plotted against
local solar time. It is apparent from Figure 5.15(a) that a minimum takes place at 02:00
LST for the H band and 01:00 LST in the K band. Planning observations of faint as-
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Figure 5.15: Mean nighttime variation in the H and K band. The plots in (a) and (b)
are intensity versus local solar resolved in hours and half-hours, respectively. (c) and (d)
shows intensity versus hours past sunset resolved in hours and half-hours. The results are
produced using hourly and half-hourly averages of all available data from NOTCam from
2008 to 2016, thus averaging seasonal variations in the nighttime cycle.

tronomical objects in the near-infrared at those hours may therefore be optimal for as-
tronomers using the NOTCam. The nighttime cycle is obtained by averaging the whole
year, which could be unfortunate as [56] reports a nighttime cycle that appears to change
drastically dependent on season for some observatories. However, for most observatories,
the nighttime cycle does not change much dependent on season, though the amplitude of
the cycle appears to be smaller in the winter than in the summer. This is consistent with
literature mentioned in Section 5.2.

Photochemical effects are driven by sunlight. At nighttime, the absence of the sun
leads to the reactions described in Section 2.3.1 taking over and new dynamical systems
taking place. Changes in the OH airglow intensity caused by these effects should depend
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5.5 Removal of seasonal cycle

on time after sunset, leading to such features emerging in the hours past sunset plots in
Figure 5.15(c) and Figure 5.15(d). The most prominent features seen is the peak at 4 hours
past sunset, the minimum from 7 to 9 hours past sunset in H band and 6 to 7 hours past
sunset in the K band, and the increase towards dawn in both bands. This increase towards
dawn could be due to O and O, produced by sunlight leaking from the east when the day
approaches.

However, as the duration of the night does not change much at the latitude of the NOT,
interpreting the nighttime cycle in terms of local solar time or hours past sunset is not
going to yield very different results. Therefore, it is difficult to say with certainty whether
a feature is caused by photochemical or tidal effects. Such analyses are easier done at
higher latitudes where the local solar time and hours past sunset are not so similar. In the
following, trends are given only in terms of local solar time, as the hours past sunset results
will be very similar.

5.5 Removal of seasonal cycle

A plot of the nighttime cycle is also produced after removing the seasonal cycle from each
data point. This is done by repeating the monthly mean seasonal cycle in Figure 5.12(a)
three times, applying a cubic spline interpolation to the five Q-branch intensities, and
extracting the interpolation in the center. Subsequently, a change of variable from month

m to night of year n m

T 12
was performed. The resulting spline interpolations are shown in Figure 5.16.
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Figure 5.16: Spline interpolation used to remove the seasonal cycle from the H band and
K band data.
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In doing so, an average intensity as a function of the night of year of the intensity measure-
ment was obtained for each transition. This was then subtracted from measured intensities,

IntenSltySeason removed — IntenSltyOriginal - Il’ltenSltySeasonal interpolation» (5 3)

and plotted in Figure 5.17. This procedure mitigates biases caused by sampling at certain
nights of the year. For example, if all intensities measured at 02:00 LST where from a
month where the seasonal cycle is at a minimum, that hours would be superficially low
in the nightly variation plot. The procudre also highlights variations rather than static
intensity differences between the transition. The y axis in Figure 5.17 shows the mean
nightly intensity variation, in arbitrary units, from the mean intensity of each night. The
mean monthly seasonal cycle from Figure 5.12(a) was used rather than the weighted mean
in Figure 5.12(b), and the x axis is local solar time resolved in hours. The same pattern
emerges for all five transition intensities, with a decrease after sunset, a local maximum
between 21:00 LST and 23:00 LST, a local minimum between 01:00 LST and 02:00 LST
before a rise in intensity occurs towards dawn. Some differences in the pattern from Fig-
ure 5.15(a) are seen. Mainly that the decrease after sunset is more prominent, and that the
(3,1), (4,2) and (5, 3) transitions show more variability around the midnight maximum.
The sharp decrease in the (6,4) transition is also a new feature not seen in the previous
plots. The (9, 7) transition does not change much, which is an indicates that the K band
observations are evenly distributed over the years and nights.
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Figure 5.17: Mean nightly intensity deviation from the mean of each night as a function of
local solar time. The intensity is in arbitrary units and the time axis is resolved in hours.
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5.6 Removal of nighttime cycle

5.6 Removal of nighttime cycle

An adjusted plot of the seasonal cycle was produced by removing the mean nightly vari-
ation from the mean of the night in Figure 5.17 from the measured intensities. By doing
this, the nighttime variability of the OH layer should be cancelled out, and any variation
left in the data should be caused by seasonal effects such as long term tides and any effects
summer and winter time may have on the MLT region.

A cubic spline interpolation was fitted to the different transition intensities by repeating

Figure 5.17 three times, fitting the splines and extracting the center interpolations. The
result is given in Figure 5.18.
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Figure 5.18: Spline interpolation used to remove the nighttime variation from the /1 band
and K band data.

Finally, the nighttime variability was subtracted from the original intensities

IntenSItyNight removed IntenSItYOn'ginal - IntenSItYNighttime interpolation * (5 4)

The monthly means of the processed intensities was then computed and is shown in Fig-
ure 5.19. Some minor adjustments are seen, but the overall shape is remains the same
as in Figure 5.12(a). This indicates that the nightly variability was already averaged out
to a high degree, which could be interpreted to mean that the set of intensities available
produce reliable results, despite a lack of a solid distribution of observations for all hours
of every night.

The cycle depicted in Figure 5.19 is similar to the seasonal cycle simulated for the
number density of OH(v' = 6) at 31° N in [57].
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Figure 5.19: Monthly means of H and K band intensities when the nighttime variability is
removed from the data. The intensity is given in arbitrary units and the error bars represent
the standard error of the mean.
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Figure 5.20: Simulated seasonal cycle of the number density of OH(v' = 6) copied from
Figure 7e in [57].
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5.6 Removal of nighttime cycle

The intensity of the Q(6,4) transition should be proportional to the number density of
OH(v" = 6), and the population of OH(v" = 4) and subsequently the intensity of the
Q(4, 2) should should also follow proportionally. This is in accordance with Equation (2.14)
and Equation (2.18). The simulated seasonal trend is copied from its original paper and
given in Figure 5.20. The simulated quantity and measured intensities have resemblances
in general shape. More precisely a decrease from January to February-April, a peak in the
summer, a local minimum in June-September and a rise towards the end of the year. There
is some disagreement related to the exact months of maxima and minima, which is prob-
ably related to systematic errors caused by sparsity in the data distribution. The fact that
Figure 5.12(a) and Figure 5.12(b) also disagrees about the months of minima and maxima
supports that argument. Additionally, a perfect match is not expected to occur between
a general simulation of one quantity and measurements of another, albeit related, quan-
tity made at one geographical location. Nonetheless, the correlation between the shape of
observed intensities and simulated number densities indicate that the intensities extracted
from the background of the NOTCam are reliable.
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5.7 Comparison with SABER data

Finally, a comparison of the seasonal cycle obtained using NOTCam data was compared to
the seasonal cycle obtained using intensity measurements made by the SABER instrument
mounted on the TIMED satellite. A zonal mean of latitudes from 23°45" N to 33°45' N
with observations from 2008 to 2018 was used to calculate the mean monthly intensities.
Two bands are available: the 1.6 um band and the 2.0 ym band. The former corresponds
to the H band and the latter to the K band of the NOTCam. There is not a perfect overlap
between the bands of SABER and NOTCam. The 1.6 um band covers the Q(4,2) and
Q(5, 3) transitions, but not the Q(3, 1) and Q(6, 4). For the 2.0 um band, both the Q(9, 7)
transition and the Q(8, 6) transition, which has not been studied in this thesis, are covered.
For these reasons, it was chosen to analyse the trends from the two instruments using
the Q(4,2) and Q(5, 3) transitions as a comparison to the 1.6 ym band, and the Q(9,7)
transition for comparison with the 2.0 ym band. The four trends were normalized to their
annual means, and the relative monthly deviation from the annual is plotted in Figure 5.21.
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Figure 5.21: Comparison between the seasonal cycles obtained by NOTCam and SABER.
The intensities are normalized to their annual means, and the relative deviation from the
mean is plotted for each month. The error bars indicate the standard error of the mean for
each month.

The magnitudes of deviation from annual mean is comparable for the NOTCam and SABER
data. There is also strong agreement with regards to the intensity rise from March to May,
with May standing out as a local intensity maximum. The minimum in June that is present
the NOTCam seasonal trend is not present in the SABER trend, though there is a local
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5.8 Note on airmass

minimum in August present in the SABER data as well. The prominent rise at the end
of the year, and the steep decrease after new year in the NOTCam data is not seen in
the observations from SABER. The discrepancies between the seasonal cycles of the two
instruments could be an indication of errors, but could also stem from the fact that the
SABER cycle is based on a zonal mean with a 10° latitude range, whereas NOTCam 1is
stationary. The differences could thus be local effects at the geographical location of the
NOT, which are not prominent in the zonal mean.

5.8 Note on airmass

NOTCam observations taken at a telescope angle were normalized to zenith by dividing
by the airmass in accordance with Equation 4.5. As previously stated, this approximation
assumes a flat earth and an airglow layer of constant thickness. It is also assumed that
extinction at the wavelengths studied is negligible. The normalization is thus an approx-
imation that should decrease in accuracy for increasing airmasses. Histograms showing
the distributions of observations as a function of airmass for the H and K band is given
in Figure 5.22. It is seen that most observations are carried out at airmasses from 1 to 1.5,

400 : : : " 400

I H band ] K Band

350

w
(=
(=]

300 ¢

200 + 200 ¢

150 ¢

Number of observations
—
o
=~

Number of observations

100 |
i }h_qi
0 I L L
0 . : :
3 2 5 b 1 2 3 4 5 6
Airmass Airmass
(a) H band. (b) K band.

Figure 5.22: Distribution of airmasses in the H band (a) and K band (b) used for the
NOTCam data in this thesis.

though a significant amount of observations are at higher airmasses. A few observations
are seen at very high airmasses up to 5 and 6. It can be argued that higher airmasses should
be disregarded from the analysis, as they may introduce large systematic errors. However,
there is no consensus on which airmasses to keep and which to throw away for these ob-
servations. Both the flat earth assumption and the no extinction assumption should hold
for the airmasses seen in Figure 5.22, and the constant thickness assumption leads to inac-
curacies independent of airmass, as the OH layer is known to fluctuate both in height and
thickness [57]. Thus, it is arguably favorable to keep as many measurements as possible
to average out these effects, regardless of airmass.

To check the validity of the high airmasses, the monthly means and weighted means
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where calculated when only airmasses below 2 were included. The idea is that if the new
monthly means differ drastically from those presented in Figure 5.12, that would be an
indication that high airmasses should be disregarded from the study. Likewise, if the new
monthly means do not differ noteworthy, that would be an indication that the results are
valid also for high airmasses, and that it is beneficial to keep these data points in order
to average out random effects from varying OH layer height and thickness. The monthly
means and weighted means calculated with airmasses below 2 where matched with the
corresponding monthly means and weighted means from Figure 5.12 and plotted against
each other in Figure 5.23. If limiting the airmasses has no effect, the graph would show
a straight line. If limiting the airmasses has an effect, data points would deviate from a
straight line. A reference line y = = was added to show the ideal case with no perturbation
after limiting airmasses and a linear fit was performed on the data. The linear fit is very
close to the reference line, and the data points do not deviate much from the line. The
deviation that is seen appears random, which makes it unlikely that the high airmasses
introduce a systematic error. It is concluded that including higher airmasses in the analysis
does not compromise the validity of the results presented in this thesis.
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Figure 5.23: Monthly means and weighted means calculated using all data plotted against
corresponding monthly means and weighted means using only airmasses below 2. The
reference line shows the case where limiting the airmasses does not affect the results.
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Chapter

Further research

This chapter discusses some of the new ideas and further work that emerge in light of the
results presented in this thesis.

6.1 Absolute intensity calibration

As discussed in Section 5.1.2, the flat fields did not serve as a method for absolute cali-
bration. However, they did serve as a way to correct for the relative spectral response of
the detector. The relative variability of the different OH emissions could thus be studied in
this thesis, but the absolute intensity in proper units of photonss = sr~ ' m~2 um~! was
not. If the absolute intensity is found, this can be compared with simulations and predic-
tions in climate models in order to verify or improve them. From the absolute intensity,
the number density and concentrations of OH(v) can also be deduced, which can also be
compared with model results. If the number density of OH(v = 9) is known, this can also
be used to infer the chemical heating rates in the MLT [6]. Heating rates are integral in
climate models.

Attempts at intensity calibrations could be made using standard stars of known radi-
ance [58, 59] to simply correct the intensity obtained using solely the flat fields. Essen-
tially, deduce the intensity of a an astronomical object using the flat field, compare with
the known result and use that comparison as a correction. However, using a point source
calibration to calibrate a full field of view source may not be straight forward and might
need some analysis.

It could also be possible to use SABER for intensity calibration, at least to the quanti-
ties the instrument measures. If SABER data from a small geographical window confined
in both longitudes and latitudes centered at the coordinates of the NOT yields a seasonal
cycle that is just a factor off from the seasonal cycle found using NOTCam, this factor can
be corrected. NOTCam data could then be used to infer the altitudinally integrated volume
emission rate, also known as rayleigh R [60], in the 1.6 pm and 2.0 um bands. However,
SABER may not have a sufficient amount of overpasses above such a small geographical
window for this to be a feasible solution.
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A third possible solution is to use a precalibrated instrument, bring it to the NOT and
make simultaneous measurements of the night sky. The intensities acquired by NOTCam
can then be shifted to comply with the intensities obtained by the other, already cali-
brated, instrument. A good candidate would be the Andor spectrograph [61]. Andor can
be equipped with two detector systems: an iDus InGaAs 1.7 um detector or an iDus In-
GaAs 2.2 pym detector [62, 63]. The first one has a spectral range of 0.6 pm to 1.7 um,
which covers the J band and (3, 1), (4,2) and Q-branch of the (5, 3) transitions in the H
band. It also has the advantage of being proved to work studying the (7,4), (8,5), (3,1)
and (4, 2) transitions, in addition to being calibrated to absolute intensity units before [64].
The second detector system has a spectral range of 0.8 um to 2.2 um, which will cover the
J band, H band and K band up to just past the Q-branch of the (9,7) transition. The
iDus InGaAs 2.2 um detector can therefore be used to calibrate all three NOTCam bands
simultaneously. A weakness, however, with this method, is that Andor and NOT have dif-
ferent fields of view. Therefore, NOT could be picking up intensities that are not resolved
by Andor, effectively leading to the two instruments looking at different intensities which
makes cross-calibration erroneous. This adversity could be solved by comparing average
intensities over long time periods.
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6.2 J band

NOTCam has a third filter where OH emission lines are present. This is the .J filter. An
analysis analogous to what has been presented in this thesis should be carried out using J
filter data. The spectral range of the J filter is from 1.16 um to 1.33 ym, and covers the
Q(7,4) and Q(8,5) transitions. The filter shape is plotted together with wavelengths of
OH emission lines in Figure 6.1. The line strengths are given in relative populations of
upper v state, which is not equivalent to intensity.
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Figure 6.1: Filter shape and covered OH emission lines of the NOTCam J filter. The OH
lines are plotted in relative population in upper v state, which is not equivalent to relative
intensity of the two (v’,v"') transitions.

A spectrum extracted from the J band using the data processing steps described in this
thesis is given in Figure 6.2. The Q-branches of the (7,4) and (8, 5) transitions are well-
defined. However, it appears as if the flat area on either side of the Q-branches are smaller
in J band than for the H and K band. The spectrum given in Figure 6.2 is also from
an observation using a ramp-mode of 60s exposures and 10 readouts, as described in
Section 3.1.2. That is a total exposure time of 600s. Despite the long exposure time
and high number of readouts, the noise floor looks more erratic than what is seen in for
example Figure 4.8, where the H band spectra have a total exposure time of 48 s and the
(9, 7) emission is imaged with a total exposure time of 600s. Combined, this could mean
that extracting the Q-branch intensities may be more of a challenge in the J band, and that
using images with low exposure times may not be possible. On the other hand, the J band
spectrum was obtained without an available proper dark frame, but by using a master dark
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Figure 6.2: J band spectrum. The intensity is given in arbitrary units.

frame. If proper dark frames are available for other images, the signal-to-noise ratio may
be improved.

A total of 452 J band images are available in the time frame from 2008 to 2016. The
distribution of observation nights are given in Figure 6.3. It is comparable to that the H
band distribution, and interannual combination of data to obtain a seasonal cycle of the J
band intensity should therefore be possible.
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Figure 6.3: Distribution of J filter observations.

6.3 Rotational temperature trends

The rotational temperature of the OH airglow gives information about the distribution
of populations in the different rotational states .JJ for a given vibrational state v. The
rotational temperatures of different v states have previously been derived using NOTCam
data [44, 65]. In light of the findings of this thesis, it should be possible to implement the
rotational temperature fitting presented in [44] to the coding framework developed in this
thesis. Then, it will be possible to study long term trends in the rotational temperatures
of the OH airglow above the NOT. Previous findings, such as [66], suggests that the time
dependency of the airglow rotational temperature is correlated with the intensity. Thus, it
is expected that a study of the rotational temperature trends would have the same shape as
the intensity trends presented in this thesis.

6.4 Using NOTCam for atmosphere observations

Following the analysis and results of this thesis, it is clear that NOTCam can be used to
study the OH airglow. The results presented here can be improved by including more
observations, especially if an even and solid distribution for every day of year for multiple
years was available. In that case, the seasonal cycle could be compared from year to
year to increase the validity of the result. Additionally, the airglow response to the solar
cycle could be studied. It would also be beneficial to have continuous observations for
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whole nights. This will improve the nighttime cycle determination. Using the NOT for
airglow dedicated observations will make this possible. By making sure the NOT is used
for airglow observations with samples taken in the early, middle and late part of the night,
for a sufficiently large amount of nights per year, where the nights are distributed over
the given year, the airglow trends can be studied in greater detail and further benefit the
scientific community.
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Conclusion

The main goal of this thesis was to develop an algorithm capable of scanning through the
the NOTcam archive and extract the airglow intensities of the (3, 1), (4,2), (5,3), 6,4)
and (9, 7) Q-branches. This was achieved, and the intensities were further used to analyze
the nighttime and seasonal intensity trends. The seasonal trend was also compared with
the seasonal trend obtained using SABER for a zonal mean centered at the latitude of the
NOT.

For the nighttime trend, a semi-diurnal cycle was found. The seasonal trend showed
a semi-annual cycle. Both results are in agreement with previous findings. The coher-
ence between the SABER and NOTCam seasonal trends serves as an indication that the
extracted intensities are reliable, and a validation of the results presented in this thesis.
There were some discrepancies between the SABER and NOTCam trend, but these could
be attributed to local effects at the NOT that are not prominent in the zonal mean.

The main source of uncertainty is the sparse sampling distribution and the fact that
both airglow trends were obtained using inter-annual combination of observations. This
uncertainty can be mitigated by including more observations in the future, and using NOT-
Cam for airglow dedicated observations. Having such observations distributed over each
year, with measurements made during multiple parts of each night, will improve the results
presented here and introduce the opportunity to study solar cycle effects on the airglow in-
tensity. Another important source of uncertainty is the use of master flat fields, which can
lead to a systematic error when comparing the H band intensities to the K band intensities.

In conclusion, it was found that the astronomy observations made by NOTCam can
be recycled to also study the airglow intensity. Long-term trends were identified and the
extracted intensities are reliable. Improvements can be made by including more data and
by finding a way of calibrating the extended source intensities to absolute units.
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