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Vapor-liquid equilibria (VLE) data of the ternary mixture of CO; + N» + CH4 were measured at the
isotherms 223 K, 253 K, 273 K, 283 K, and 298 K and for pressures in the range of 0.8 MPa—9.3 MPa. The
62 experimental dew or bubble point data points have been measured using an analytical technique. For
each temperature, the ratio between N, and CH4 mole fraction in the total composition has been close to
constant, enabling the data to be visualized as quasi phase envelopes. Estimated standard measurement
uncertainties (k = 1) better than 14 mK in temperature, 1.5 kPa in pressure, and 0.06 mol% in composition
are reported, yielding a total uncertainty in terms of composition better than 0.07 mol%. The experi-
mental data were compared to the EOS-CG-2019 model, which is a state-of-the-art Helmholtz energy-
based equation of state for the mixture of CO, + Ny + CHa. All deviations between model and experi-
mental data points are below 0.5 mol% for liquid compositions and 1.0 mol% for vapor compositions. The
deviations between model and experimental points in the ternary mixture of CO, + N, + CH4 follow the
same trends seen in earlier reports between model and experimental data for the binary mixtures of
CO; + Nz and CO; + CHg. In addition, the model was analysed with respect to other thermophysical
properties available in the literature. To a large extent, the results presented in this work validate the
assumption that the thermodynamic properties of the multicomponent system CO; + Ny + CH4 can be

described purely based on the pure component and binary mixture contributions.
© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

industrially driven projects are currently under planning. One of
these is the Norwegian Full-Scale project [4], where CO; emissions

The fluid properties of CO, mixed with other components are
receiving intensified interest due to the need of reducing anthropic
global warming. Carbon capture and storage (CCS) will be a vital
technology in order to avoid the catastrophic consequences of
global climate change caused by continued largely unchecked
emissions of CO, and other greenhouse gases (GHG) to the atmo-
sphere. This view is strongly supported by recent international
studies [1—3]. As a step-stone to global large-scale CCS, further
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from industrial point sources will be captured, liquefied, trans-
ported by ship to a coastal terminal close to a reservoir suitable for
storage to which the CO, will be transported by pipeline.

In order to avoid a slow-down of CCS deployment, it is of vital
importance that such early projects are safe, technologically robust,
and not excessively expensive in investments and operation.
Thermodynamic models of high quality are necessary to fulfill these
requirements, which again will depend on experimental data of
high quality for development and verification [5]. Currently, the
thermodynamic equilibrium properties of pure CO, are known to
relatively high degree of accuracy [6,7].

However, in real CCS-systems, the CO, will never be completely

0378-3812/© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


http://creativecommons.org/licenses/by/4.0/
mailto:Sigurd.w.loevseth@sintef.no
http://crossmark.crossref.org/dialog/?doi=10.1016/j.fluid.2019.112444&domain=pdf
www.sciencedirect.com/science/journal/03783812
www.elsevier.com/locate/fluid
https://doi.org/10.1016/j.fluid.2019.112444
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.fluid.2019.112444

2 S. Ottay et al. / Fluid Phase Equilibria 509 (2020) 112444

pure, and even small amounts of impurities can cause considerable
changes in fluid properties, in particular regarding phase equilibria,
with possibly detrimental impacts. For instance, in most systems, it
would be a priority to avoid corrosion caused by the presence of a
water-rich phase, which, depending on temperature and pressure,
occurs even for minute concentrations of water, in particular in the
presence of other impurities [8—10]. At lower temperatures hy-
drates can form that potentially can plug systems at even lower
water concentrations [11—13]. In general, the presence of non-
condensable gases, will lead to increased compression and trans-
portation costs and higher operating and dimensioning pressures
[14,15].

Despite the continuing progress of molecular dynamics, the
high complexity of physical interactions in multicomponent mix-
tures still require fitting of thermodynamic models to experimental
data in order to get satisfactory accuracy. Thermodynamic models
in terms of the Helmholtz-energy for mixtures are built up by
combining models for the individual pure components with binary
mixture terms. The multicomponent mixture is normally not fitted,
mainly because a full experimental mapping of all relevant condi-
tions for such mixtures in practice is impossible. However, all
models should be checked against multicomponent data to verify
their performance against real operating conditions.

Unfortunately, the data situation, and hence reliability of ther-
modynamic models, is not satisfactory for CO, mixed with a
number of relevant impurities [5,16,17]. Unless the data and model
situation is improved, the risk associated with the corresponding
uncertainty in fluid properties can only be mitigated through the
use of excessive safety margins in design, specifications, causing
higher costs and energy consumption than necessary.

Hence, in order to address the current perceived cost and risk
barriers associated with CCS, SINTEF Energy Research, the Norwe-
gian University of Science and Technology, and the Ruhr-Uni-
versitat Bochum have over the last decade made a considerable
effort to improve the knowledge of thermodynamic properties
relevant for CCS through multiple projects [15,18,19]. This collabo-
ration is currently facilitated mainly through the Norwegian CCS
Research Centre [19]. The work has included both development of
thermodynamic models and measurements of equilibrium prop-
erties of relevant mixtures, with the EOS-CG equation of state (EOS)
[16,20—23] and a purpose-built and highly accurate analytical
phase equilibrium facility called CO,Mix [24,25] being important
work horses. The EOS-CG-2019 [16] is a highly accurate [17]
Helmholtz energy-based reference EOS, which currently includes
the most important components relevant for CCS and is continually
improved. The CO;Mix facility has provided new and accurate
phase equilibrium data for binary mixtures of CO, and N3, O, CHg,
Ar, and CO [21,25—29]. Both EOS-CG-2019 and CO,Mix are central
to the current work and will hence be discussed in further detail
below.

As discussed above, an assumption for most EOS like EOS-CG-
2019 is that multi-component mixtures can be described purely
based on models for the pure components and all possible binary
combinations. However, little work has been executed so far to
verify this approach for CO,-rich mixtures. The aim of the present
work has been to investigate the thermodynamics of the ternary
system CO, + Ny + CHg Nitrogen and methane are generally
considered to be among the most central impurities within CCS
[30—32]. Nitrogen is normally an important component in the
exhaust gas which is partly carried through to the enriched CO, for
many capture processes. Methane could be an important impurity
resulting from gas sweetening or pre-combustion capture pro-
cesses. In addition, methane and CO, mixtures are found in reser-
voirs, naturally or when CO; is injected for enhanced oil (EOR) or
gas (EGR) recovery. Compared with the other binary mixtures

relevant for CCS, the amount of experimental data on the ther-
modynamics of CO; + Ny and CO, + CHy4 binary systems is rather
extensive. For these two systems, the binary mixture models [33]
developed for the GERG EOS [33,34] are used in the EOS-CG-2019.
But instead of using simpler EOSes for the pure components as
done in GERG, the reference EOSes are employed in EOS-CG-2019
[16,35]. Although large deviations are found between some of the
CO; + CH4 and CO; + N3 binary data, and the critical region is not
described accurately [25,28], the data situation for CO, + CH4 and
CO, + Ny mixtures is in general considered good and the GERG
mixture models have high accuracy at technology relevant low
impurity levels. However, for the ternary system of CO; + Ny + CHy,
less data are available and there is a need for a verification of the
model.

In this work, new accurate vapor-liquid equilibrium (VLE) data
are provided for the CO, + Ny + CHy4 system at temperatures of
223 K, 253 K, 273 K, 283 K, and 298 K and pressures up to 9.3 MPa.
Subsequently the EOS-CG-2019 is compared and verified against
this new data set as well as other available experimental data from
the literature.

The experimental methods are presented in Section 2 in this
article. In Section 3, the experimental data and related uncertainty
analysis are provided. A comparison and validation of the EOS-CG-
2019 model with both the new and existing literature data of the
system are discussed in Section 4. The work is concluded in Section
5.

2. Experimental methods

As mentioned above, an accurate setup developed specifically
for CCS-relevant mixtures and conditions has been used in this
work. The setup, shown schematically in Fig. 1, is employing an
analytical isothermal method. A sapphire tube between two tita-
nium flanges makes up the 100 ml equilibrium cell. A thermostatic
bath controls the temperature of the cell. Two standard platinum
resistance thermometers (SPRTs) are located in the bottom and top
flange to measure the temperature and provide information about
its uniformity. Pumps and valves in the top and bottom flanges are
used to control cell content and total composition in the equilib-
rium cell. A membrane separates four absolute pressure trans-
mitters from the cell content. The cell pressure is found by
combining this array of transmitters with different full-scale values
with a differential pressure sensor. A magnetic stirrer in the bottom
of the cell is used to faster reach equilibrium during measurements.
At nominal equilibrium conditions, the fluid phase compositions
are measured by sampling and analyzing the samples in a gas
chromatograph (GC) with a thermal conductivity detector (TCD).
The method used for analyzing the output of the GC has been
developed in-house and is further described in section 2.4.

Because the setup and methods used to calibrate the systems
and obtain the vapor-liquid equilibrium (VLE) data in this work are
almost identical to what have been described previously
[21,24—29], further details will not be given here except for the
modifications described in the following sections.

2.1. Sampling procedure

Unlike most of the previous reported measurements with this
setup, no volume compensation was made for the small samples
extracted from the cell. Hence, the pressure changed slightly after
each sampling.

Two different strategies, which here are called alternating and
sequential sampling, were used for the VLE measurements.

In the first strategy, the data points were obtained by sampling
alternatingly from the liquid and vapor phase. Between each
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Fig. 1. Schematic diagram of experimental setup [25,27].

sample, the cell was stirred until the pressure stabilized within
1 kPa for at least 15 min. The cell content was then left to settle for
at least 20 min. Since a 40-min GC program was used, the minimum
time between each sample was 40 min. However, pressure stabi-
lization was slower closer to the critical point and more stirring
time was often needed. At least 6 samples were taken from each
fluid phase, with the first sample considered a flushing sample.

The remainder of the data points were measured using
sequential sampling. Here, each liquid data point was obtained by
extracting 6 samples at 42-min intervals without stirring between
each sample. The cell content was then stirred for at least 15 min
until the pressure stabilized within 1 kPa and left to settle for at
least 20 min. Finally, 6 samples were extracted from the vapor
phase without stirring between samplings.

2.2. Source gases

Table 1 lists the source gases used to make the reference gas
mixtures listed in Table 4. The source gases were also used directly
in the VLE measurements. The source gases were not purified or

treated any further before use. The GC used helium as a carrier gas.

2.3. Calibration of pressure and temperature sensors

Prior to the present measurements, the array of absolute pres-
sure transmitters of the setup (Keller model PAA-33X) were cali-
brated using a dead-weight tester. The residuals following the
calibration of the pressure transmitters used in the measurement
presented here were all approximately at or below the specified
precision of the transmitters. This specified precision is for all the
transmitters 0.01% of full scale, and the corresponding uncertainty
is hence 0.1 kPa, 0.3 kPa, and 1 kPa for the pressure transmitters
with full scale reading of 1 MPa, 3 MPa, and 10 MPa, respectively.

The two standard platinum resistance thermometers (SPRTs) of
the setup have been calibrated using fixed point cells as previously
described in detail [25]. A recalibration was performed just prior to
the current measurement, and the deviation identified was around
1 mK. This is below the overall uncertainty in temperature due to
thermal inhomogeneity between the two SPRTs.
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Table 1
Specifications of single component mixtures used in the experiments.

Chemical name CAS # Source Purification method Final mole fraction purity Analysis method
Carbon dioxide 124-38-9 AGA None 0.999993 None
Nitrogen 7727-37-9 AGA None 0.999999 None
Methane 74-82-8 AGA None 0.999995 None
Helium 7440-59-7 AGA None 0.999999 None

2.4. Calibration of composition measurements

The composition measurements were calibrated using the same
procedure as described in Ref. [25]. A gravimetric procedure was
used to prepare the 7 reference gas mixtures listed in Table 4, with
compositions known to high accuracy spanning the 2-dimensional
range of composition of the phase equilibria measurements. Each of
the reference gases were extracted from the cell to investigate the
GC response. Both samplers were used in these calibration mea-
surements. The sample size, and hence the area recorded in the
chromatogram, was varied to span the required range needed for
the phase equilibrium measurements. A series of samples were
extracted for each combination of reference gas mixture, sampler,
and sample size. To analyze the GC response during these calibra-
tion and later VLE measurements, a purpose-designed integration
technique was used to integrate the area under the three peaks in
the chromatogram of each sample, where each peak corresponded
to one of the three components. The data obtained by analyzing
these samples were used to construct calibration functions of
similar form to what was used in Ref. [25], but optimized for and
with some added complexity due to the additional component of
methane:

o~ C:

knco, = Aco, + €1(Aco,) ”* + C3AN,,
o~ [of

kiln, = c4AN, + C5(AN,) ",

o~ [
kncy, = c7Ach, + cg(Ach,) ™,

_ - (1)
j/\ k n; n;
ical — = = =
> kn; > on
All All
comp. comp

Here, ¥; ., and 7; are estimators for the mole fraction and mole
number of component i in the mixtures, with i being CO3, Ny, or
CHy4. The parameters ¢, with m = 1...9 were fitted separately for
the liquid and vapor sampler, using the area responses of the GC for
the respective samplers. The parameters were fitted separately for
the liquid and vapor sampler for the same reasons as given in
Petropoulou et al. [28]. A least squares approach was used to fit the
optimal parameters, minimizing the objective function given
below:

2

Yj.,cal - ?jﬁcal,s ) (
\/ug <yj1cal) + s? (?j cal,s)

Here, y;, is the mole fraction of component j determined in the
gravimetric analysis, j’\j,cal,s is the predicted average mole fraction
and s? (¥} cals) is the variance of the predicted average mole fraction
of component j in the given series s, and uc(y; ca1) is the combined
standard uncertainty in the mole fraction of component j of the
gravimetrically prepared reference mixtures. Each series summed
over consisted of 5 repetitions with approximately the same area

S(e)= > Ws >

series

All
comp.

output of the GC. Hence, the series with low uncertainties and low
variances were weighted higher in the optimization. The weighing
factor Ws of equation (2) allows for individual weighing of the
different gravimetrically prepared mixtures in the optimization, as
described in Section 3.2.2.

3. Experimental results and uncertainty analysis
3.1. Summary of data

The new bubble and dew point data of the current work are
provided in Tables 2 and 3, respectively. The same data are plotted
in Fig. 9 and Figs. A.3 to A.6. The standard combined uncertainty
[36] in the temperature, uC(Tf), pressure, uc(py), and mole fraction
of each component i, uc(Xr;) and uc(ys;), as well as the total stan-
dard uncertainty of the bubble and dew points in terms of CO; mole
fraction, uot(Xrco,) and Utot(Yfco,), are stated along with the
measured temperature, pressure and composition of each VLE
point. A total of 31 bubble and 31 dew points are reported at the
temperatures 223 K, 253 K, 273 K, 283 K and 298 K. The experi-
mental points L1-L5, L10-L31, V1-V5 and V10-V31 were
measured with approximately equal amounts of nitrogen and
methane in the total composition of the cell. The experimental
points L6-L9 and V6—V9 were measured with a ratio between total
concentration of nitrogen (zn,) and methane (zcy,) of approxi-
mately zy, : zcy, =44 : 1.

3.2. Composition measurement calibration

3.2.1. Reference gas mixtures

7 different reference gas mixtures were gravimetrically pre-
pared for the calibration of the composition measurements. The
estimated composition and uncertainty in composition of the
gravimetrically prepared mixtures are provided in Table 4. For de-
tails on the estimation of this uncertainty, the reader is referred to
previous work [21,25].

3.2.2. Fitting of calibration function

30 calibration measurements, 5 repetitions at 6 different area
samplers, were taken of each of the 7 different reference mixtures
using both samplers. In the fitting of parameters ¢; withi = 1...9 of
equation (1) to the measurements, data from reference mixture #6
was weighed by a factor 4.5 higher in the vapor sampler calibration
to eliminate a systematic trend otherwise seen in the residuals at
lower CO, concentration. An explanation for this corrected bias
could be that all the other reference mixtures had significantly
higher CO;, concentrations. The fitted parameters of equation (1)
are provided in Table 5, together with the standard error of the
fit, Sg(y;), for the mole fraction of the three components i of the
mixture.

Residual plots of the fitted calibration measurements versus the
composition are shown in Figs. 2—3. A small trend of increasing
residuals in the methane mole fraction can be seen for both the
liquid and vapor sampler.
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Table 2

Bubble point measurements of the present work for the CO, + N, + CHy system at temperatures Ty, pressures Py. X; o, Xf N, » and Xy i, are mole fractions of CO», N, and CHg,
respectively. u- denotes the compounded standard measurement uncertainty of these different quantities. The estimated total compounded standard uncertainty of the bubble
point in terms of CO, mole fraction is given by uot (Xf.coz) The total bubble point uncertainties in terms of N, and CH4 mole fraction are lower. See the main text for further

details.
ID T pr Xf.co, XfN, Xf.CH, uc(Ty) uc(py) uc(Xf co,) Uc(XfN,) Uc(Xf.cH,) Utot (Xf,co,)
/K /MPa I- /- /- /K [MPa I- I- I- I-
L1 298.138 7.0850 0.9807 0.0089 0.0104 8.5E-03 1.5E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L2 298.133 7.5238 0.9651 0.0163 0.0186 5.1E-03 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L3 298.131 7.7887 0.9535 0.0220 0.0244 5.5E-03 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L4 298.131 7.9281 0.9440 0.0266 0.0294 5.8E-03 1.4E-03 4.6E-04 3.5E-04 2.8E-04 4.7E-04
L5 298.130 7.8767 0.9487 0.0246 0.0267 5.4E-03 1.4E-03 4.5E-04 3.5E-04 2.8E-04 4.6E-04
L6 298.129 6.8975 0.9885 0.0090 0.0024 4.6E-03 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L7 298.129 7.3045 0.9769 0.0183 0.0048 4.8E-03 1.4E-03 4.3E-04 3.5E-04 2.7E-04 4.3E-04
L8 298.129 7.6691 0.9651 0.0278 0.0071 5.8E-03 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L9 298.129 7.9272 0.9551 0.0362 0.0088 5.5E-03 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.3E-04
L10 283.154 5.2541 0.9803 0.0083 0.0115 1.3E-02 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L11 283.154 6.1461 0.9550 0.0201 0.0249 1.3E-02 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L12 283.154 7.0889 0.9262 0.0350 0.0388 1.3E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L13 283.155 7.6800 0.9055 0.0449 0.0496 1.4E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L14 283.156 8.2586 0.8831 0.0567 0.0602 1.3E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L15 283.156 8.8483 0.8526 0.0709 0.0766 1.4E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.3E-04
L16 273.168 3.9903 0.9874 0.0050 0.0076 1.0E-02 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L17 273.166 5.2521 0.9527 0.0195 0.0277 1.1E-02 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L18 273.167 6.2607 0.9226 0.0330 0.0444 9.9E-03 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L19 273.167 7.2203 0.8913 0.0478 0.0609 1.0E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L20 273.167 8.1663 0.8565 0.0652 0.0783 9.6E-03 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
121 273.169 8.8023 0.8294 0.0794 0.0912 1.0E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L22 273.170 9.3244 0.8031 0.0939 0.1030 1.0E-02 1.4E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L23 253.162 2.3369 0.9910 0.0033 0.0057 3.3E-03 5.7E-04 4.2E-04 3.4E-04 2.7E-04 4.2E-04
124 253.162 2.6863 0.9821 0.0066 0.0113 3.5E-03 5.8E-04 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L25 253.163 3.0423 0.9727 0.0102 0.0171 3.2E-03 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L26 253.162 3.4109 0.9629 0.0141 0.0231 3.2E-03 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L27 253.163 3.7991 0.9523 0.0183 0.0294 3.0E-03 1.3E-03 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L28 223.151 0.7965 0.9972 0.0009 0.0018 6.7E-03 3.5E-04 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L29 223.151 0.9958 0.9925 0.0024 0.0051 6.7E-03 3.5E-04 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L30 223.151 1.0983 0.9899 0.0033 0.0068 6.5E-03 5.5E-04 4.2E-04 3.4E-04 2.7E-04 4.2E-04
L31 223.150 1.2246 0.9867 0.0044 0.0089 5.9E-03 5.5E-04 4.2E-04 3.4E-04 2.7E-04 4.2E-04

3.3. Estimation of the data points

As discussed in Section 2.1, no volume compensation was
employed in the current work. This means that each consecutive
sample was at a slightly lower pressure, and hence also the
composition of each phase was shifted slightly. Similar to Ref. [21],
it was assumed that the system was closest to equilibrium before
the first sample at a pressure/temperature point. Hence, the
average pressure measured in the 2 min before the first flushing
sample defined the equilibrium data point pressure, py. Similar to
our previous work without volume compensation [21], the mole
fraction of component i at the equilibrium pressure, X ; or yr ;, was
found through linear regression using the composition and pres-
sure measurements of samples of the data point. An example of
such linear regression is shown in Fig. 4.

3.4. Temperature and pressure uncertainty and verification

The methodology of previous work [25,27] was used for each
data point to estimate the systematic standard uncertainties (k = 1)
[36] in temperature, pressure, and composition. The combined
uncertainties in pressure and temperature, u¢(py) and uc(Tf), are
found by a root mean sum of the estimated standard deviation and
systematic uncertainty, since these uncertainty contributions can
be assumed independent of each other.

The uncertainties are given in Tables 2—3. The estimated tem-
perature uncertainty is dominated by observed non-uniformity and
is for most data points below 10 mK, and for all data points below
14 mK. The estimated pressure uncertainty is dominated by the
precision and the calibration uncertainty of the pressure

transmitters, with a maximum value among all the data points of
1.5 kPa.

The calibration in temperature and pressure and their uncer-
tainty estimates were verified by measuring the vapor pressure of
pure CO; at each measurement temperature. In Table 6, these
measurements are summarized and compared with the model
predictions of Span-Wagner EOS for pure CO; [6], pcac, indicating
that the uncertainty estimates for pressure and temperature are
reasonable.

3.5. Uncertainty of composition measurements

For binary mixtures, an uncertainty stated in the mole fraction
of one component will implicitly also specify the uncertainty of the
other component. However, for a ternary mixture this will not be
the case. Therefore, the combined uncertainty of each component,
CO3, Ny, and CHg4, was assessed independently.

The systematic measurement uncertainty in composition is in
practice the uncertainty in calibration. As seen by Tables 4—5, the
standard errors of the calibration function fit were orders of
magnitude larger than the uncertainty of the gravimetrically pre-
pared reference mixtures. Hence, the former is the dominating
contribution to the systematic mole fraction uncertainty of each
component i, Uc(x;) and Uc(y;) of the VLE measurements. These
systematic uncertainties were specified separately for the liquid
and vapor sampler calibration function. Hence,
HC(XCOZ) =42 x10"* and ﬂc(ycoz) =5.7x10"%,

The combined uncertainties of the equilibrium mole fraction
measurement of each data point, as given in Tables 2-3, are esti-
mated by combining the systematic uncertainty in concentration
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Table 3

Dew point measurements of the present work for the CO, + N; + CH,4 system at temperatures Tf, pressures Py. ¥f.co,» Y5 N,» and 5 cy, are mole fractions of COy, Na, and CHy,
respectively. u. denotes the compounded standard measurement uncertainty of these different quantities. The estimated total compounded standard uncertainties of the dew
points in terms of CO, mole fraction are given by utot (Yf.coz)A The total dew point uncertainties in terms of N, and CH4 mole fraction are lower. See the main text for further

details.
ID Tf Pr Yf.co, YN, Yf.CH, uc(Ty) uc(Pr) Uuc(¥f.co,) Uc(yrn,) Uc(Yf.cH,) Utot (¥f,co,)
/K [MPa I- /- I- /K [MPa I~ /- /- I-
V1 298.138 7.0854 0.9587 0.0215 0.0198 8.5E-03 1.5E-03 5.7E-04 44E-04 3.3E-04 5.8E-04
V2 298.133 7.5243 0.9373 0.0319 0.0307 5.1E-03 1.4E-03 5.7E-04 44E-04 3.3E-04 5.7E-04
V3 298.131 7.7892 0.9295 0.0356 0.0350 5.5E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V4 298.131 7.9286 0.9296 0.0350 0.0353 5.8E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V5 298.130 7.8772 0.9285 0.0359 0.0356 5.4E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V6 298.129 6.8978 0.9710 0.0240 0.0050 4.6E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V7 298.129 7.3050 0.9493 0.0419 0.0088 4.8E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V8 298.129 7.6696 0.9348 0.0539 0.0112 5.8E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V9 298.129 7.9277 0.9285 0.0593 0.0122 5.5E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V10 283.154 5.2542 0.9110 0.0476 0.0415 1.3E-02 1.3E-03 5.7E-04 4.4E-04 3.3E-04 6.1E-04
V11 283.154 6.1439 0.8354 0.0905 0.0741 1.3E-02 1.3E-03 5.7E-04 4.4E-04 3.3E-04 6.0E-04
Vi2 283.155 7.0836 0.7822 0.1229 0.0949 1.3E-02 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.9E-04
V13 283.155 7.6738 0.7597 0.1334 0.1068 6.8E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.7E-04
V14 283.155 8.2636 0.7463 0.1359 0.1179 1.4E-02 1.4E-03 5.8E-04 4.4E-04 3.4E-04 6.0E-04
V15 283.155 8.6818 0.7432 0.1360 0.1208 1.4E-02 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.9E-04
V16 273.167 3.9894 0.9134 0.0465 0.0401 1.0E-02 1.3E-03 5.8E-04 4.4E-04 3.3E-04 6.3E-04
V17 273.166 5.2508 0.7663 0.1263 0.1073 1.0E-02 1.3E-03 5.7E-04 4.4E-04 3.3E-04 6.0E-04
V18 273.166 6.2599 0.6967 0.1645 0.1389 1.0E-02 1.3E-03 5.7E-04 4.4E-04 3.3E-04 5.9E-04
V19 273.167 7.2129 0.6549 0.1875 0.1575 9.7E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.8E-04
V20 273.168 8.1578 0.6319 0.2001 0.1679 9.6E-03 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.8E-04
V21 273.170 8.7900 0.6267 0.2021 0.1712 1.0E-02 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.8E-04
V22 273.170 9.3076 0.6301 0.1995 0.1704 1.0E-02 1.4E-03 5.7E-04 4.4E-04 3.3E-04 5.8E-04
V23 253.162 2.3336 0.8774 0.0668 0.0558 3.2E-03 5.7E-04 6.0E-04 4.5E-04 3.4E-04 6.2E-04
V24 253.162 2.6825 0.7843 0.1184 0.0973 3.2E-03 5.8E-04 5.7E-04 4.4E-04 3.3E-04 5.9E-04
V25 253.163 3.0413 0.7136 0.1575 0.1288 3.2E-03 1.3E-03 6.0E-04 4.7E-04 3.3E-04 6.4E-04
V26 253.162 3.4091 0.6566 0.1893 0.1541 3.2E-03 1.3E-03 5.7E-04 44E-04 3.3E-04 6.0E-04
V27 253.162 3.7969 0.6102 0.2153 0.1745 3.4E-03 1.3E-03 5.7E-04 4.4E-04 3.3E-04 5.9E-04
V28 223.151 0.7963 0.8734 0.0708 0.0558 6.7E-03 3.5E-04 5.9E-04 4.5E-04 3.4E-04 7.1E-04
V29 223.151 0.9948 0.7145 0.1606 0.1249 6.5E-03 3.5E-04 5.8E-04 4.5E-04 3.4E-04 6.5E-04
V30 223.150 1.0973 0.6537 0.1950 0.1514 6.4E-03 5.5E-04 5.8E-04 4.5E-04 3.3E-04 6.6E-04
V31 223.151 1.2233 0.5937 0.2289 0.1774 6.1E-03 5.5E-04 5.7E-04 4.4E-04 3.3E-04 6.3E-04
Table 4 Table 5

CO, + Nj + CHy calibration gas mixtures with estimated standard uncertainty in
mole fractions u, (yml).

Mixture # YCOZ.cal YNz.cal yCH4 cal ”E(y.cal)
1 0.946202 0.026235 0.027563 8.9e-6
2 0.779538 0.023602 0.196858 6.8e-6
3 0.781825 0.194323 0.023850 7.1e-6
4 0.876690 0.100485 0.022825 8.1e-6
5 0.796861 0.099939 0.103199 7.2e-6
6 0.595368 0.200607 0.204021 6.8e-6
7 0.869339 0.025740 0.104920 9.4e-6

Uc(z;) of component i with the estimator of the standard deviation
of the regression s(z; ;) at the equilibrium pressure:

e(21) = Ve (207 +5(21)” 3)

Here and later, z is used instead of x for the liquid phase and y for
the vapor phase, respectively. For most of the measurements s(z; ;)
was less than 5 x 1072 in mole fraction and had very little impact
on u¢(zs ;).

The composition calibration was performed before the VLE
measurements. However, in addition, reference mixture 2 and 4
were analysed after the new VLE data were recorded using both the
vapor and liquid sampler. Almost all verification measurements
were within U (z;), and the calibration function is therefore
believed to have been valid throughout the VLE measurement
campaign.

Fitted parameters to the composition calibration functions given in equation (1), as
well as the standard error of this fit in terms of mole fraction, Sg(y;) with i being one
of the three components CO,, N,, or CHg.

Parameter Liquid sampler Vapor sampler
I 2.782 x 1077 1.058 x 1077
c 1.569 1.616

s 1.443 1.722

Ca 1387.681 1219.920

cs 9.07 x 1074 955 x 1074
Co 1.355 1.374

7 7.400 6.595

g 1174 x 1073 1.174 x 1073
Co ~6.220 —6.898
Se(Yco,) 42 x 107 57 x 1074
SE(YN,) 34 % 107* 44 %107
SE(Ven,) 2.7 x 1074 3.3 x 1074

3.5.1. Total uncertainty

As in previous works [21,25,27—29], it has been found most
meaningful to express the total uncertainty of the measurements in
terms of composition, as expressed by:

v o) = (o )+ (7)) (o) )
(4)

The partial derivatives with respect to temperature and pressure
were computed numerically using the EOS-CG-2019 model. For all
the measurements, the total uncertainty of CO, was higher than the
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Fig. 2. Residuals between fitted composition calibration function for the liquid
sampler, ¥; c;, and the gravimetrically determined fraction, y; ¢, of the 7 calibration
gases plotted versus mole fraction of i =CO, (top), N, (middle) and CHy4 (bottom).

total uncertainty of methane and nitrogen. This was mainly due to
higher combined uncertainty in the mole fraction of COy, u¢ (7 o, ),
and higher partial derivatives with respect to pressure, Zg—;oz. The
values provided for utot(zfco,) in Tables 2 and 3 are hence also
conservative estimates for utot(zrn,) and uUot(Zs cyy,) Which have
been omitted from the tables for simplicity.

As in previous works using this facility, the composition cali-
bration uncertainty dominates the total uncertainty. Hence, for
both the bubble and dew points, the variation in total uncertainty
in terms of CO, mole fraction is small. In all cases the uncertainties
are at or below 5 x 10~ for the bubble points and 7x 10~ for the
dew points.

4. Analysis, data review, and comparison between the EOS-
CG-2019 model and available data

4.1. Fundamental equation of state

Since there was no new equation of state developed in this
work, only the general structure of the ternary model is briefly
discussed in the following.

The model is defined in terms of the reduced Helmholtz energy
a with the independent state variables density p, temperature T,
and the molar composition Z. The general structure is divided into
two parts:
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Fig. 3. As Fig. 2, but for the vapor sampler.
a(p7 T7 7)) -
— = a(0,7, Z
RT ( ) (5)

— —
= a°(0o4, 704 Z) + (0,7, Z),

where R is the universal gas constant [37]. Temperature and density
of the ideal-gas part «® and the residual part «f are either reduced
with the pure fluid critical parameters of the corresponding
component i in a mixture of N pure fluids

T .
0o, :% and 7o :%, (6)

C,1

or with so-called reducing functions p,(Z) and T;(Z).

6= L (7)
pr(Z)and 7=T; 2L
These functions depend on the composition of the mixture, the
critical parameters of the pure fluids, and binary interaction
parameters:

Pr :f(f)vpc?i’ﬁv’ij’/y]/,ij)v (8)

T: :f(77 TC,i7ﬁT,ij7'YT,ij>7 (9)

where (;; and v;; are adjustable parameters for each involved binary
mixture. A detailed description of those functions can be found in
the GERG [33,34], the EOS-CG [16,38], or the EOS-LNG [39].
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The ideal part of Eq. (5) is defined as:

=

(p, T, Z)=_z [0‘8,,- (00,1 o) + lﬂzi] : (10)
P

ag ; are contributions from the pure-fluid equations of state for the
corresponding component i in a mixture of N pure fluids. The re-
sidual contribution «" describes molecular interactions in the real
mixture:

Table 6

N
o (6,7, Z) = Zz,-aaj(éﬂ') + 4" (6,7, 7), (11)
i=1

where of; are the residual parts calculated with the pure-fluid
equations of state. For this particular ternary mixture, the depar-
ture term da" is:

—
A(Xr(é, T, Z ) = ZCOzzCHzxaEOz,CPM (5, T)
+ZC02‘ZN2 aEOZ,NZ (67 T) (12)
+ZN22CH405{\]2,CH4 (5, T).

The departure functions «f; contain different term types with
various adjustable parameters. The structures of the terms are
mainly empirical.

In Eq. 10—12, it becomes evident that equations for multicom-
ponent mixtures in terms of the Helmholtz energy are summations
of pure-fluid and binary interaction contributions weighted by the
composition of the mixture. The ternary equation of state investi-
gated in this work comprises the models listed in Table 7.

4.2. Data review and analysis and comparison with EOS-CG 2019

The EOS described in Section 4.1 is validated by comparison to
experimental data. For this ternary mixture, the vapor-liquid-
equilibrium data measured in this work as well as in the litera-
ture are considered. The deviations between the experimental data
points and the EOS are calculated in an absolute manner with
respect to VLE data:

Z=100(Zexp — Zcalc) (13)

and in a relative manner in terms of density data:

7-100 (Pexp - pcalc) . (14)

Pexp

The values subscripted with “calc” are calculated with the
equations listed in Table 7 and implemented in the thermophysical
property software TREND [42]. For the evaluation of the whole
datasets, the average absolute relative deviation (AAD) can be
written as

1 N
AAD == " |Z] (15)
N i=1

where N corresponds to the number of data points in one dataset.
Clear outliers are not considered in this calculation.
A summary of the available thermodynamic property data and

Measurements of CO, saturation pressure (p) at the temperatures (T) investigated in this work. Model estimates using the EOS of Span-Wagner [6], pcac, at the same tem-
peratures are included for comparison, as well as the estimated combined uncertainty of the temperature (u(T)) and pressure (uc(p)) measurements and the total VLE
measurement uncertainty in terms of pressure (Ut (p)).

b Tie P/mpa Peaic(T)/p1p, ue(T)y uc(P)/mpa ot (P)/p1pa (P = Peaic)/\pa
P1 223150 0.6824 06823 6.0E-03 3.5E-04 3.8E-04 —8.81E-05

P2 253.160 1.9695 1.9703 2.7E-03 5.7-04 5.8E-04 834E-04

P3 273.168 3.4900 3.4868 1.2E-02 13-03 2.1E-03 —3.24E-03

P4 283.194 45083 45071 1.0E-03 13E-03 14E-03 ~1.22E-03

P5 298.148 64376 6.4339 3.1E-03 14E-03 2.5E-03 ~3.64E-03
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Table 7
Pure-fluid and binary-mixture EOS of the ternary model investigated in this
work.

Pure-fluid EOS Reference

CO, Span and Wagner [6]

CHy4 Setzmann and Wagner [40]
N> Span et al. [41]

Binary-mixture EOS

CO, + CH4 Kunz et al. [33]
CO, + Ny Kunz et al. [33]
N2 + CHy Kunz et al. [33]

the corresponding AAD is given in Table 8.

4.2.1. Comparisons to vapor-liquid-equilibrium data

The VLE data presented in this work and published previously
by other authors are used in the following section to validate the
EOS.

Since the phase boundaries are typically quite steep resulting in
large (dp/0z)r, deviations in terms of pressure can be become large
or are not calculable. Thus, deviations in terms of composition are
more meaningful and are solely shown in this work. However, in a
ternary mixture it is not trivial and explicit to calculate the de-
viations in terms of composition in the same manner as for binary
mixtures. In a binary system, the flash routines, for example
included in TREND could be used with the experimental pressure
and temperature, as well as any composition within in the two-
phase region as inputs to calculate the corresponding points on
the phase boundary and their compositions.

In a ternary mixture, the input composition for the flash
calculation at a fixed pressure and temperature cannot be chosen
arbitrarily within the two-phase region to calculate the same so-
lution. Only compositions on the same tie-line lead to the same
saturation point. If the experimental data point is not within the
two-phase region of the model, the closest tie line has to be found
in order to calculate the corresponding saturation point. Therefore,
a hypothetical tie-line was drawn between the composition of the
experimental saturation point in the vapor phase and in the cor-
responding liquid phase. This line lies consequently in the z¢o, —
Zch, — 2N, -Space. Starting from the experimental saturation point a
small step inwards the two-phase region along that line gives the
composition of the flash algorithm. The step was chosen as small as
occasional convergence problems allowed it. This procedure is
shown in Fig. 5 in a cutout of a ternary phase diagram with two
exemplary data points. If the temperature or pressure are not

Table 8

XN,
* Examplary data ——Tie-line liquid
Flash liquid ---- Tie-line vapor
X Flash vapor saturated liquid line
—Experimental tie-line ——saturated vapor line

Fig. 5. Cutout of an exemplary ternary phase diagram including a qualitative visuali-
zation of the procedure to calculate deviations of VLE data.

exactly the same for the both phases the flash compositions are
found in the same manner, but the flash is performed with the
corresponding pressure and temperature. This can be done because
the pressure or temperature discrepancies are small and the tie-
line does not change significantly. It has to be noted that as a
result of this procedure, the bubble- and dew-point compositions
of the EOS are calculated with different tie lines, cf. Fig. 5, and the
calculated deviations depend on the chosen step. However, those
effects are neglectable because flash calculations are not unique
and depend for example on chosen iteration procedures or step
sizes. This method was chosen because it conserves more of the
physical meaning of the residual. In contrast, the method of the
shortest distance would require to use non-dimensional forms of
the variables T, p, zco,, 2n,, and zcy, -

Overview of the available thermodynamic property data and the average absolute relative deviation (AAD) calculated with the corresponding new equation of state. AAD,,

AADy, x and y are given with respect to the percentage mole fraction of CO.

VLE data

Authors Year N T/K p/MPa Xco, Yeo, AADy/% AADy/[%
Al-Sahhaf et al. [43] 1983 52 220-240 6.1-12.2 0.456—-0.880 0.182-0.373 0.84 0.39
Al-Sahhaf et al. [44] 1990 32 230-250 6.2—10.3 0.388-0.880 0.240-0.475 2.0 0.72
Sarashina et al. [45] 1971 53 233-273 6.1-10.1 0.543-0.95 0.25—-0.725 1.1 0.94
Somait and Kidnay [46] 1978 1411 270 46-11.1 0.665—-0.971 0.587—-0.789 0.72 141
Trappehl and Knapp [47] 1989 51 220 2-12 0.465—0.978 0.17-0.350 0.64 0.50
Xu et al. [48] 1992 53 293 6.0-8.3 0.878—0.991 0.859-0.975 037 0.39
This work 2019 31 223-298 0.8-9.3 0.803—-0.997 0.594-0.971 0.14 0.27
ppT data

Authors Year N T/K p/MPa Zco, AAD/%

Magee et al. [49] 1994 39 245-400 3.5-33.1 0.960 0.11

Seitz et al. [50] 1996 270 323-573 20—-100 0.2—-0.8 0.37
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An overview of the deviations in terms of mole fraction of the
three components for all the experimental VLE data available in
literature including the data of this work is given in Fig. 6.

To analyze the model with the data obtained in this work, more
detailed deviation plots showing the residuals for each isotherm
and measurement series are provided in Fig. 7.

In general, all residuals in terms of liquid mole fraction CO, are
smaller than 0.5 mol% and all residuals in terms of vapor mole
fraction CO, are smaller than 1 mol% from the EOS. The maximum
deviations in terms of liquid mole fraction N, and CH4 are 0.3 mol%
and 0.2 mol%, respectively. The vapor mole fractions N and CHy4
deviate by less than 0.6 mol% and 0.4 mol%, respectively, cf. Figs. A.1
to A.2 in Appendix A. This verifies that the EOS performs well for
the ternary mixture. The general trends are increasing deviations

[m]
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O Al-Sahhaf etal. (1983)
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O Sarashinaetal. (1971)
V Somait and Kidnay (1978)

Fig. 6. Deviations between bubble- and dew-points data both from the literature
[43—48] and this work and model calculations from the EOS-CG-2019 [16] model. The
deviations are calculated in terms of molar composition according to
Az = Zj exp — Zj caic for i equal to CO, N3, and CHy (top to bottom).

with increasing pressures and mole fraction of N, and CHa4. As
previously discussed, the models for ternary mixtures include parts
from the binary-mixture models of the involved components.
These were fitted to binary experimental data independently from
multicomponent mixtures. Thus, analyzing trends in the residuals
of the binary mixtures can explain shortcomings in the multi-
component mixture. In this case, the comparison is even more
reasonable because VLE data in similar temperature and pressure
ranges with the same apparatus for CO, + N, were measured by
Westman et al. [25] and for CO, + CHy4 by Petropoulou et al. [28]. In
Fig. 8 deviation plots between experimental measurements and
values calculated with the EOS-CG-2019 [16] show similar trends.
Only the isotherm at 223 K exhibits a different behavior, which
might be due to a different pressure range of the measurements.
Therefore, it can be concluded that the shortcomings in the binary
models affect the ternary model in a similar way.

In Fig. 9, two exemplary pressure/composition plots including
data measured in this work at the temperatures 273.17 K and
298.13 K are shown. The remaining isotherms are illustrated in
Figs. A3 to A6 in Appendix A. The pressure is plotted versus the
experimental (crosses) and calculated (circles) compositions. Mole
fractions in terms of CO,, N, and CH4 are plotted separately. Since
the ratio between total mole fractions of N, and CHy4 is kept
approximately constant in each measurement series, these dia-
grams represent pseudo-binary pressure/composition-diagrams.
Visualizing the measurements and the EOS predictions in this way
gives useful information and illustrates important trends. Further-
more, the trends in these figures can be qualitatively compared to
the binary pressure/composition-diagrams of CO, + Ny [25] and
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Fig. 7. Deviations between bubble- (top) and dew-point data (bottom) measured in
this work and calculated with the EOS-CG-2019 [16] model. The deviations are
calculated in terms of CO, mole fraction according to Azco, = Zco, exp — Zco, calc-
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CO; + CH4[28] at different temperatures. The dashed lines between
the points calculated with the EOS do not represent the model or
the phase boundary but are straight lines between the model
points in order to support the visualization.

Fig. 9 illustrates that the model reproduces the phase bound-
aries well for lower temperatures. Although the deviations on the
dew line are higher than on the bubble line (see Fig. 7) the quali-
tative representation is good. The data starts to deviate more for
higher pressures at 283 K, cf. Fig. A.5, which continues for
increasing temperatures. However, it has to be noted that the
composition range on the x-axis for 298 K is smaller than for 273 K.
Thus, absolute deviations have to be evaluated carefully. The trend
of the residuals for the ternary mixture follows the trend of the
binary mixtures at higher pressures as can be seen in Fig. 8. For the
binary systems CO; + Ny and CO, + CHy4 as well as the ternary
system the model underestimates the mole fraction of CO, and
overestimates the mole fractions of N, and CHy4 for higher pres-
sures, which is for example visible at the 298 K measurements. As a
result, the calculated deviations between the model and the data do
not fully comply with the estimated experimental uncertainties in
Tables 2 and 3 Nevertheless, the phase boundaries are described
qualitatively well, considering the predictive nature of the model.

The publications of Al-Sahhaf et al. [43,44] state uncertainties
for temperature, pressure, and composition measurements but no
combined experimental uncertainty. Since in this work the de-
viations are calculated in terms of composition, the accuracy of the
composition measurement (+0.2 mol% [43] and +0.3 mol% [44]) is
the best indication for any comparisons. Considering that temper-
ature and pressure uncertainties will increase a combined uncer-
tainty and that the common confidence level of 95% (k = 2) has to
be applied, most of the data are represented within the experi-
mental uncertainty. Fig. 10 shows the description of the phase
boundaries in a ternary composition diagram. The dew-point data
are represented more accurately than the bubble-point data, which
is also indicated by the AAD in Table 8.

Sarashina et al. [45] do not state any uncertainties. Thus, it is
difficult to evaluate the EOS with the data. Nevertheless, most of
data are represented within 1 mol%.

Somait and Kidnay [46] measured 41 data points at 270 K and
five different pressures. The reported uncertainties of the temper-
ature, pressure, and composition measurements are +0.02 K,

T=220K,p=12MPa
%
SUNZ

22
0

50

Pt
Wb

+0.015 MPa, and +0.2 mol%, respectively. But no combined exper-
imental uncertainty is stated. Moreover, the data also do not show
the miscibility gap at T = 270 K and p = 8.61 MPa towards the bi-
nary mixture of CO, and CHg.

The VLE data provided by Trappehl and Knapp [47] are difficult
to evaluate because neither a description of the experimental
apparatus nor measurement uncertainties are given. Nevertheless,
Al-Sahhaf et al. [43] agrees well with these data (see Fig. 10) and the
AAD for both phases are well below 1 mol%.

Xu et al. [48] measured 53 VLE data points at 293 K and four
different pressures. The authors state experimental uncertainties of
+0.01 K in terms of temperature, +0.02 MPa in terms of pressure,
and +0.1 mol% in terms of composition. The purities of the pure
components were better than 99.95%. No combined expanded
uncertainty is given. The EOS accurately describes the data with an
AAD of less than 0.4 mol% in terms of CO, mole fraction and
maximum deviations of 1.2 mol% (dew point measurements) and
1.1 mol% (bubble point measurements).

4.2.2. Comparisons to homogeneous density data

Only two publications report densities for this ternary mixture.
Seitz et al. [50] measured vapor and liquid densities in temperature
and pressure ranges from 323 K to 573 K and from 20 MPa to
100 MPa, respectively, with “a custom-designed vibrating-tube
densimeter”. The mole fractions are distributed between 10 mol%
and 80 mol % for each component resulting in a total number of 270
state points. The stated uncertainties for pressure and temperature
are +0.02 MPa and +0.05 K. The purities of the compounds are
better than 0.9999 in terms of mass fraction. The estimated un-
certainty in terms of density is less than +1kg-m~3. However, it is
not described how this value was calculated. There is also no
indication that the uncertainty in composition was taken into ac-
count. Thus, the estimated uncertainty has to be higher. Converting
only the density specification estimate into a relative uncertainty,
the average relative uncertainty is 0.34% with a maximum of 1.03%.
Although the model is purely predictive, 96% of the data points
deviate within the maximum uncertainty and the AAD (0.37%) is
close to the average relative uncertainty. Seitz [51] performed
density measurements for the pure CO, and CH4 components with
the same apparatus. The AAD calculated with the reference EOS
[6,40] is 0.16% for CO, and 1.11% for CH4. Therefore, the uncertainty
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estimates for the mixture are reasonable. The deviations with
respect to pressure, temperature, and composition are shown in
Fig. 11. For higher pressures, the deviations decrease slightly. There
is no trend with respect to temperature. The deviations with
respect to composition are decreasing for higher CO, and N, con-
centrations and show an opposite behavior for CHs4. However, all
deviations are within the estimated experimental uncertainty.
Therefore, the models perform very well.

Magee et al. [49] carried out isochoric density measurements for
one CO,-rich composition (zcp, = 96 mol%) with a total number of
39 data points. The reported uncertainty in temperature is +0.03 K.
The uncertainty in pressure is expressed by a polynomial function
with 0.31% at 1.7 MPa to 0.019% at 35 MPa. The authors estimated a
combined uncertainty of +0.1% for the density measurements.
More than 50% of the data points are within the estimated uncer-
tainty, which is also expressed by an AAD of 0.11%. However, the
maximum deviation is around 0.5%. In Fig. 11, a trend of increasing
deviation with decreasing pressure is visible, which is in accor-
dance with the trend in the pressure measurement uncertainty.

In summary, the model describes the experimental data accu-
rately. Most of the homogeneous density data are represented
within their experimental uncertainty. Thus, improving the binary-
mixture models is not necessary with regard to density data. The
phase boundaries calculated with the model are in accordance with
VLE data measured in this work and found in the literature. How-
ever, there are shortcomings for increasing pressure at higher
temperatures. New data at even higher pressures would be needed
to check whether this trend continues. Moreover, other experi-
mental thermophysical-property data, e.g. speed of sound data,
would certainly allow a more comprehensive validation of the
model.

5. Conclusions

Carbon capture and storage (CCS) is a necessary part of a sus-
tainable future, but large-scale CCS deployment will require
improved models for properties of relevant CO,-fluids at conditions
expected in the various processes involved. The needed reference
property models generally rely on high-quality experimental data
of pure components and binary mixtures. However, in order to
verify that the fluid models perform sufficiently well for real pro-
cess fluids, they should be tested against experimental data from
mixtures with more than two components. In this work, the ther-
modynamics of the ternary CO, + N, + CH4 mixture system has
been investigated.

62 different bubble or dew points at 5 different temperatures
between 223 K and 298 K have been accurately experimentally
determined. The vapor-liquid equilibria were measured using the
analytic method and a facility where both design and procedures
are specifically developed to produce accurate data for CCS relevant
fluids. The experimentally investigated temperature and pressure
ranges include the technologically important low temperature —
low pressure region for early or small-scale value chain utilizing
vessel transport as well as the higher temperature — higher pres-
sure domain relevant for pipeline transport.

The new VLE data and literature data on VLE and volumetric
properties of the system were compared with the EOS-CG-2019
model. The equations of state in terms of the Helmholtz energy
within the EOS-CG-2019 are developed specifically for CCS. In
general, the deviations between the experimental data and model
were small and of the same order of magnitude as the deviations
between the EOS-CG and the binary data sets CO, + N, and
CO, + CHg. Although no new fitting of the EOS-CG was performed,



14 S. Ottay et al. / Fluid Phase Equilibria 509 (2020) 112444

the clearly smallest residuals between model and measurements
were found for the new data produced in the current work, with
average absolute relative deviations (AAD) in terms of CO; mole
fraction of 0.14% for the liquid phase and 0.27% for the vapor phase.
The model also shows a reasonable and accurate behavior with
regard to homogeneous densities. Hence, the predictive nature of
the ternary model built on binary pure component EOS and binary
mixture models fitted to data can be confirmed for the investigated
range and components. Nevertheless, data in yet uncovered regions
and also different thermophysical properties, e.g. heat capacity or
speed of sound would certainly enhance the validation of the
model.

However, this conclusion cannot in general be extended to other
components without further investigations, and considerably more
high-quality multicomponent data are needed for verification of
thermodynamic models for CCS. The multicomponent mixture
performance should of course be investigated independently for
each model before being put into use for critical processes.

With regard to EOS-CG-2019, the best way to improve its per-
formance for the CO; + N, + CHy system further is probably to refit
the binary mixture models for CO; + N3 and CO; + CH4 taking into
account new, accurate experimental data, and perhaps with an
increased emphasis on the critical region. Due to the large experi-
mental data base for these two binary systems, and for compati-
bility reasons, refitting these mixture models would however be a
major undertaking.
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