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Abstract. Online Social Networks (OSNs) have fundamentally and per-
manently altered the arena of digital and classical crime. Recently, law
enforcement agencies (LEAs) have been using OSNs as a data source to
collect Open Source Intelligence for fighting and preventing crime. How-
ever, most existing technological developments for LEAs to fight and pre-
vent crime rely on conventional database technology, which poses prob-
lems. As social network usage is increasing rapidly, storing and querying
data for information retrieval is critical because of the characteristics
of social networks, such as unstructured nature, high volumes, velocity,
and data interconnectivity. This paper presents a knowledge graph-based
framework, an outline of a framework designed to support crime inves-
tigators solve and prevent crime, from data collection to inferring digi-
tal evidence admissible in court. The main component of the proposed
framework is a hybrid ontology linked to a graph database, which pro-
vides LEAs with the possibility to process unstructured data and identify
hidden patterns and relationships in the interconnected data of OSNs.

Keywords: Crime, ontology, online social networks, digital evidence, knowledge
graph, biometrics, security

1 Introduction

Over the last years, social networking – the most recent innovation in commu-
nication – has become an integral part of daily life for many people of all ages.
It has changed the behavior and perception people have about the information
shared online [22]. The influence of social networking sites, such as Facebook,
LinkedIn, Twitter, Google Plus, etc. has exploded in a relatively short amount
of time. The number of worldwide users is expected to reach some 3.02 billion
by 20211, around a third of the Earth’s entire population. As of March 31, 2019,

1 https://www.statista.com/topics/1164/social-networks/
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Facebook claims to have 2.38 billion monthly active users worldwide2. This ex-
pansion in connectedness among people on digital platforms has created a vast
repository of information with potential value for LEAs in to use more efficiently
for making informed decisions. OSNs have fundamentally and permanently al-
tered the arena of detecting, preventing and solving of digital and classical crimes
changing the field of crime investigations [1, 18].

Different types of digital crime evidence can be collected by OSNs. For ex-
ample, digital evidence may come in the form of public posts, private messages,
pictures, videos, tweets, geo-tagged content and, location-based data. Such open
source of intelligence can be a reliable mine of evidence that can alter the out-
come of a trial. LEAs can data mine social networking sites to identify victims,
witnesses and perpetrators. Photographs, videos and other information that wit-
nesses to crime post on social networks intentionally or unintentionally can be
used as evidence later in an investigation. In general, a variety of information
coming from OSNs can be utilized to solve many types of crime cases. Some
instance of crime through open sources include cyberbullying and offenses pri-
marily on Facebook and Twitter [26, 32], terrorism and burglars using social
media to find targets [41].

Initially, LEAs started using social media as a communication channel for cit-
izens to offer feedback and to participate in virtual consultations, thus building
an online presence on main platforms to increase their legitimacy, transparency
and trustworthiness. Nowadays, social media has expanded opportunities for
surveillance by providing adequate tools for systematically gathering information
from different digital platforms to track people’s activities from the prospect of
both suspects and victims [33]. Ericson and Haggerty [17] view police officers as
“knowledge workers” rather than “crime fighters”. LEAs conduct online surveil-
lance to reconstruct events using knowledge management technologies and the
corresponding knowledge about crime detection and prevention to assist with
identifying crime trends. In legal proceedings, it may be considered good prac-
tice for police departments to successfully involve social media as an invaluable
tool in their investigations.

The process of criminal investigation involves very high volumes of informa-
tion that must be handled in a time-critical environment [12]. The success of
investigation consequently depends on how the information is turned into evi-
dence [15]. The information and knowledge obtained by OSNs is material that
counts as potential evidence. Such material must be properly authenticated in
order to be admitted into evidence. There are numerous examples of different
courts of law having accepted social media content as digital evidence, leading
to convictions and sometimes prison sentences [29, 39, 7].

However, despite the noticeable power of social media as evidence in legal
proceedings, LEAs are always scrambling to keep up with new technologies and
use intelligent systems to sift through massive amounts of raw social media con-
tent. Technically it is challenging handeling the flow of massively voluminous,

2 https://www.statista.com/statistics/264810/number-of-monthly-active-facebook-
users-worldwide/
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heterogeneous, unstructured and multimedia content on OSNs. Also, to inte-
grate, process and transform multimedia content on OSNs into intelligence used
to identify suspects, locate witnesses and convict defendants. Monitoring social
networks and transforming these vast amounts of unstructured data into action-
able intelligence can be a daunting task. This overwhelming number of OSNs
that serve as potential evidence are in high demand and deplete LEAs. Manual
analysis, and keyword-based flagging are impractical, therefore an integrated sys-
tem is needed to respond to the requirements of OSNs in the crime domain. Such
system is required to handle massive volumes of data by supporting simplified
automation and interoperability.

Existing solutions to meet requirements in the field of crime investigation
are currently limited [7]. There is no exhaustive tool to support crime analysis
and prevention on multiple social networks and that is capable of analyzing ex-
tremely high volumes of online content relating to chain of custody of digital
evidence and their validation using biometric features. The existing approaches
are narrow in terms of the integrating different data sources and hence fall short
of providing solutions to larger-scale, more complex crime like organized crime
and terrorism. Many of the existing digital forensics tools are in the form of in-
dividual tools that can only deal with partial aspects of crime investigation and
offer limited features for investigations in complex environments [25]. Among the
issues to be addressed is the development of automatic tools and techniques for
analyzing vast amounts of data that have capability to gather digital evidence.
Such solutions should provide visualization features and unified standards [11].
Furthermore, none of the previous frameworks for OSNs take account of the bio-
metric aspect which is significant to the quality of the digital evidence collected.
Biometrics technology plays a key role for LEAs during the investigation process
stage of narrowing down the persons suspected of a crime. It is an important
part of the digital evidence admitted in the court of law.

The contribution of this paper is twofold. In order to identify the research
gap, we survey existing frameworks used for crime investigation in the context of
OSNs content. Based on the discovered gap, we introduce an intelligent frame-
work, which is a knowledge graph-based framework that is suitable for gathering
digital evidence from OSNs, which may help LEAs to increase their analytical
capabilities. The main components of the proposed framework are a hybrid on-
tology for collecting and integrating the unstructured social media content and
a graph database used as a storage back-end to store the semantic data and per-
form efficient querying and storage. This hybrid ontology is an improved version
of SMONT [23], which is a semantic-based ontology model originally developed
by the authors with the main purpose of enriching an ontology with social media
content.

The remaining part of the paper is organized as follows. Section 2 presents
a review of literature relevant to existing frameworks used by LEAs to gather
intelligence from online social networks to provide to legal bodies. In Section
3 discusses main challenges and solutions in order to build a knowledge graph-
based framework. Section 4 introduces the proposed framework architecture and



4 O. Elezaj et al.

its main components. The conclusion and future work are presented in Section
5.

2 Related work

Based on the meta-analysis and literature review, a summary of existing frame-
works for crime investigation based on OSN content is presented in Table I. We
conducted a keyword search in scientific databases of the keywords crime, ontol-
ogy, biometrics, digital evidence and framework. Articles were filtered by title
and abstract while articles that do not cover OSNs were discarded. Focus was on
analyzing frameworks capable of handling social media content. The frameworks
were evaluated based on the following criteria: - data sources used, type of crime,
detection capabilities, prevention capabilities, biometric capacities, support for
the collection of digital evidence, support for visual analysis, and methods used
for crime detection and prevention.

According to our analysis, few semantic solutions exist that are specifically
designed for investigating crime on social media. Moreover, no solution is suffi-
ciently detailed to cover important aspect of crime investigation such as digital
evidences and biometrics that have a crucial role in investigations.

Arshad et al. [7] introduced a multilayer semantic framework for OSNs that
is based on a methodology of mapping multiple ontologies into a global one
capable of integrating unstructured data drawn from different data sources. This
framework lacks the required level of details about digital evidence gathering.
Furthermore, the framework was not developed for processing biometric data.

The criminal ontology presented by Kastrati [24], SEMCON, is a simple on-
tology developed to identifying if a Facebook user is a possible suspect or not.
The proposed model uses Facebook API to retrieve user’ data and exploits it se-
mantically and contextually. However, SEMCON does not cover all perspectives
necessary to meet the complexity in criminal cases. To be usable, it needs to be
extended to deal with all crime investigation aspects.

In [30] is presented a computational framework that focuses on physical ev-
idence from a crime scene. This framework has three main components: - a
physical biometrics ontology, a law enforcement ontology and several supporting
stubs. The framework is interesting but does not emphasize crime investigation
by OSNs. However, it must be mentioned that this is the only framework that
cover biometric aspects of a crime scene in a semantic context. There is a lack
of evaluation of the proposed framework.

Nouh et al. [34] presented an outline of a multipurpose cybercrime intelligence
framework that helps LEAs investigate criminal cases and prevent crime. The
proposed framework is composed of five layers: - data-handling, analysis, front-
end, users and data-sources. It integrates different data analyses, such as Social
Network Analysis (SNA), time series, content and sentinel analyses. The top-
down approach is used for prevention based on various hypotheses of some event
incidents and to detect and solve different crime cases. This solution does not
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address digital evidence and biometric aspects. The concept of connected data
in OSNs and modeling with graph technologies is not addressed either.

In [10] authors built a predictive model pertaining to reactions on Twitter in
order to analyze the Woolwich, London terrorist attack that took place in 2013.
The model use statistical methods and machine learning to predict the size and
survival of information flow related to the terrorist attack. It lacks semantic
capability and is limited to predictive capacity.

Cosic et al. (2015) developed an ontology to manage the digital chain of
custody of digital evidences. This ontology based on the top-down methodology
deals with the management of the chain of custody of digital evidence. Further-
more, it may serve as a method to expand on our ontology related to the digital
evidence.

Table 1. Review of existing frameworks in crime investigation.
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[27]
Criminal network
prediction model

UCINET co-
caine smug-
gling

Drug Traf-
ficking

X 3 X X X 3 Deep Learn-
ing

Graph

[7] Semantic framework for so-
cial media

Social Media General 3 X 3 X X 3 Frequency
analysis and
clustering

Ontology,
Graph

[23] Ontology for crime solving Social media General 3 3 3 X X X Ontology
Reasoning

Ontology

[24] Analysis of OSNs Posts to
investigate

Facebook General 3 X 3 X X X
Semantic and
contextual
data-mining

Ontology

[30] Situation-Based Ontologies
Focusing on Crime Scenes

Cybercrime 3 X 3 3 3 X Situation
Management

Ontology

[3]
Analysis and detection of
microblogging spam

Twitter Cybercrime 3 X X X X X Machine
learning

Graph

[37] Criminal Network Analysis
Using Big Data

- General 3 3 X 3 X X Machine
Learning

Hadoop,
Graph

[34]
Cybercrime
Intelligence Framework

OSN General 3 3 X X 3 3 SNA, Space
and Behavior
Analyses

Relational
Database

[10] Modelling the Social Media
Reaction

Twitter Terrorism X X X X X X Regression
Machine
learning

-

[2] Surveillance of Instant Mes-
sages

Social Media General 3 X 3 X X X Association
Rule Mining

Ontology,
knowledge
database

[14] Ontology DEMF - General X X 3 X 3 X - Ontology

According to this review and to the best of our knowledge, it is concluded that
none of the existing frameworks cover digital evidence collection, biometric data
and elaboration of data from OSNs simultaneously. The previous frameworks
are mostly not generalized but are platform based, meaning they are capable
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of handling data sourced from one specific social network platform. Moreover,
among all frameworks analyzed, only one is graph-based, which is a requirement
when OSNs are to be used in criminal cases investigation. Utilizing of graph-
based technology is important in analyzing the characteristics and behaviors of
suspects or criminals as well as the structure of communities or sometimes an
overall network. The graph representation helps LEAs understand a criminal
network structure, and identify the cliques, groups and key players in a network
[31].

3 Identified major challenges and solutions

In this section, we identify the main challenges and proposed solutions that
facilitate LEAs investigating crimes happening in OSNs.

Challenge 1: Developing an appropriate model to organize and integrate
the massive volume and different data types obtained from OSNs.

OSNs contain massive volumes of content and linkage data, which can be
utilized by LEAs in crime investigation. Generally, the data can be divided
into structured and unstructured data. Unstructured data is a textual content,
known as User Generate Content (UGC) for a particular user. UGC is often
in the form of text, but it can contain images, videos or other type of data.
On the other hand, structured data are modeled by graph data models, where
the entities are presented as vertices (e.g., people or things) and edges (i.e.,
relationships of vertices). The OSNs data is heterogeneous and also accompanied
with different properties, such as the time stamp and the location related to a
specific user activity, which means that processing and managing this kind of
data is a bigger challenge compared to other data sources such as web pages or
blogs. It is foreseen that 80 percent of worldwide data will be unstructured by
2025 3. If LEAs are struggling to manage their unstructured data now, they are
going to find it difficult to cope with the increasing volume of unstructured data
over time, to turn it into a more structured format.

Previous studies observed that Semantic web frameworks provide a graph
model (RDF), a query language (SPARQL) and definition systems (OWL) to
efficiently represent and manage heterogeneity of OSNs data [40]. Semantic Web
technology uses ontology to model an abstract view of a specific real domain.
Only few studies have concentrated on using semantic technologies to integrated
data coming from OSNs and mostly offer general solutions not related to crime
investigation [8].

In 1995, Gruber [19] originally defined the notion of an ontology as knowledge
engineering that use explicit specification of conceptualization. The advantages
of ontologies are: a) use of common language; b) manage of unstructured data; c)
enable reuse of domain knowledge and d) use of inference steps utilizing ontology
reasoning [40]. The most significant advantage that ontologies might bring to
the domain of crime investigation is the ability to support the integration and
processing of unstructured data received from OSNs.

3 https://www.idc.com/
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The Web Ontology Language (OWL) is one of the most commonly used lan-
guage to formalize ontologies of different domains and to describe their relation
by converting to descriptive logic. In the proposed framework, the crime do-
main ontology is developed using an OWL editor tool developed by Stanford
University, named Protégé [38]. This tool is a JAVA-based open source ontology
editor which is compatible with different platforms. OWL uses the Resource De-
scription Framework (RDF) of classes and properties. The framework contains a
hierarchical description of conceptual things in the crime domain. Individuals are
instances of predefined classes, and properties of each class describe attributes
of the concepts.

According to literature, there exists different methods used for developing
ontologies. These methods are divided into two main groups: evaluation pro-
totype models and experience-based methods [9]. In the proposed solution, we
adopted the 101 method which contains seven defined steps to develop an ontol-
ogy for a specific domain [35]. First, we develop a conceptual ontology – which
is an abstract view of classes – defined and arranged in a taxonomic presen-
tation with sub-classes and super-classes, properties and facts of properties. In
the second stage, the physical ontology is developed by using Protégé. Based
on the data collected in the acquisition layer, we create instances of each class
to model the crime domain. The crime ontology covers classes, data properties,
object properties, individuals and relationships.

Challenge 2: Developing an appropriate storage technology to handle com-
plex and dynamic relationships in highly connected OSNs to generate new knowl-
edge for LEAs.

While the use of ontologies in the crime domain give big advantages related
to knowledge representation and extraction, it also poses problems. The main
key challenge is related to the storage of the data and searching for the relevant
information in a big data environment [16]. To solve these problems, nowadays,
graph databases are being widely and intensively used for storing and querying
data for OSNs. The graph databases overcome the limits of traditional databases
for storing and managing data represented as graph-like data. As the usage of
social networks is increasing rapidly, storing and querying data for information
retrieval by LEAS is critical. This due to the characteristics of social networks
like dynamic structure, highly volume, velocity and interconnectivity of data.
Relational databases struggle to handle the volume and velocity of data gener-
ated in big data environment [5]. Also, an other reason that graph databases are
used to store OSNs data is the fact that social networks are modeled as graphs.

Moreover, Not only SQL (NoSQL) is one of the main solutions for storing
and processing OSNs data [6]. Its main characteristics is that it is schema-free.
Different open-sources NoSQL are available as low-cost solutions. NoSQL is more
efficient in comparison to relational databases because it ensures efficient big data
storage, provide high performance, high volume, high velocity and can handle
complex data structure [20]. NoSQL databases are divided into four types: -
graph database, key-value store, column store and document database. As our
scope is to model the data received from OSNs, we employed graph databases,
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as the most popular storage technology used for analyzing data from OSNs [6],
assuring natural modeling of their networks.

We employed a NoSQL open source graph database, named Neo4j, released
in 2007 [13]. Neo4j is known as “world leading graph database” and is one of
the most popular graph databases, characterized by robustness and high perfor-
mance [42]. It scales billions of nodes and relationship in a network. Therefore,
the entire interconnected data obtained from OSNs, needed by LEAs for inves-
tigation, can be stored and managed using Neo4j.

The aim of the proposed framework is to extend the SMONT ontology de-
veloped by Kalemi et al [23]. The top-level classes identified in the framework
ontology are: Agent, Crimes, Crime Case Solving, Social Networks, Biometric
Artifacts and Institutions as shown in Figure 1. Agent class represents informa-
tion about persons, groups or organizations whose data are collected by police
reports/evidence streams and from OSNs.

Fig. 1. Top hierarchy classes of crime ontology

Crime class describes the types of crimes based on widely accepted classifi-
cation by law and jurisprudence. Social Networks represents all data collected
by OSNs used for investigation. Biometric artifacts class represents physical bio-
metric features (e.g., fingerprint, iris) about persons that committed a crime or
anyone who is suspected. Institutions represent a class that contains information
about institutions involve in crime investigations like LEAs, banks, courts, insur-
ance companies etc. Crime-Case-Solving contains information about cases that
have not been solved. Using reasoning rules, machine learning and SNAs the in-
formation of all the classes of ontology is contributing to provide instances in the
Digital Evidence that is a sub-class of Crime-Case-Solving. Class dependencies
are as shown in Figure 2.

Challenge 3: Developing an appropriate method to automatically extract
and visualize the relevant knowledge.

The increase demand for structured knowledge in investigating crimes has
created considerable interest for LEAs in crime analytical techniques in order
to provide LEAs better insights into criminal networks. As most of the social
networks are big graphs with unpredicted volume, velocity and variety, LEAs
face challenges related to effective information search and crime analysis. LEAs
require to deploy automatic procedures for analysis related to detection and
prediction of crime incidents.

To enhance national security, LEAs and intelligent agencies collect massive
amount of data which must be transformed into information, knowledge and
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Fig. 2. Class dependencies of crime ontology

intelligence. As LEAs struggle to manage and process this enormous volume of
data by traditional methods, the use of machine learning (ML) discipline offers
efficient solutions for crime detection and prevention in large crime datasets [36].
Based on ML, LEAs can develop and deploy models to classify crimes, investigate
hidden crime patterns or predict future crime patterns. Different classification
algorithms are nominated for crime analysis, crime prediction, and to get insight
into potential crime hotspot areas [4].

A common problem for LEAs during investigation is to analyze groups of
people involved in organized crime and dark networks. In order to analyze the
dynamic structure of criminal networks, LEAs must employ quantitative mea-
surements of SNA, which provides models and techniques to analyze OSNs based
on graph theory and visualization tools. SNA methods has the ability to find
out leaders of the networks, observe network changes over time and model dif-
fusion processes. Also, SNA methods can be used to discover the leaders of a
criminal network based on centrality and prestige measures of direct relations.
The centrality and prestige are linked with the members that are extensively
linked or involved with other members. Finding these leaders in such networks
and removing them may defragment the criminal network or disrupt it.

The proposed framework based on machine learning methods, deep learning
and SNA can provide information to LEAs in order to predict different crime
categories including whether a person or organization will or motivated to com-
mit a crime, crime target, time that a new crime might be committed, the crime
location and type of crimes etc. Thus, combining machine learning techniques,
SNA analyses and ontologies reasoning inferences, the solution aims to improve
prediction performance helping LEAs to predict different types of crime that
might occur in a particular geographical location and in a given time period.

Challenge 4: Developing an appropriate method for preservation of digital
evidence.

In crime investigation process, LEAs must collect and infer digital evidence
that require authenticity and non-repudiation properties to rely on in the court.
Digital evidence gathering and analyses requires special procedures and tech-
niques to be used and accepted as evidences in the court. The goals of the systems
that produce digital evidence is the maintenance of the chain of custody, which
in legal context is the documentation of the order of handled items of evidence
during a crime investigation. Since the process of collection, validation, preser-
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vation and documentation of digital evidences is complex and dynamic, chain
of custody should be kept. Some common problems faced by LEAs in main-
taining the integrity of evidence with chain of custody include data integrity,
modification of elements of digital evidences and access control for the storage.

The proposed framework aims to ensure the management of the chain of
custody from the starting point of a new criminal case. To maintain the chain
of custody, in our framework, we are based on the 5W+H investigative model
(Who, What, When, Where, Why and How) [21]. In the crime ontology (top-
down methodology), we have created sub-classes under class of Digital Evidence.
The elements of the sub-class Digital Evidence can respond to the 5W+H aspects
of the chain of custody. Combining two classes (Digital Evidence and Biometric),
the integrity of chain of custody is strength and the framework can produce bio-
metric digital evidence which are admissible in court for prosecution of offenders
and attackers.

Challenge 5: Developing an appropriate method to acquire data from social
networks.

In general, there are three different data types that can be retrieved from
OSNs. The first, content data includes user profiles, photos, videos etc., which
are mostly unstructured data. The second is behavior data which is classified
into three different categories: user-user behavior – interaction between two in-
dividuals such as following or sending a private message; user-entity behavior –
interaction between a user and an OSNs entity such as liking or writing a post
in Instagram and user-community behavior – interaction between a user and
an online community such as participating in community discussions. The third
type is network structure data that consists of explicit hyperlinks between users
and their content.

Social network like Facebook provides application program interface (API)
and query languages which are key part for researchers in academia and enter-
prises too [26]. Recently OSNs platform have clearly restricted the access on
data that developers can retrieve. For example, Facebook, after the Cambridge
Analytica scandal, changed several APIs in order to protect user data. A string
called Facebook access token that identifies a user, or an application is used to
make API calls and now based on the new rules. All these requests must be
reviewed and approved by Facebook. Also, Twitter hands down new strict rules
restricting the volume of data that third-party developers can get access to. For
example, as for June 2018, the Twitter API can return only the most recent
3200 tweets and during a single request only 200 tweets are return.

To overcome these limitations, the proposed framework combines API and
web crawlers to feed real time data and to optimize quality for each data sources.
Crawlers are used to extract the information that cannot be collected automat-
ically by API. Also, the framework must address the issue of metadata, which
are fundamental important to be collected along with respective data.
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4 Knowledge graph-based framework architecture

Aimed at addressing the main challenges in gathering intelligence from OSNs in
the crime domain, this paper presents a knowledge graph-based framework in-
corporating semantic web and graph database. The architecture of the proposed
framework is given in Figure 3. It is composed of 4 layers, data acquisition,
knowledge creation and semantic enrichment, knowledge extraction and appli-
cation layer.

Fig. 3. The architecture of the knowledge graph-based framework

Two data sources have been identified for crime investigation, reports and
evidence streams that exist in LEAs repositories and OSNs data. The data ac-
quisition layer contains a data retriever engine capable to feed real time data
from OSNs combining API and developed crawlers. For different social net-
works, different API plugin are included in the engine. To deal with rate limits
of API request per hour and per user, crawlers are used. This layer includes
data preprocessing focused on removing errors and inconsistency from the data,
imputing missing data, and data integration. As data coming from OSNs are
user generated data and their quality varies from valuable data to rubbish, data
preprocessing is a crucial process. Having good quality of data is more impor-
tant than having in place efficient machine learning algorithms that run in poor
datasets. The framework should be capable to automatically extract information
from multimedia content taken from OSNs and format it. This process includes
different tasks related to audio and video segmentation and transcriptions,image
processing to extract logos, weapons, biometric features etc. The framework can
process files of diffrent formats such as audio file, image file, video file, text files,
that are stored locally in LEAs repositories or can optionally be extracted by
specific OSNs.

The next layer is the knowledge creation and semantic enrichment, where
the data are modeled based on the developed crime ontology and are stored in
a Neo4j graph database. A mapping schema of the Neo4j data model and the
crime ontology that is an RDF directed graph is required in order to preserve
the details. The RDF graph triples are composed by a subject, a predicate and
an object, where the subject and predictor are resources and the object can be a



12 O. Elezaj et al.

resource or a literal. Each resource is identified by a Uniform Resource Identifier
(URI). All subjects of triples are mapped to nodes in the Neo4j graph. If the
object is literal, predicates are mapped to node properties, otherwise if the object
is a resource, predicates are mapped to relationships.

Knowledge extraction layer covers application of machine leaning techniques,
SNA and ontology reasoning to analyze the graph data to extract the required
knowledge. Using machine learning algorithms, criminal behavior is modeled.
Based on anomaly detection, the system alert LEAs for unusual patterns or
behaviors. All the methods applied at this layer will be tuned to avoid false
positive alarms (FP). If the system has a high FP alarms rate, it makes it very
challenging for LEAs due to the high workload required. Thus, it is necessary
to train appropriate algorithms in order to obtain high detection rate and to
ensure a low FP rate. SNA metrics are used to discover strategic members who
belong to criminal networks.

The last layer, the application layer is the dashboard supporting user to
customize different processes related to crime investigation and prediction.

5 Conclusions and further work

We have conducted a review of the literature on the use of OSNs data in crime
detection and prevention. The aim of this review was to analyze existing intel-
ligent crime solving frameworks and to identify various challenging factors that
restrict the use of OSNs by LEAs in the preventive policing of criminal activi-
ties. Lack of efficient models to organize and integrate the massive volume and
different data types coming from OSNs and the increased demand for structured
knowledge in investigating crimes, were found to impede the implementation of
efficient intelligent crime frameworks for LEAs.

Existing crime frameworks do not consider digital evidence collection, bio-
metric data and elaboration of data from OSNs simultaneously such that ex-
isting solution remain unsuitable to meet LEAs requirements in the process of
crime investigation. Solutions that can efficiently collect, store and query the un-
structured, high volume, velocity and inter-connected data and guarantee LEAS
deeper insight into the criminal activities are demanded. Based on the identified
challenges and the requirements of LEAs we have introduced our initial design of
a knowledge graph -based framework for investigation and preventing of crime on
OSNs. This framework is a hybrid ontology linked to a graph database, which
provides LEAs with the possibility to process unstructured data and identify
hidden patterns and relationships in the interconnected data of OSNs with the
focus on crime investigation and prevention.

Future work will consist in fully implementation of this framework. We aim in
developing real use cases obtained from police crime cases and real data of OSNs
and to evaluate the whole system and the performance of prediction methods
covering a broader range of crimes.
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