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Abstract— A crane control system is presented where the
crane load can track a position trajectory with ultimately
bounded pendulum motions of the load. This is done with an
inner loop using a Lyapunov-based damping controller which is
designed to damp out the pendulum motions of the load, and an
outer loop where a nonlinear MPC (model predictive controller)
controls the position of the load. The Lyapunov-based damping
controller is designed to be exponentially stable, which means
that the pendulum motion will be ultimately bounded in the
presence of a bounded perturbation. Then this is achieved by
constraining the control action of the nonlinear MPC so that
the perturbations to the Lyapunov-based damping controller
are sufficiently bounded. The suspension point of the load,
which is the tip of the crane, can then be controlled to track
a time-varying desired trajectory in the plane with ultimately
bounded pendulum motions. The control system is validated in
simulations in a simulation study.

I. INTRODUCTION

Cranes are important in marine operations, where high pre-
cision in hoisting operations is required. Significant payload
oscillations may result from the motion of the crane and the
crane base, and this can cause safety risks and suspension
or delay of the operations. Automatic control of cranes and
crane loads has the potential of reducing risk and execution
time in marine operation. Control systems for crane has
therefore been widely studied in the research community,
and both open loop and closed loop control system strategies
have been developed. Early work on crane control is found
in [19] where optimal linear control is used in combination
with a state observer. Extensive reviews are found in [1] and
[17]. Sensor systems for the measurement of load motion as
discussed in [18] is an important research topic for cranes.
In this paper the focus will be on feedback control, and the
sensor problem will not be further discussed.

Open loop control in the form of input shaping has been
extensively studied for cranes [3], where the objective is to
generate trajectories that will not excite pendulum motion.
This was done by using the concept of flatness in [13], where
smooth trajectories were generated for feedback control were
generated, and where flatness lead to a simple model struc-
ture that could be controlled with pole placement. Moreover,
acceleration inputs from the controller were converted to
velocity inputs so that the velocity loops of the actuators
could be used,. This was further developed in [18].

Nonlinear energy-based controllers of cart position and
payload swing were proposed in [7] for a 2 DOF crane using
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LaSalle’s invariance principle. In [4] the energy level was
controlled for a 2-DOF overhead crane system. In [30] a
nonlinear controller for payload position and oscillation in a
2-DOF gantry crane system was designed using a singular
perturbation design. A nonlinear controller for a 4-DOF over-
head crane and payload system is presented in [23]. In [29]
the authors proposed a Lyapunov-based nonlinear controller
with constrained trolley stroke and pendulum length, for
a 4-DOF cart and payload system. In [5], [26] and [27]
the authors proposed Lyapunov-based nonlinear controllers
using feedback linearization, for positioning and swing sup-
pression of the payload for a 3-DOF overhead crane. In
[6] the payload was modelled as a bifilar pendulum which
oscillated about the vertical axis, and a damping controller
was designed based on LaSalle’s invariance principle.

In [28] and [24] the authors applied MPC for controlling
gantry cranes and overhead cranes with a trolley moving in
one DOF. Another MPC-based scheme, which is referred
as a particle swarm optimizer, was presented in [22] for
a constrained control of underactuated payload. In [12]
MPC was used in the vertical plane in combination with
feedforward control for a crane with Maryland rigging to
suppress the pendulum motion. In [2] a MPC was used
for a mobile harbour crane to control the combined luffing
and slewing motion, where real time solution of the MPC
problem was achieved by linearizing the model about the
desired trajectory. This work was further developed in [16]
where flatness was used to simplify the dynamics, and by
including the linearized feedforward part and a stabilizing
feedback part.

In this paper we propose a Lyapunov-based controller
for damping the oscillations of the crane payload in an
inner loop, while the position of the crane tip is controlled
in an outer loop using a nonlinear MPC. The Lyapunov-
based controller is proved to be exponentially stable, and
therefore ultimately bounded in the presence of a bounded
perturbation. The bounded perturbations are determined by
a nonlinear MPC for controlling the crane tip position. The
crane tip can then be controlled to track a time-varying
desired trajectory in the plane with ultimately bounded
pendulum motions. The advantage of the method is that
a robust and simple damping controller is used, and the
resulting MPC problem is formulated without imposing state
constraints so that it can be computed in real time. Moreover,
the constraints of the MPC problem is on the perturbations
to the damping controller, which further simplifies the MPC,
and it can even be used for joy-stick input to commanded
motion. In this paper a constant rope length is used, and the



crane tip moves in the horizontal plane.

The rest of this work is organized as follows. In Section
we present the spherical pendulum model. The Lyapunov-
based damping controller is presented in Section In Sec-
tion[IV]we present the nonlinear MPC. Some implementation
aspects are discussed i Section [V] Finally, the simulation
results are presented in Section [VI] and the conclusions in
Section

II. MODELING
A. Kinematics

The inertial frame n is defined with the z axis pointing ver-
tically downwards. The crane load is attached to a suspension
point in the xy plane of n with position 7§ = [x¢,y0,0]T in
the coordinates of frame n. The crane load is modelled as a
point mass m attached to the suspension point with a mass-
less wire of length L. Frame b is fixed in the point mass of
the load, and the motion of the load is modelled as a rotation
of frame b about the suspension point with rotation matrix
from n to b given by

Cy 0 Sy
y = Re(0o)Ry(dy) = SzSy  Cz  —SzCy 1
—CySy Sy CaCy

where s, = sina, ¢, = cosa, R, (¢,) is the rotation matrix
for a rotation ¢, about the x axis, and R,(¢,) describes the
rotation ¢, about the current y axis. This is illustrated in
Fig.[1] The position of the mass m in the coordinates of n is
then 7" = 7§ + RyrY, where r2 = [0,0, L] is the position
of the point mass relative to the attachment point. It follows
that the velocity of the point mass is

(to —|—Lcy¢y )
v = | g — Leycydo + Lsasydy
—Lsgcyp, —

Legsy oy

Fig. 1: Spherical pendulum and suspension point system with
payload mass m and length of pendulum L

B. Equations of motion

The equations of motion for the load are found from
Lagrange’s equations of motion as in [1]. The kinetic energy
of the pendulum is

1 . . 1 ) )
K = §mL2 (¢§c§ + ¢§,) +gm (25 +93)

+ mLx'ogz.Sycy —mLyo (d.)xcxcy — qi)ysxsy) 2)

and the potential energy is
U =mgL(1 — czcy) 3)

The equations of motion can then be found from Lagrange’s
equation of motion, which gives the dynamic model

GuCy + wisy = 2b,bysy + iocs/ L 4)
Oy + w3cwsy = _¢§3ycy - (iocy + ?jOSISy)/L )]

where w2 = g/L and g is the acceleration of gravity. The
accelerations Zo and gy of the suspension point are the
control inputs of the system. This may pose some challenges
in implementation as pointed out in [20]. This will be further
discussed in the implementation part of the paper.

ITI. CONTROLLER DESIGN
A. Energy based damping controller

As a first step in the controller development for the
pendulum a basic damping controller is proposed in this
section. This controller solves the regulation problem of
stabilizing the equilibrium point when the suspension point
ry is fixed. This damping controller will be the basis for
the development of a more advanced tracking controller
which will at the same time damp the pendulum motion and
track the desired position of the point mass. This tracking
controller will be presented in a later section. The basic
damping controller is derived under the assumption that the
acceleration (Zg, §jo) of the suspension point in the horizontal
plane can be used as control variables. The basic damping
controller is given as the feedback control laws

o = ~2(wo L (©)
Fo = 2Cwo L, — L272%w (7)
Cy
where ( is a control parameter. Insertion of the control laws
(6]7) into the equations of motion @[3 gives

émcy + QCw0¢mcx + W(QJSE = 2¢w¢y3y (8)
éy + QCwOéycy + w%cwsy = —éisycy 9)

It is noted that linearization about the equilibrium point
¢g = ¢y =0 and ¢, = ¢, = 0 gives

Gz + 2 wods + wids =0 (10)

by + 2Cwody + widy =0 (11)

It is seen that the linearized system is two harmonic os-
cillators with undamped natural frequency wy and relative
damping (.

The stability of the nonlinear closed loop dynamics (§]9)
can be analyzed with the energy function

1

Va= gmL? (gz,gcj i ¢3‘;‘) +mgL(l — cey)  (12)

which is the kinetic plus potential energy of the pendulum
when the suspension point is stationary. The time derivative
along the trajectories of equations of motion ({|[3) is

Vi = mLyijocycs — mLy (Gocy + fo525,) (13)



Insertion of the control laws (6][7) gives the time derivative
of Vj along the trajectories of the closed loop dynamics (8]9)
as

Vy = —2CwomL? (q'ﬁiczcy + gbzcy)

From LaSalle’s theorem it follows that the equilibrium point
¢y = ¢y =0 and qﬁx = ¢y = 0 of the closed loop dynamics
(BI%) is asymptotically stable. It is noted that this result
is only valid for the regulation problem of stabilizing the
pendulum about the equilibrium point.

(14)

B. Lyapunov-Based Tracking Controller

The second step in the controller development is to design
an exponentially stable Lyapunov controller for the pendu-
lum motion in ¢, and ¢,,. The accelerations are considered as
the control variables, and are written £g = u, and o = u.
Consider the feedback control laws

Lec . 2Ls, - - Sp 82
Uy = — Y (kd¢r + kpd’r) - c y¢r¢y +g Y (15)
L . . UySyS
Uy = —(kady + kpdy) — Ls,¢2 — 4274 (16)
Cy Cy

which is a combination of PD control with feedback from
the angle and the rate of the angle, and cancellation terms.
The terms k, and kg are control gains. It is noted that
the cancellation terms are higher-order terms, which will be
small. Insertion of the control laws (T3] [T6) into the equation
of motion (@ [5) gives the closed loop dynamics

bo + ks + kpps + wicys, =0
by + kady + kpdy + wicps, =0

a7
(18)

. . _ 2
where it is used that ¢,s, = s, /¢y — smsy/cy.

C. Lyapunov function

Let the state vector be © = [¢,,, b, by, gby]T We will use
the Lyapunov function

1
V(x) = ixTP:L' +mgL (1 — cyey)
where P is a real symmetric positive definite matrix given
by

pi1 piz 0 0
p— |P1s P22 0 0

19
0 0 pu pis (19
0 0 pi3z p2o
where
pi1 = (kp + cka)pa2, P13 = cpo2, pa2=mL® (20)

and c is a positive constant which satisfies ¢ < kq. It is noted
that

D11 — P13kq — paoky =0 21

The nonzero pi3 gives cross terms in the Lyapunov function
as introduced by [25]. From pi; > 0 and

= ((kp + cka) — ¢*) p3, > 0

’ P11 P13 (22)

P13 P22

it can be concluded that the matrix P is positive definite [9],
which implies that the eigenvalues of P are positive.

Consider the domain

D:{w\|¢$|<g—5and\¢y|<g—6} (23)

where 0 < 6 < 7/2. Since mgL (1 — czcy) > 0 in the
domain D, it follows from (T9) that

1
§acTPas <V(z) VYxeD (24)

It follows that

1
5 min (P[]l < V()

5 Ve e D

(25)

where Apin(P) > 0 is the smallest eigenvalue of P.
From |sina| < |af it follows that sin®(a/2) < o?/4.
In combination with cosa = 1 — 2sin? (a/2), this gives
cosa > 1— a?/2. Then it is straightforward to verify that

1
(1-cpey) <5 (67 +0)), YazeD (26)
From this, it follows that
1 1~
V(x) < 3T Px (27)

where P = P + mgLdiag(1,0,1,0). From (25) and (27),
it is seen that the Lyapunov function is upper and lower
bounded by

killzl|3 < V(@) < kol f3,

V& € D (28)

where k1 = (1/2)Amin(P) and ky = (1/2)Amax(P). It
is concluded that the Lyapunov function V(z) in (28) is
positive definite and decrescent in the domain D. This is
illustrated in Fig. [2| with gains k, = 0.1 and kg = 2%.

1.5

ko|l|13
— V(=)
ki |l|13
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S

Fig. 2: The Lyapunov function V' (x) is lower bounded by
k1]|z|)3 and upper bounded by ks||x||3 for x € D. Note
that the right window is a continuation of the left window,
but with different scale.



D. Derivative of Lyapunov function

The time derivative of V' (x) along the solutions of the
closed loop dynamics (I7} [T8) is given by

V(@) = (600 + dyy ) o1
— (p13¢a + P22da) (kdd)m + kpoda + W(Q)Smcy)
— (p13dy + Pa2dy) (kdéf;y + kpdy + W(Q)%Sy)
+mgLoycysy + mgLogsgcy
= (%% + ¢y¢y) (P11 — p13ka — pazkp)
— piskp(82 + 0;) — Paska(P} + 67)

- plSW(z) (¢zszcy + (bysycx)

+ (busacy +dyeas, ) (mgL —pof)  29)
Then, from 20) and 1) it follows that
V(@) = —piskp(¢2 + 02) — pazka(d2 + 62)
- p13w(2) (szsrcy + d’ysycz) (30)

It is straightforward to verify that ¢;s;cy + @ycysy > 0 in
D. This gives

< —pisky(97 + ¢7)

and it follows that

V(x) — p2oka(d2 +42) 3D

V(x) < —ks|z|[3 (32)

where k3 = min{piskp, p22kq}. This is illustrated in Fig. I
for k, = 0.1 and kq = 2,/k,. Then, we can conclude that
the closed loop dynamics (]E@) are exponentially stable in
D.

— —hsllzll3

— V()

—0.5

0 2.5 5 5 10 15
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Fig. 3: The derivative of the Lyapunov function V(z) is
upper bounded by —ks||z||3 for all £ € D. Note that the
right window is a continuation of the left window, but with
different scale.

E. Non-vanishing Perturbation

In practice it will not be possible to assign input values to
the acceleration (o, o) of the suspension point. To account
for this, the acceleration of the suspension point is modelled
as

(33)
(34)

jO:uz‘i’gm

Yo = Uy + gy

where (uz,u,) are the controls assigned to the accelerations
according to the control laws (I5]16), and (g, g,) are the
deviations in acceleration from the assigned input values. The
variables (g, g,) are called non-vanishing perturbations as
described in [11]. The closed loop dynamics will then be

Gu + kab + kpby +wieyss — —g, =0 (35)
cyL
. . c Sz8
Oy + kady + kpdy + w%cmsy + fyggg + i3 gy =0 (36)

The time derivative of V() along the trajectories of
[36) will then satisfy

V(z) < —ksl|2|3 + — (p13ds + p22da)gy

c
cyL

1 )
- Z(Pl3¢y + p220y)(Cyga + 525y9y)

_defBH% + Qpge + Gy (37
where
C .
oy = *fy(]?w% + paaddy) (38)
S¢S . Cy .
oy = — Ly (P13dy + D22dby) + 7(?13% + p22thy)
Cy

(39)

It is assumed that the perturbations g, and g, in the com-
manded accelerations (33] 34) are uniformly bounded and
satisfy

lg2(t)| <v and gy (t)] <, Vt>0 (40)

Then, the time derivative along the trajectories of (33]36)
will satisfy

V() < —ksllz|5 + 7 (0w + o) (41)
where o, and «, satisfy
Qg < L(p13|¢y\ + paaldy|) < Z(p13\¢y| + pa2|dy|) (42)
and
|S5y| Ca -
<
=77 (p13|dy] +p22|¢y| Le, ——(p13]@z| + 22|92 |)
S11)13\47y|Jr]922|¢>y| +11313|¢>ac|Jr]922|¢>a:| 43)
L ClL

where ¢; = cos(m/2 —9) < ¢,,Va& € D, and where it is
used that |c;| <1, |ey| <1 and |s;s,| < 1. It follows that

2 9
%+%<@%m+mﬂm+pﬁm+pﬁ%
< k?4|\$||2 (44)
where
1
ky = (4¢3 + 1) (p35 + pdy) (45)

ClL
Then, with 0 < 6 < 1, the time derivative of V' (x) along the
trajectories of (33} [36) will satisfy

V(x) < —ksll2|[3 + kayllz|l2
— (1= 0) ks||||3 — Oksllz|[3 + ka2

vk
— (1= 0) ksl 3, o

IN

AN

Vilxll2 > (46)



This is illustrated in Fig. E| with § = 0.8 and gains k, = 10
and kq = 2,/k,. The perturbations (g,, g,) applied to (
[36) in this simulation, were high frequent rectangular pulse
trains with amplitude/constraint v = 2 ms~2. In the upper
windows of Fig.[d] it is seen that ||z||> > vka/ (0ks) is valid
in t < T3. In the lower windows of Fig. [] it is seen that
V(x) < — (1 —0) ks||z||3 is valid in ¢ < T7. It is also seen
that V(x) < —ks||#||3 + k47||x|2 for Vt. The solution of

——ky/(0k3)
|||[5

-
0.2 " W
0

0 T T 5
) [ ksll2] + kar[[el]2
6 —— (1= O)ks| |3
N —C)
—100
—200
0 Ty

Time [s] Time [s]

Fig. 4: Tllustration of the ultimate boundedness of the norm
of the state for a simple case study. Upper left and right: It is
seen that ||x||2 > vks/ (0ks3) is valid in ¢ < T7. Lower left
and right: It is seen that V(z) < — (1 — 0) ks]|z||3 is valid
int < Ty and V(x) < —ks||x||3 + kav||z|s for Vt. Note
that the upper right and lower right windows are continuation
of the upper left and lower left windows, but with different
scales.

the perturbed system (35} 36) satisfies

[lz(t)]]2 < ke‘¢t||sc(0)||2, Vi< T 47
and
[let)|l2 <b, Vt>T (48)
for some finite 7', where
ko (1—-0)ks ky [kay
= /== S S ==, /== 4
F=\VkE ¥ ot Ve @

IV. NONLINEAR MPC

The control laws (T3] [T6) are used to damp the pendulum
motion of the load mass using the acceleration (&g, 4jo) of
the suspension point. In this section the functionality of
the controller is extended so that also the position (xg,yo)
of the suspension point can be controlled in the horizontal
plane. The motivation for this is that if the position of the
suspension point can be controlled, and the pendulum motion
of the mass can be damped, then the position of the load mass
can be controlled. Using the control laws (I3} [T6) in an inner
loop, the position of the suspension point is controlled using
the perturbations g, and g, of the accelerations in (33} [34)

as control variables of the closed loop system (33} [36). The
dynamics of the system is then

L(kady + kpoy) — Leysyd2 — uysy
Fo = gn (kady + kpoy) CySyPr — UySzSy (50)
Cy
. Lcy(kd¢w + kp¢w) + 2L3y¢m¢y gS8zS y
Yo = gy — - (29
.. . Co
¢:c = _kd(ba: - kqu)a: - wgcysac + 7Lgy (52)
Cy
. . C S_,L.S,
¢y = _kd¢y - k'p¢y - W(Q)Cwsy - fygm - Lygy (53)
We introduce a state vector
. . . . T
z=[z0 %0 Yo Yo bx bu By by (54)

and the non-vanishing perturbations g, and g, as the ele-
ments of the control vector

=lo. o) (55)
The state space model is written
2(t) = f(z(t), w(t), 2(0) =20 (56)

where the elements of f are found from (S0H53). We
consider the stabilization problem of the system in (56)
subjected to input constraint

w(t) €U, ¥Vt >0 (57)

where

U:={w | |g:| <7 and [g,] <~} (58)

Based on the state z(¢) sampled at time ¢, the NMPC predicts
the future dynamic behaviour of the system (56) over a
prediction horizon T}, and determines the control inputs w
such that a predetermined open-loop performance objective
functional is optimized. In order to incorporate a feedback
mechanism, the control input w will be valid only until the
next sample of z(t) becomes available, at which time a new
control is calculated. In order to distinguish clearly between
the real system (56) and the system model used to predict the
future within the controller, we denote the internal variables
in the controller by a bar (for example z, w). The required
format for the NMPC controller is a discrete-time model
[8], [10]. The discrete-time model of @) used to predict
the future, is

= fi(Zk, wr), 2o = 2(t), k=0,.

where the time step is h = T},/M with M prediction steps
and prediction horizon T),. To achieve a better accuracy of the
discrete model [15], we use a repeated application of Euler’s
method sampled at a much higher rate A = h/P, according
to Algorithm [T} Based on this dynamic system form, we
regard the following simplified NMPC optimization control
problem in discrete time

Zp41 M -1 (59

M-

,_A

(Ze—2r)" (60)

k=0

minJ (z( Q(zZ—2z,)

Wi



Algorithm 1 21 = fi(Z, wy)

1 A= h/P

2: 2o = Z,

3: for i € {0,...,P — 1} do

4: ZAH_l =z, + Af(ZAJZ,’IIJk)
5: end for

6: Zpt1 = Zp

subjected to Zo = z(t)
2k+1:.fk(2k7wk); k=0,...M—1
z. = z.(t)
wpeU, k=0,.,M—-1 61)
Here,
Ze=[ze & oy G 00 0 0 (62

is a pre-defined reference to the state z. The positive semidef-
inite matrix

Q = diag(Ql‘(ﬁ Q:boa ng 5 Q@)ov Oa 07 07 O)

defines the weights on the error between actual suspension
point position and velocity (xg, &g, Yo, o) and desired posi-
tion and velocity (x,, &, yr, §r). The states {21, ..., Zps } are
the solutions of driven by the control inputs w(-; z(t)) =
{wy, ..., Wn—1} : [t,t+T,] — U with initial condition z(¢).
The optimal control w*(-;z(t)) is the control inputs that
minimize the cost function J (z(¢), w(-)) in (60). This was
solved by use of the MATLAB function fmincon with SQP.
The optimal control w*(-) is recalculated over a moving
finite horizon T}, at every sampling instance 7. Its worth
noting that the reference Zz, is constant until next sample
t + 7, as seen in (6I).

(63)

V. IMPLEMENTATION ISSUES

It will not be possible to command the acceleration of the
suspension point directly in a crane control system. Instead,
it can be expected that the velocity can be used as an input
to the system. This will be the case if the crane has electrical
actuators with a velocity loop [18], and it will still be valid
if the crane has hydraulic actuators [14].

We therefore propose to integrate the acceleration com-
mand to get a velocity command that can be input to a
velocity loop in the crane controller. In the simulations this
was done by integrating the two acceleration commands
Uy + g, and u, + g, to the velocity commands w,, and w,,
and then using w, and w, as inputs to the velocity loops,
which are modelled as velocity loops for electrical actuators
as in [18]. The model that was used is given by

Wy = Ug + Ga, wy = Uy + gy (64)
.. 1 .
o = f}(wgg — @) (65)
.. 1 .
Yo = f}(wu =) (66)

Then if the bandwidth 1/T,, of the velocity loop is faster
than the bandwidth of the damping controller, the resulting
velocities o and g will be close to the velocity commands
w, and w,, and it follows that the accelerations Zo and
will be sufficiently close to the commanded accelerations
Uz + gz and uy + gy.

Another issue is the cancellation terms in the damping
controller [16). These terms are small, and due to the
exponential stability, it can be expected that these terms can
be omitted in practical implementations.

VI. SIMULATION

A simulation study is done where the commanded path A
of the suspension point is close to a circle segment resulting
from a rotation about the vertical axis of the crane base,
where the radius of the circle is p = 20 m. The reference
input z, is a piece-wise linear approximation of the circular
arc. The path A and the reference input z, are shown in Fig.[5]
and [6] The trajectory moves from an initial point (20 m, 0)
at time ?5; = 20 s to a final point (0, 20 m) at a time {7, =
55 s. The trajectory has a maximum velocity || = 3.5 and
max acceleration |@| = «y. The trajectory is based on linear
interpolation with parabolic blends for a path with via-points
[21].

R a— (p,0)

(0,p) 0 o
0 r

Fig. 5: The path A of the reference (x,,y,) for the suspen-
sion point (xg,yo)

P L .(t)
ol . T Yy (t)
0fb=—__ ~— Z(1)
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arf T T {— T T q o
I [ . (¢)
o T[T [ i (0
st tr
Time [s]

Fig. 6: The reference input z, with position (.., ¥, ), velocity
(&, ¥r) and acceleration (., §j,-) profiles.

Two different initial condition scenarios were considered
in the simulations. In the first scenario the pendulum ro-
tations were initiated at the origin (¢, ¢,) = (0,0) and
(¢z, dy) = (0,0). In the second scenario the initial condi-
tions of the pendulum rotations were (¢, ¢,) = (15°, —15°)
and (¢, ¢,) = (0,0). The simulations demonstrated that the
controllers gave the desired bounding of the pendulum rota-
tions and a successful tracking of the a desired suspension
point trajectory.



The simulations of the model (56) were performed with
length of payload L = 7 m, time step h = 0.1 s, elements
Qzo = Qyy = Qi = @y, = 1 of the weighting matrix Q,
bandwidth 1/7, = 200 s~*, perturbations (g, g,) bounded
by v = 0.25 ms~2 and the gains for the control variables
(ugz,uy) were k, = 2 and kq = 1. To achieve a fast controller
with ability to continuously sample a new desired reference
input z,, the prediction and sampling time were chosen as
T,=05sand 7= 0.3 s.

A. Simulation with zero initial pendulum rotations

A simulation study was done with with zero initial pendu-
lum rotations (¢, ¢,) = (0, 0). The velocity (&g, go) in
[66), is illustrated in Fig. [} The velocity was zero until the
start time t5; of the moving trajectory before it converged to
zero after a time ¢o.

Ly ’ ) Yo
)
£
1t
0ty th  ty 100

Time [s]

6566) generated from the

Fig. 7: The velocity (&g, go) in
simulation study in chapter VI—E

The actual (xg,yo) and desired (x,,y,) trajectory of the
suspension point are illustrated in Fig. [§] The x¢ coordinate
deviated slightly from its reference in the time interval
tyy <t < to, while the yg coordinate deviated slightly in
a time period after ¢s;. The reason for the deviations was
the perturbation’s (g, g,) input constraint in which
limited the nonlinear MPC controller’s ability to follow rapid
changes in desired position (x,,y,) in these time intervals.
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Fig. 8: The actual and desired suspension point trajectory
from the simulation study in chapter [VI-A] The actual
suspension point (z, yo) is represented as solid lines while
the desired trajectory (., y,) is represented as dashed lines.

The pendulum rotations (¢, ¢,) are illustrated in Fig. @
The pendulum rotations were zero until the start time tg;
of the commanded motion, and it converged to zero after a
time to. In the time interval t5; < t < %9, the pendulum
angles were oscillating because the suspension point was
following a moving trajectory in this interval. However, the
pendulum rotations were oscillating within +1° since the
perturbations (g, g,) were bounded by ~. Its worth noting
that the pendulum rotations (¢,, ¢,) were oscillating more
when the suspension point was deviating more from its

reference, due to a more active perturbation (g, gy). At
the time ¢,, the suspension point reached the static desired
position, and the pendulum rotations converged to zero.

1° — s ——y

—1°
0 tsf tff tQ 100
Time [s]

Fig. 9: The resulting pendulum rotations (¢, ¢,) from the
simulation study in chapter

B. Simulation with non-zero initial pendulum rotations

A simulation study was done with initial pendulum
rotations (¢, ¢y) = (15°,—15°). The velocity (&0, o) in
(63] [66), is illustrated in Fig. [I0] Compared to the velocity
in Section [VI-A] the velocity in this case was oscillating in
the interval 0 < ¢t < t4 due to initial pendulum rotations. In
the time interval ¢t > t¢,; the velocities in both studies were
approximately the same.

[m/s]

0ty tw  ty 100

Time [s]

Fig. 10: The velocity (Zo, o) in (65166) generated from the
simulation study in chapter

The actual (xg,yo) and desired (x,,y,) trajectory of the
suspension point are illustrated in Fig. [[T} Compared to
the trajectory (zo,%0) in Section the trajectory in
this case was deviating from the reference in the interval
0 < t < tg due to initial pendulum rotations which caused
the control variables (ug,u,) to be more dominating than
the perturbations (g, g,). In the time interval ¢t > t, the
trajectories in both studies were approximately the same.
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Fig. 11: The actual and desired suspension point trajectory
from the simulation study in chapter The actual
suspension point (z,yo) is represented as solid lines while
the desired trajectory (., y,) is represented as dashed lines.

The pendulum rotations (¢, ¢,) are illustrated in Fig.
The pendulum rotations were oscillating within +1° after a
time ¢;. In the time interval ¢ > ts; the pendulum rotations



in both studies were approximately the same, and converged
to zero after a time .

15°
10° e —
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i
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Fig. 12: The resulting pendulum rotations (¢, ¢,/) from the
simulation study in chapter [VI-B|

VII. CONCLUSIONS

A controller has been developed for the control of the
crane load position using a Lyapunov-based pendulum damp-
ing controller in an inner loop and a nonlinear MPC position
controller in an outer loop. The Lyapunov-based controller
was designed to be exponentially stable, so that the state
would be ultimately bounded in the presence of a bounded
perturbations. Then the position of the crane tip was con-
trolled in an outer loop using a nonlinear MPC where the
control variables were the perturbations to the damping con-
troller, which made it possible to limit the perturbations using
constraints in the MPC. The performance of the controller
was demonstrated in simulations, where the crane tip was
moved with a slewing motion of 90° with radius 20 m that
was executed in 35 s. The pendulum motions were bounded
within £1° while the crane tip was following the trajectory.
The pendulum motions converged to zero when the crane tip
reached final desired reference.
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