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## I. Introduction

The attitude of a body-fixed frame relative to the inertial frame can be represented by a 4 -parameter unit quaternion. Attitude representations were surveyed in [1] and the unit quaternion was identified as the recommended parameterization in simulations, as it is easy to normalize, it has few parameters compared to the rotation matrix, and it has a linear kinematic equation of motion. The unit quaternion is commonly used in attitude estimation [2], and is the preferred parameterization in spacecraft attitude control as it has no singular configurations, as opposed to three-parameter representations based on Euler angles and Rodrigues parameters.

To achieve accurate integration of the attitude kinematics over long time intervals, the choice of integration method is important. The unit quaternions form a Lie group under quaternion multiplication and the Lie group integrator of Crouch and Grossmann [3] was compared against classical Runge-Kutta (RK) integration with normalization in [4]. For large time steps it was found that the Crouch-Grossmann (CG) method had clear advantages in terms of accuracy and preservation of the quaternion norm compared with the classical RK method.

The integration scheme of Runge-Kutta-Munthe-Kaas (RKMK) [5] is another type of Lie group integrator that performs the integration based on the differential kinematic equation of the Lie algebra of the Lie group. One advantage of this method is that standard Butcher coefficients [6] of the classical RK methods can be directly applied, while the CG method has additional constraints that have to be accounted for when obtaining the Butcher coefficients.

In this note we formulate the RKMK method for quaternions and perform a comparison to the previously proposed CG methods in a simulation study. In [4], the CG algo-

[^0]rithm was applied for quaternions with a matrix Lie group formulation, for both the quaternion kinematics and the quaternion multiplication. This requires the computation of the matrix exponential of $4 \times 4$ matrices instead of the quaternion exponential. In the update, this also require multiplication of $4 \times 4$ matrices, which requires 64 scalar multiplications and 48 scalar additions, whereas the quaternion product requires 16 multiplications and 12 additions [7]. Since computational cost plays an important role in the choice of integrator, we formulate both the CG and RKMK algorithms in terms of the quaternion product and quaternion exponential to reduce the computational burden of the algorithms. Furthermore, we provide operational counts of the explicit CG and RKMK methods, both in terms of quaternion operations and scalar operations, to enable comparison of their computational cost.

The note is organized as follows: Section II provides the necessary preliminaries, including a Lie group description of quaternions and the quaternion kinematics. Section III introduces the numerical integration methods, which includes the Runge-Kutta method, the Crouch-Grossmann method, and the Runge-Kutta-Munthe-Kaas method. Section IV provides a quantitative description of the computational cost of the techniques covered in Section III. Section V describes the case study and presents the results. Section VI concludes the note.

## II. Preliminaries

## A. The Lie group $\mathbf{S U}(2)$

A quaternion $\boldsymbol{q}$ can be written as a sum of a scalar $\eta \in \mathbb{R}$ and a three-dimensional vector $\sigma \in \mathbb{R}^{3}$. This is written

$$
\begin{equation*}
\boldsymbol{q}=\eta+\boldsymbol{\sigma} \in \mathbb{H} . \tag{1}
\end{equation*}
$$

where $\mathbb{H}$ is the set of quaternions [8]. The addition and subtraction of two quaternions $\boldsymbol{q}_{1}=\eta_{1}+\boldsymbol{\sigma}_{1}$ and $\boldsymbol{q}_{2}=$ $\eta_{2}+\sigma_{2}$ is component-wise and given by

$$
\begin{equation*}
\boldsymbol{q}_{1} \pm \boldsymbol{q}_{2}=\eta_{1} \pm \eta_{2}+\boldsymbol{\sigma}_{1} \pm \boldsymbol{\sigma}_{2} \tag{2}
\end{equation*}
$$

while the quaternion product is given by

$$
\begin{equation*}
\boldsymbol{q}_{1} \circ \boldsymbol{q}_{2}=\eta_{1} \eta_{2}-\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}+\eta_{1} \boldsymbol{\sigma}_{2}+\eta_{2} \boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{1} \times \boldsymbol{\sigma}_{2} . \tag{3}
\end{equation*}
$$

A vector $\boldsymbol{v} \in \mathbb{R}^{3}$ can be treated as a quaternion with zero scalar part. The quaternion product is then

$$
\begin{equation*}
q \circ v=-\sigma \cdot v+\eta v+\sigma \times v . \tag{4}
\end{equation*}
$$

The norm of a quaternion is $\|\boldsymbol{q}\|^{2}=\eta^{2}+\boldsymbol{\sigma} \cdot \boldsymbol{\sigma}$. The conjugated quaternion is given as $\boldsymbol{q}^{*}=\eta-\boldsymbol{\sigma}$, which
gives $\boldsymbol{q} \circ \boldsymbol{q}^{*}=\|\boldsymbol{q}\|^{2}$. The inverse quaternion $\boldsymbol{q}^{-1}$ satisfies $\boldsymbol{q} \circ \boldsymbol{q}^{-1}=1$, and it follows that $\boldsymbol{q}^{-1}=\boldsymbol{q}^{*} /\left(\|\boldsymbol{q}\|^{2}\right)$.

The special unitary group $S U(2)$ is isomorphic to the set of unit quaternions

$$
\begin{equation*}
\boldsymbol{q} \in \mathbb{H}^{u}=\left\{\boldsymbol{q} \in \mathbb{H}:\|\boldsymbol{q}\|^{2}=1\right\} \tag{5}
\end{equation*}
$$

and forms a Lie group under quaternion multiplication. A unit quaternion $\boldsymbol{q} \in \mathbb{H}^{u}$ can be written in terms of an angle $\theta$ and a unit vector $\boldsymbol{k}$ as

$$
\begin{equation*}
\boldsymbol{q}=\cos \frac{\theta}{2}+\sin \frac{\theta}{2} \boldsymbol{k} \in \mathbb{H}^{u} \tag{6}
\end{equation*}
$$

where $\eta=\cos \frac{\theta}{2}$ and $\boldsymbol{\sigma}=\sin \frac{\theta}{2} \boldsymbol{k}$. The rotation matrix $\boldsymbol{R} \in S O(3)$ describing the rotation by an angle $\theta$ about $\boldsymbol{k}$ is given by $\boldsymbol{R}=\boldsymbol{I}+\sin \theta \hat{\boldsymbol{k}}+(1-\cos \theta) \hat{\boldsymbol{k}}^{2}$, where $\hat{\boldsymbol{a}}$ is the skew-symmetric form of a vector $\boldsymbol{a}$, so that $\hat{\boldsymbol{a}} \boldsymbol{b}=\boldsymbol{a} \times \boldsymbol{b}$. Then it is straightforward to verify that

$$
\begin{equation*}
\boldsymbol{R} \boldsymbol{a}=\boldsymbol{q} \circ \boldsymbol{a} \circ \boldsymbol{q}^{*} \tag{7}
\end{equation*}
$$

which means that the quaternion $\boldsymbol{q} \in \mathbb{H}^{u}$ represents the same rotation as the rotation matrix $\boldsymbol{R} \in S O(3)$.

The Lie algebra $s u(2)$ of $S U(2)$ is isomorphic to $\mathbb{R}^{3}$ and the maps between $s u(2)$ and $S U(2)$ are given by the exponential and logarithmic maps [9]

$$
\begin{equation*}
\boldsymbol{q}=\exp _{q}\left(\frac{\theta}{2} \boldsymbol{k}\right), \quad \frac{\theta}{2} \boldsymbol{k}=\log _{q} \boldsymbol{q} \tag{8}
\end{equation*}
$$

Using $\phi=\theta / 2$ the quaternion exponential function is defined by

$$
\begin{equation*}
\exp _{q}(\phi \boldsymbol{k})=1+\phi \boldsymbol{k}+\frac{(\phi \boldsymbol{k})^{2}}{2!}+\frac{(\phi \boldsymbol{k})^{3}}{3!}+\ldots \tag{9}
\end{equation*}
$$

where $(\cdot)^{n}$ denotes the quaternion product of order $n$. By using $\boldsymbol{k}^{2}=\boldsymbol{k} \circ \boldsymbol{k}=-\boldsymbol{k} \cdot \boldsymbol{k}=-1$ it can be seen that

$$
\begin{align*}
\exp _{q}(\phi \boldsymbol{k}) & =\left(1-\frac{\phi^{2}}{2!}+\frac{\phi^{4}}{4!} \ldots\right)+\left(\phi-\frac{\phi^{3}}{3!}+\frac{\phi^{5}}{5!} \ldots\right) \boldsymbol{k} \\
& =\cos \phi+\sin \phi \boldsymbol{k} \tag{10}
\end{align*}
$$

If a logarithm $\boldsymbol{u} \in \mathbb{R}^{3}$ is given, then the exponential can be computed by

$$
\begin{equation*}
\exp _{q} \boldsymbol{u}=\cos \|\boldsymbol{u}\|+\operatorname{sinc}\|\boldsymbol{u}\| \boldsymbol{u} \tag{11}
\end{equation*}
$$

where $\operatorname{sinc} x=\sin x / x$. The Taylor series expansion for $\operatorname{sinc} x$ around $x=0$ is

$$
\begin{equation*}
\operatorname{sinc} x=\frac{\sin x}{x}=\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n}}{(2 n+1)!} \tag{12}
\end{equation*}
$$

and shows that $\operatorname{sinc} x$ is well defined and smooth for all $x$. The logarithmic map of $\boldsymbol{q}=\eta+\sigma \in \mathbb{H}^{u}$ is computed as

$$
\begin{equation*}
\log _{q} \boldsymbol{q}=\frac{\arcsin \|\boldsymbol{\sigma}\|}{\|\boldsymbol{\sigma}\|} \boldsymbol{\sigma} . \tag{13}
\end{equation*}
$$

This is a smooth mapping for all unit quaternions, since $\|\boldsymbol{\sigma}\| \in[0,1]$ and $\arcsin x / x$ is well defined and smooth for all $x$, which can be seen from the Taylor series expansion

$$
\begin{equation*}
\frac{\arcsin x}{x}=1+\frac{x^{2}}{6}+\frac{3 x^{4}}{40}+\frac{5 x^{6}}{112} \ldots \tag{14}
\end{equation*}
$$

The kinematic differential equation for a unit quaternion $\boldsymbol{q}_{I B} \in \mathbb{H}^{u}$ describing the orientation of the body frame $B$ relative to the inertial frame $I$ is given by

$$
\begin{equation*}
\dot{q}_{I B}=\frac{1}{2} \omega^{I} \circ \boldsymbol{q}_{I B}=\frac{1}{2} \boldsymbol{q}_{I B} \circ \omega^{B} . \tag{15}
\end{equation*}
$$

Here, $\omega \in \mathbb{R}^{3}$ is the angular velocity given in the indicated frame and can be treated as a quaternion where the scalar component is zero. All algorithms considered in this note assumes the angular velocity to be given in the body frame and we will in the following discard the superscript and subscripts. It is noted that by changing the order of quaternion multiplication, the corresponding algorithms with the angular velocity given in the inertial frame can be obtained.

## B. Inverse Right and Left Jacobian for Quaternions

Consider the kinematic differential equation of the unit quaternion

$$
\begin{equation*}
\dot{q}=\frac{1}{2} q \circ \omega . \tag{16}
\end{equation*}
$$

The logarithm of the quaternion is $\boldsymbol{u}=\log _{q} \boldsymbol{q}=\frac{\theta}{2} \boldsymbol{k}$. The corresponding rotation matrix $\boldsymbol{R} \in S O(3)$ has the logarithm $\boldsymbol{v}=\theta \boldsymbol{k}$, which satisfies the kinematic differential equation [10]

$$
\begin{equation*}
\dot{\boldsymbol{v}}=\boldsymbol{\Psi}_{R, r}^{-1}(\boldsymbol{v}) \omega \tag{17}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{R, r}^{-1}(\boldsymbol{v})$ is the inverse right Jacobian of the logarithm $\boldsymbol{v}$. Since $\boldsymbol{v}=2 \boldsymbol{u}$ the corresponding expression for the quaternion logarithm is

$$
\begin{equation*}
\dot{\boldsymbol{u}}=\boldsymbol{\Psi}_{q, r}^{-1}(\boldsymbol{u}) \omega \tag{18}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{q, r}^{-1}(\boldsymbol{u})=\frac{1}{2} \boldsymbol{\Psi}_{R, r}^{-1}(2 \boldsymbol{u})$ is the inverse right Jacobian of the logarithm $\boldsymbol{u}$. The inverse right Jacobian $\boldsymbol{\Psi}_{R, r}^{-1}(\boldsymbol{v})$ has the following closed form solution [10, 11]

$$
\begin{equation*}
\boldsymbol{\Psi}_{R, r}^{-1}(\boldsymbol{v})=I+\frac{1}{2} \hat{\boldsymbol{v}}+\frac{1-\frac{\|\boldsymbol{v}\|}{2} \cot \frac{\|\boldsymbol{v}\|}{2}}{\|\boldsymbol{v}\|^{2}} \hat{\boldsymbol{v}}^{2}, \tag{19}
\end{equation*}
$$

where $\boldsymbol{I}$ denotes the identity matrix of appropriate dimensions. It follows that the inverse right Jacobian $\boldsymbol{\Psi}_{q, r}^{-1}(\boldsymbol{u})$ is given as

$$
\begin{equation*}
\boldsymbol{\Psi}_{q, r}^{-1}(\boldsymbol{u})=\frac{1}{2}\left(\boldsymbol{I}+\hat{\boldsymbol{u}}+\frac{1-\|\boldsymbol{u}\| \cot \|\boldsymbol{u}\|}{\|\boldsymbol{u}\|^{2}} \hat{\boldsymbol{u}}^{2}\right) . \tag{20}
\end{equation*}
$$

If the angular velocity is defined in the inertial frame, then $\dot{\boldsymbol{u}}=\boldsymbol{\Psi}_{q, l}^{-1}(\boldsymbol{u}) \boldsymbol{\omega}$ where $\boldsymbol{\Psi}_{q, l}^{-1}(\boldsymbol{u})$ is the inverse left Jacobian for $\boldsymbol{u}$. The closed form of the inverse left Jacobian can be obtained from the closed form of the inverse right Jacobian by applying the property $\boldsymbol{\Psi}_{q, l}^{-1}(\boldsymbol{u})=\left[\boldsymbol{\Psi}_{q, r}^{-1}(\boldsymbol{u})\right]^{T}[10]$, such that

$$
\begin{equation*}
\boldsymbol{\Psi}_{q, l}^{-1}(\boldsymbol{u})=\frac{1}{2}\left(\boldsymbol{I}-\hat{\boldsymbol{u}}+\frac{1-\|\boldsymbol{u}\| \cot \|\boldsymbol{u}\|}{\|\boldsymbol{u}\|^{2}} \hat{\boldsymbol{u}}^{2}\right) . \tag{21}
\end{equation*}
$$

For details about the right and left Jacobians, see [10-12].

## C. Introductory Example: Euler's method

Suppose that the quaternion at time step $t_{k}$ is $\boldsymbol{q}_{k}$, and that the angular velocity is $\omega_{k}$. Let the time step be $h$ so that the next time step is $t_{k+1}=t_{k}+h$. Then the quaternion at time $t_{k+1}$ can be evaluated with Euler's method for (16, which gives the additive update

$$
\begin{equation*}
\boldsymbol{q}_{k+1}=\boldsymbol{q}_{k}+\frac{h}{2}\left(\boldsymbol{q}_{k} \circ \omega_{k}\right) . \tag{22}
\end{equation*}
$$

This should be combined with a renormalization $\boldsymbol{q}_{k+1}:=$ $\boldsymbol{q}_{k+1} /\left\|\boldsymbol{q}_{k+1}\right\|$ to ensure that the result is a unit quaternion.

A modification to Euler's method is to use the multiplicative update

$$
\begin{equation*}
\boldsymbol{q}_{k+1}=\boldsymbol{q}_{k} \circ \exp _{q}\left(\frac{h \omega_{k}}{2}\right) \tag{23}
\end{equation*}
$$

This ensures that result is a unit quaternion and it will become apparent in Sect. III.C that this is equivalent to the Crouch-Grossmann method of order 1.

A further development is to find the local change in attitude described by the logarithm $\Delta \boldsymbol{u}$ and then perform the multiplicative update according to the exponential mapping of the change. Using Euler's method on the dynamics of the logarithm (18) gives the update equation

$$
\begin{equation*}
\Delta \boldsymbol{u}_{k+1}=\Delta \boldsymbol{u}_{k}+h \boldsymbol{\Psi}_{q, r}^{-1}\left(\Delta \boldsymbol{u}_{k}\right) \boldsymbol{\omega}_{k} \tag{24}
\end{equation*}
$$

Since the change in attitude is considered, the term $\Delta \boldsymbol{u}_{k}$ is by definition reset to $\mathbf{0}$ at each new time step. The propagated logarithm is injected into the state as

$$
\begin{equation*}
\boldsymbol{q}_{k+1}=\boldsymbol{q}_{k} \circ \exp _{q}\left(\Delta \boldsymbol{u}_{k+1}\right) \tag{25}
\end{equation*}
$$

When (24) is used to update the change, then this corresponds to the RKMK method of order 1, which is seen to be equivalent to 22 since $\boldsymbol{\Psi}_{q, r}^{-1}\left(\Delta \boldsymbol{u}_{k}=\mathbf{0}\right)=(1 / 2) \boldsymbol{I}$.

## III. Numerical Integration Methods

In this section we present Lie group integration methods formulated in for quaternions to perform the integration of the quaternion kinematic differential equation in (16). We start by reviewing the classical Runge-Kutta (RK) methods,
which forms the basis for the Lie group method of Runge-Kutta-Munthe-Kaas (RKMK). We also review the Lie group approach of Crouch-Grossman (CG) formulated in terms of the quaternion product.

## A. The RK Algorithm

The RK method with $s$ stages for the differential equation

$$
\begin{equation*}
\dot{\boldsymbol{y}}=f(\boldsymbol{y}, t) \tag{26}
\end{equation*}
$$

over a time step $h$ from $\boldsymbol{y}_{k}$ to $\boldsymbol{y}_{k+1}$, is given by

$$
\left.\begin{array}{rl}
\boldsymbol{y}^{(i)} & =\boldsymbol{y}_{k}+\sum_{j=1}^{s} a_{i, j} \boldsymbol{k}^{(j)}  \tag{27}\\
\boldsymbol{k}^{(i)} & =h f\left(\boldsymbol{y}^{(i)}, t_{k}+c_{i} h\right)
\end{array}\right\} i=1, \ldots, s,
$$

Each stage of the explicit RK method is related to a set of parameters $a_{i, j}, b_{i}$ and $c_{i}$, which are arranged in a Butcher table on the form given in Table 1 Note that the empty positions are defined as zero.

Table 1 The explicit Butcher table


When the quaternion kinematic differential equation (16) is considered, an additional renormalization $\boldsymbol{q}_{k+1}:=$ $\boldsymbol{q}_{k+1} /\left\|\boldsymbol{q}_{k+1}\right\|$ must be added to (27) to ensure that the result is a unit quaternion. This approach was studied in [4] and showed similar performance to the CG method when small time steps were considered.

The Butcher tables for the 3-stage RK method of order 3 (RK3), the 4 -stage RK method of order 4 (RK4) and the 6-stage RK method of order 5 (RK5) are given Table 2] [6].

## B. The RKMK Algorithm on SU(2)

The RKMK algorithm [5] is based on the integration of (18). This means that the method performs the integration on the Lie algebra of the Lie group being considered, which in this case is $s u(2)$. We formulate the algorithm in terms of quaternions, quaternion multiplication, quaternion exponential and the inverse right Jacobian for the quaternion logarithm, which means that the angular velocity is

Table 2 The Butcher tables for explicit Runge-Kutta methods
(a) 3-stage RK3
(b) 4-stage RK4

| 0 |  |  |  |
| :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{1}{2}$ |  |  |
| 1 | -1 | 2 |  |
|  | $\frac{1}{6}$ | $\frac{2}{3}$ | $\frac{1}{6}$ |


| 0 |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $\frac{1}{2}$ | $\frac{1}{2}$ |  |  |  |
| $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |  |  |
| 1 | 0 | 0 | 1 |  |
|  | $\frac{1}{6}$ | $\frac{1}{3}$ | $\frac{1}{3}$ | $\frac{1}{6}$ |

(c) 6-stage RK5

considered in the body frame. The Butcher parameters of the RKMK method are obtained from the Butcher tables for standard RK methods as given in Table 2 The RKMK algorithm with $s$ stages is given as

$$
\begin{align*}
& \boldsymbol{\Theta}^{(i)}=\sum_{j=1}^{s} a_{i j} \boldsymbol{F}^{(j)} \\
& \boldsymbol{\theta}^{(i)}=h \omega\left(\boldsymbol{q}_{k} \circ \exp _{q}\left(\Theta^{(i)}\right), t_{k}+c_{i} h\right) \\
& \boldsymbol{F}^{(i)}=\boldsymbol{\Psi}_{q, r}^{-1}\left(\boldsymbol{\Theta}^{(i)}\right) \boldsymbol{\theta}^{(i)}  \tag{28}\\
& \boldsymbol{\Theta}=\sum_{j=1}^{s} b_{j} \boldsymbol{F}^{(j)} \\
& \boldsymbol{q}_{k+1}=\boldsymbol{q}_{k} \circ \exp _{q}(\Theta) .
\end{align*}
$$

Note that for explicit methods, $\Theta^{(1)}=\mathbf{0}$ in the first iteration. This implies that the Jacobian in the computation of $\boldsymbol{F}^{(1)}$ evaluates to $1 / 2 \boldsymbol{I}$, resulting in $\boldsymbol{F}^{(1)}=1 / 2 \boldsymbol{\theta}^{(1)}$. Consequently, the explicit RKMK with $s$ stages requires the computation of $s-1$ inverse right Jacobians. It also requires $s$ quaternion exponential operations and $s$ quaternion multiplication operations when the angular velocity dynamics depend on the orientation. This reduces to 1 quaternion exponential operation and 1 quaternion multiplication operation when the angular velocity dynamics are independent of the orientation. In terms of memory it can be seen that only the $\boldsymbol{F}^{(i)}$ vector needs to be stored from each stage,
resulting in $3 s$ units of memory requirement. Counts of quaternion and matrix operations for the 3-stage RKMK method of order 3 (RKMK3), the 4 -stage RKMK method of order 4 (RKMK4) and the 6 -stage RKMK method of order 5 (RKMK5) are shown in Table 3

## C. The CG Algorithm

The integration method of Crouch and Grossman [3] performs the update in each stage such that the intermediate results are on the Lie group, as opposed to the RKMK method where the intermediate results are in terms of the logarithm. We state the algorithm in terms of the quaternion product and quaternion exponential, where the angular velocity is given in the body frame. The CG algorithm with $s$ stages for the differential equation in (15) is given as

$$
\left.\begin{array}{rl}
\boldsymbol{q}^{(i)}= & \boldsymbol{q}_{k} \circ \exp _{q}\left(a_{i, i-1} \boldsymbol{F}^{(i-1)}\right) \\
& \circ \ldots \circ \exp _{q}\left(a_{i, 1} \boldsymbol{F}^{(1)}\right)  \tag{29}\\
\boldsymbol{F}^{(i)}= & h \frac{1}{2} \omega\left(\boldsymbol{q}^{(i)}, t_{k}+c_{i} h\right)
\end{array}\right\} i=1, \ldots, s,
$$

This approach preserves the Lie group conditions for the quaternions. The Butcher coefficients and the order of the methods are not trivial to obtain. Moreover, minimization techniques must be applied to determine the Butcher coefficients needed to use a higher order CG algorithm. The CG algorithm of order 4 (CG4) requires $s=5$ stages and the Butcher table for this algorithm was determined in [13] and is given in Table 4 together with the Butcher table for the 3-stage CG algorithm of order 3 (CG3). For the 9 -stage CG algorithm of order 5 (CG5), the reader is referred to [13] for a complete table of Butcher coefficients.

It can be seen from 29) that the number of quaternion exponential operations is $\sum_{i=1}^{s} i$, and the number of quaternion multiplications is also $\sum_{i=1}^{s} i$. If the angular velocity dynamics is independent of orientation, the number of quaternion exponential and quaternion multiplication operations reduces to $s$. Similar to the RKMK algorithm, only the $\boldsymbol{F}^{(i)}$ vectors needs to be stored for each stage, resulting in $3 s$ units of memory requirement. The counts of quaternion and matrix operations for the explicit CG3, CG4 and CG5 algorithms are shown in Table 3

## IV. Computational Cost and Approximate Solutions

To determine the computational cost of the considered integrators we provide counts for the number of mathe-

Table 3 Quaternion and matrix operations for integrator methods. $(\omega=\omega(\boldsymbol{q}, t) \mid \omega=\omega(t))$

|  | Stages | $\exp _{q}(\cdot)$ | $\mathbb{H}^{u} \circ \mathbb{H}^{u}$ | $\Psi_{q, r}^{-1}(\cdot)$ | $\mathbb{R} \pm \mathbb{R}$ | $\mathbb{R}^{3} \pm \mathbb{R}^{3}$ | $\mathbb{R} \times \mathbb{R}$ | $\mathbb{R} \times \mathbb{R}^{3}$ | $\mathbb{R}^{3 \times 3} \times \mathbb{R}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CG3 | 3 | $6 \mid 3$ | $6 \mid 3$ | 0 | 2 | 0 | 3 | $9 \mid 6$ | 0 |
| CG4 | 5 | $15 \mid 5$ | $15 \mid 5$ | 0 | 4 | 0 | 5 | $20 \mid 10$ | 0 |
| CG5 | 9 | $45 \mid 9$ | $45 \mid 9$ | 0 | 8 | 0 | 9 | $54 \mid 18$ | 0 |
| RKMK3 | 3 | $3 \mid 1$ | $3 \mid 1$ | 2 | 2 | 3 | 2 | 6 | 2 |
| RKMK4 | 4 | $4 \mid 1$ | $4 \mid 1$ | 3 | 3 | 3 | 3 | 7 | 3 |
| RKMK5 | 6 | $6 \mid 1$ | $6 \mid 1$ | 5 | 5 | 12 | 5 | 19 | 5 |

Table 4 Butcher tables for Crouch-Grossman methods
(b) 5-stage CG4

matical operations needed in their implementation. This gives a more deterministic measure than trying to time the integrators in a computer program, as the run-time of the integrators may vary depending on the implementation and the system specifications. The operation counts for the exponential function and inverse right Jacobian are presented in detail, and we show how the inverse right Jacobian can be approximated by its Taylor series expansion to reduce the number of operations. In the simulation section we will also show that this approximation has minimal effect on the resulting accuracy for the simulation case considered.

The mathematical operations are grouped into scalar additions and subtractions (A), scalar multiplications (M), scalar divisions (D), scalar square root operations (Sqrt) and trigonometric function calls (F).

## A. Operation counts for the quaternion exponential

The closed form solution is computed as given in (11). The operation $\|\boldsymbol{u}\|=\sqrt{\boldsymbol{u}^{T} \boldsymbol{u}}$ is precomputed and requires 1 square root, 3 multiplications, 2 additions and 1 unit of memory for temporary storage. The result $\boldsymbol{q}=\cos \|\boldsymbol{u}\|+$ $\operatorname{sinc}(\|\boldsymbol{u}\|) \boldsymbol{u}$ requires 2 function calls and 3 multiplications. The total cost for the quaternion exponential is thus $2 \mathrm{~F}, 1$ Sqrt, 6 M and 2 A .

## B. Operation counts for the inverse Right Jacobian

The inverse right Jacobian given in (20) can be approximated about the origin by using the following 3rd order Taylor expansion

$$
\begin{equation*}
\boldsymbol{\Psi}_{q, r}^{-1}(\boldsymbol{u})=\frac{1}{2}\left(\boldsymbol{I}+\hat{\boldsymbol{u}}+\left(\frac{1}{3}+\frac{\|\boldsymbol{u}\|^{2}}{45}\right) \hat{\boldsymbol{u}}^{2}+\mathcal{O}\left(\|\cdot\|^{3}\right)\right) . \tag{30}
\end{equation*}
$$

A similar approximation is found in [14], but for $\boldsymbol{\Psi}_{R, r}^{-1}$ as a solution to the Bortz equation for small rotations [15]. This expression eliminates the need of a function call, i.e. the trigonometric cotangent function, as well as a square-root operation if the higher order terms are neglected. By comparing the approximation in (30) with the closed form in 20 it can be seen that they only differ in the expression for the scalar that is multiplied with the squared skew-symmetric matrix. By defining $\gamma_{1}=(1-\|\boldsymbol{u}\| \cot \|\boldsymbol{u}\|) /\|\boldsymbol{u}\|^{2}$ and $\gamma_{2}=1 / 3+\|\boldsymbol{u}\|^{2} / 45$ the approximation error between the exact and approximated inverse right Jacobian can be analyzed. The approximation error of $\gamma_{2}$ is plotted in Fig. 1 for an increasing value of $\|u\|$.

To determine the operation counts for the two versions of the inverse right Jacobian, we start by evaluating the
expression

$$
\begin{equation*}
\frac{1}{2}\left(\boldsymbol{I}+\hat{\boldsymbol{u}}+\gamma_{i} \hat{\boldsymbol{u}}^{2}\right) . \tag{31}
\end{equation*}
$$

We find that $\hat{\boldsymbol{u}}$ requires no computation, the squared skew symmetric matrix $\hat{\boldsymbol{u}}^{2}$ requires 6 unique multiplications, 3 unique additions and 6 units of memory for temporary storage. The term $\gamma_{i} \hat{\boldsymbol{u}}^{2}$ then requires 6 multiplications. Finally, we find that the computation of (31) requires 9 additions and 3 multiplications, resulting in a total cost of of 15 M and 12 A , plus the computational cost of $\gamma_{1}$ and $\gamma_{2}$.

First, we evaluate the computation of $\gamma_{1}$. Computing and storing $\|\boldsymbol{u}\|^{2}=\boldsymbol{u}^{T} \boldsymbol{u}$ requires 3 multiplications, 2 additions, and 1 unit of memory. The computation of $\|\boldsymbol{u}\|=\sqrt{\|\boldsymbol{u}\|^{2}}$ requires 1 square-root operation and 1 unit of memory. The term $1-\|\boldsymbol{u}\| \cot (\|\boldsymbol{u}\|)$ requires 1 function call, 1 addition, 1 multiplication and 1 unit of memory. Finally, $\gamma_{1}=(1-\|\boldsymbol{u}\| \cot (\|\boldsymbol{u}\|)) /\|\boldsymbol{u}\|^{2}$, which requires 1 division. This leave the total computational cost of $\gamma_{1}$ as $1 \mathrm{~F}, 1 \mathrm{Sqrt}, 1 \mathrm{D}, 4 \mathrm{M}$ and 3 A . For the evaluation of $\gamma_{2}$, we use that $\|\boldsymbol{u}\|^{2}$ require 3 multiplications, 2 additions, and 1 unit of memory. Then, $\gamma_{2}=1 / 3+\|\boldsymbol{u}\|^{2} / 45$ which require 1 multiplication and 1 addition, leaving the total computational cost of $\gamma_{2}$ as 4 M and 3 A . The operation counts for (20) and (30) are summarized in Table 5 for ease of comparison.

Table 5 Operation counts for the exact and the approximate inverse right Jacobian.

| Method | F | Sqrt | D | M | A |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Closed form $\left(\gamma_{1}\right)$ | 1 | 1 | 1 | 19 | 15 |
| Taylor 3rd order $\left(\gamma_{2}\right)$ | 0 | 0 | 0 | 19 | 15 |



Fig. 1 Logarithmic plot of the error between the exact and approximated inverse right Jacobian.

## C. Total operation counts

In addition to quaternion exponential, quaternion multiplication ( 16 M and 12 A ) and right inverse Jacobians, the RKMK and CG methods require scalar additions (1 A), vector additions (3 A), scalar multiplications ( 1 M ), scalar-vector multiplications ( 3 M ) and matrix-vector multiplications ( 9 M and 6 A ). The number of these operations for each of the considered methods are listed in Table 3. Note that we have taken into account the Butcher coefficients when these operations are counted, i.e. multiplication with 0 and $\pm 1$ are not counted. Moreover, the time step $h$ is considered to be multiplied with the factor $\frac{1}{2}$ from the inverse right Jacobian in (28), such that a scalar multiplication is counted instead of a scalar-vector multiplication.

Since we now have determined the operation counts for each of the operations listed in Table 3 we can determine the total computational cost of each of the methods. Table 6 shows the computational cost when the angular velocity is a function of orientation while Table 7 shows the computational cost when the angular velocity is independent of orientation. The values enclosed by parenthesis denotes the computational cost when the approximation of the inverse right Jacobian is considered.

When the angular velocity is a function of orientation it can be seen that the RKMK methods require less function calls, square roots and multiplications than the CG methods of equivalent order. Interestingly, the RKMK method of order 5 requires fewer function calls, square roots and multiplications than the CG method of order 4. Since divisions and additions are cheaper to compute than square roots and trigonometric function calls, it can be argued that RKMK5 is less computational costly than CG4.

When the angular velocity is independent of orientation RKMK3 requires fewer function calls than CG3 and the same amount of square root operations, while CG3 requires fewer divisions, multiplications and additions. For RKMK4 and CG4 it can be seen that RKMK4 requires fewer function calls, square roots and fewer multiplications than CG4 and it can be argued that the total computational cost of RKMK4 is lower than for CG4. The RKMK5 method requires 3 less trigonometric function calls than CG4, however, the amount of multiplications and additions is significantly higher for RKMK5.

## V. Simulations and Results

In order to verify the RKMK methods and compare the results with the CG methods, we use the same simulation example as in [4], using the following dynamic system

$$
\begin{align*}
\dot{q} & =\frac{1}{2} q \circ \omega  \tag{32}\\
\dot{\omega} & =-J^{-1} \hat{\omega} J \omega \tag{33}
\end{align*}
$$

Table 6 Total computational cost for integrator methods for $\omega=\omega(\boldsymbol{q}, t)$.

|  | F | Sqrt | D | M | A |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CG3 | 12 | 6 | 0 | 162 | 86 |
| CG4 | 30 | 15 | 0 | 395 | 214 |
| CG5 | 90 | 45 | 0 | 1161 | 638 |
| RKMK3 | $8(6)$ | $5(3)$ | $2(0)$ | 142 | 95 |
| RKMK4 | $11(8)$ | $7(4)$ | $3(0)$ | 196 | 131 |
| RKMK5 | $17(12)$ | $11(6)$ | $5(0)$ | 334 | 230 |

Table 7 Total computational cost for integrator methods for $\omega=\omega(t)$.

|  | F | Sqrt | D | M | A |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CG3 | 6 | 3 | 0 | 87 | 44 |
| CG4 | 10 | 5 | 0 | 145 | 74 |
| CG5 | 18 | 9 | 0 | 261 | 134 |
| RKMK3 | $4(2)$ | $3(1)$ | $2(0)$ | 98 | 67 |
| RKMK4 | $5(2)$ | $4(1)$ | $3(0)$ | 130 | 89 |
| RKMK5 | $7(2)$ | $6(1)$ | $5(0)$ | 224 | 160 |

with the inertial tensor and initial conditions

$$
\begin{align*}
\boldsymbol{J} & =\operatorname{diag}\left(J_{t}, J_{t}, J_{a}\right)=\operatorname{diag}(200,200,100)  \tag{34}\\
\boldsymbol{q}\left(t_{0}\right) & =\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{T}  \tag{35}\\
\boldsymbol{\omega}\left(t_{0}\right) & =\left[\begin{array}{lll}
0.05 & 0 & 0.01
\end{array}\right]^{T}, \tag{36}
\end{align*}
$$

where $\omega(t)=\left[\begin{array}{lll}\omega_{x}(t) & \omega_{y}(t) & \omega_{z}(t)\end{array}\right]^{T}$. Conveniently, a closed form solution for the angular velocity is given by

$$
\omega(t)=\left[\begin{array}{c}
\omega_{x}\left(t_{0}\right) \cos \left(\omega_{n} t\right)+\omega_{x}\left(t_{0}\right) \sin \left(\omega_{n} t\right)  \tag{37}\\
\omega_{y}\left(t_{0}\right) \cos \left(\omega_{n} t\right)-\omega_{x}\left(t_{0}\right) \sin \left(\omega_{n} t\right) \\
\omega_{z}\left(t_{0}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
\omega_{n}=\omega_{z}\left(t_{0}\right) \frac{J_{t}-J_{a}}{J_{t}} \tag{38}
\end{equation*}
$$

Because the angular velocity has a closed form solution, the quaternion at time $t$ is given by

$$
\begin{equation*}
\boldsymbol{q}(t)=\boldsymbol{q}\left(t_{0}\right) \circ \boldsymbol{y}(t), \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{y}(t)= & \cos \alpha \cos \beta-h_{z}\left(t_{0}\right) \sin \alpha \sin \beta \\
& +\left[\begin{array}{c}
h_{x}\left(t_{0}\right) \cos \alpha \sin \beta+h_{y}\left(t_{0}\right) \sin \alpha \sin \beta \\
h_{y}\left(t_{0}\right) \cos \alpha \sin \beta-h_{x}\left(t_{0}\right) \sin \alpha \sin \beta \\
h_{z}\left(t_{0}\right) \cos \alpha \sin \beta+\sin \alpha \sin \beta
\end{array}\right] \tag{40}
\end{align*}
$$

$$
\begin{align*}
\alpha & =\frac{\omega_{n} t}{2}  \tag{41}\\
\beta & =\frac{\omega_{i} t}{2}  \tag{42}\\
\boldsymbol{h}\left(t_{0}\right) & =\frac{\boldsymbol{H}\left(t_{0}\right)}{\left\|\boldsymbol{H}\left(t_{0}\right)\right\|}, \tag{43}
\end{align*}
$$

where $\boldsymbol{H}\left(t_{0}\right)=\boldsymbol{J} \boldsymbol{\omega}\left(t_{0}\right)$ and $\omega_{i}=\left\|\boldsymbol{H}\left(t_{0}\right)\right\| / J_{t}$.
In the simulations of the numerical methods, the angular velocity is integrated using the standard RK algorithm in (27) with the same order and Butcher coefficients as in the CG and RKMK algorithms. This is valid since the Butcher coefficients of both the CG and the RKMK algorithms give valid RK algorithms of the same order. This mixed integration scheme is shown in detail in [4].

The error quaternion $\delta \boldsymbol{q}\left(t_{k}\right)=\delta \eta\left(t_{k}\right)+\delta \boldsymbol{\sigma}\left(t_{k}\right)$ between the closed form solution $\boldsymbol{q}\left(t_{k}\right)$ and the integrator result $\tilde{\boldsymbol{q}}\left(t_{k}\right)$ at time $t_{k}=k h$ was calculated as

$$
\begin{equation*}
\delta \boldsymbol{q}\left(t_{k}\right)=\tilde{\boldsymbol{q}}\left(t_{k}\right) \circ \boldsymbol{q}\left(t_{k}\right)^{*} . \tag{44}
\end{equation*}
$$

Similar to [4], the small angle approximation is used

$$
2 \delta \sigma \approx\left[\begin{array}{lll}
\delta \phi & \delta \vartheta & \delta \varphi \tag{45}
\end{array}\right],
$$

where the components are approximations of the roll, pitch and yaw of a rotation. The error metric is the maximum value of error in roll, pitch and yaw during a 4-hour simulation.

## A. Simulation with exact inverse right Jacobian

In this simulation, we employed the exact form of the inverse right Jacobian, i.e. 20, for the RKMK methods. The quaternion exponential was computed as stated in (11) for all methods and the trigonometric functions were computed using built-in MatLab functions. The errors for the integrators are plotted in Fig. 2 for varying time steps.

It can be seen from Fig. 2 that the errors for RKMK3 and CG3 are overlapping for roll and yaw, while CG3 performs slightly better in pitch. However, it must be acknowledged that the errors in pitch are approximately 2 orders of magnitude lower than the errors in roll and yaw, thus the total error difference between RKMK3 and CG3 is small. The same can be observed for RKMK4 and CG4. RKMK5 have smaller error than CG5, which can be explained by the accumulation of round-off errors for CG5. This can become a significant source of error as CG5 has $s=9$ stages and 54 Butcher coefficients, which are all irrational values truncated to 16 digits [13].

It is also noted that for the smallest time steps considered, i.e. $h=0.01 \mathrm{~s}$, the error for the higher order methods increase compared to time step $h=0.1 \mathrm{~s}$ due to the accumulation of machine and round-off errors. The


Fig. 2 Maximum Euler angle simulation errors for different time steps.
accuracy for the 4th and 5th order methods converge for smaller time steps, thus there is no advantage of using higher order methods for small time steps. .

## B. Simulation with approximated inverse right Jacobian

We repeated the simulations in Sect. V.A using the 3rd order Taylor approximation of the inverse right Jacobian, i.e. (30), for the RKMK methods. The quaternion exponential and the trigonometric function calls were computed in the same manner as in Sect. V.A for all methods. Since the increase in errors when using the approximated inverse right Jacobian was small it was not possible to distinguish the results from the plots in Fig. 2. Therefore, we have listed the increase in logarithmic errors when using the approximated inverse right Jacobian in Table 8 . Note that when the time step was smaller than $h=1 \mathrm{~s}$ no increase in errors occurred. The table shows that the increase in
errors are larger when higher time steps are used. This can be supported by the fact that the argument of the inverse right Jacobian is larger for large time steps. The higher order methods also suffer a larger increase in error than the lower order methods, due to the already high precision of the higher order methods.

## C. Unit quaternion norm preserving properties

Both RKMK and CG are by definition norm preserving numerical solvers due to the exponential updates. However, due to machine precision and the accumulation of round off errors the unit norm of the quaternions may not be preserved. The norm error for the 4-hour simulations are plotted in Fig. 3. In general it is expected that the RKMK methods will have better norm preserving properties than the CG method of equivalent order due to the lower number of quaternion exponential function calls. We do however observe two inconsistencies in the results. The first is seen

Table 8 Increase in the logarithmic errors for the RKMK methods when using approximated inverse right Jacobian.

|  |  | $h=10 \mathrm{~s}$ | $h=1 \mathrm{~s}$ |
| :---: | :---: | :---: | :---: |
| RKMK3 | $\log (\delta \phi)$ | $1.41 \times 10^{-7}$ | $2.52 \times 10^{-11}$ |
|  | $\log (\delta \vartheta)$ | $7.88 \times 10^{-7}$ | $2.37 \times 10^{-8}$ |
|  | $\log (\delta \varphi)$ | $1.53 \times 10^{-7}$ | $4.73 \times 10^{-10}$ |
| RKMK4 | $\log (\delta \phi)$ | $3.54 \times 10^{-6}$ | $4.71 \times 10^{-7}$ |
|  | $\log (\delta \vartheta)$ | $4.99 \times 10^{-6}$ | $3.91 \times 10^{-7}$ |
|  | $\log (\delta \varphi)$ | $3.58 \times 10^{-7}$ | $2.04 \times 10^{-6}$ |
|  | $\log (\delta \phi)$ | $1.36 \times 10^{-3}$ | $2.90 \times 10^{-6}$ |
| RKMK5 | $\log (\delta \vartheta)$ | $9.56 \times 10^{-3}$ | $4.47 \times 10^{-4}$ |
|  | $\log (\delta \varphi)$ | $3.94 \times 10^{-3}$ | $1.79 \times 10^{-4}$ |

for the smallest time step considered in Fig. 3a, where the CG3 method have a smaller norm error than RKMK3. The second inconsistency is that the CG5 method has a similar or smaller norm error than CG4 throughout the simulations. However, the results shows that the RKMK methods have similar or better norm preserving properties than the CG methods of equivalent order, except for the case already discussed.

## VI. Conclusion

The Lie group integrators of Crouch-Grossman (CG) and Runge-Kutta-Munthe-Kaas (RKMK) have been formulated in this paper in terms of quaternion multiplication, quaternion exponential, and the quaternion Jacobian, and their application for the integration of the quaternion kinematics has been successfully demonstrated. The simulation results showed that the accuracy level of CG methods can be achieved at a decreased computational cost with RKMK methods. Furthermore, operational counts have been provided for the methods considered to enable a quantitative comparison of their computational cost. A third-order approximation of the inverse right Jacobian has also been provided, and it has been shown that the computational cost of the RKMK method could be reduced with little loss in accuracy.
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Fig. 3 Quaternion norm errors for the considered CG and RKMK methods over a 4-hour simulation.
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