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Abstract

The emerging field of spintronics utilizes the spin degree of freedom of the electron in information storage and processing instead of the electron charge as in conventional electronics. Spintronics research has already led to a revolution in magnetic storage technology and has the potential for considerable improvements in future technologies.

A recent new avenue for research in spintronics is spin dynamics in magnetic insulators. In these materials, the electric charge cannot move, but information can still be transported through fluctuations in the electron spin because the spins strongly interact in magnetic materials. Eliminating the motion of the electric charges reduces Joule heating, a central limitation for the performance of nanoelectronics. Consequently, insulator spintronics is a good candidate for energy-efficient technologies.

A particular type of magnetic insulator that has gained significant interest over the past few years is the antiferromagnetically ordered insulator. Antiferromagnetic materials have several promising qualities, the most prominent of which is a vanishing net magnetic moment, which renders them insensitive to magnetic noise and allows for a denser stacking of components; another key ingredient is the ultrafast dynamics on the THz scale. Moreover, antiferromagnets are abundant in nature, making them easily accessible. Very recently, several remarkable experimental results have been obtained when using antiferromagnets as the main active component. These results include a long-distance transport of a spin current through an antiferromagnetic insulator and the demonstration of an antiferromagnetic memory operating at a THz frequency.

The research presented herein aims to improve our fundamental understanding of antiferromagnetic insulator spintronics. To this end, we study key aspects at the microscopic and quantum levels. This thesis starts by providing an overview of the historical background and the main motivation for antiferromagnetic insulator spintronics. Microscopic descriptions of antiferromagnetic ordering and magnetization dynamics are then given before these concepts are applied to the transport
of spin in heterostructures. Moving to a quantum mechanical description, we analyze quantized spin excitations in antiferromagnetic insulators and study how these excitations interact with both microwave photons and fermions such as electrons. We then move beyond antiferromagnetic insulators to study magnetic phases in two-dimensional ferromagnets. Finally, we present the main results of this doctoral work in five research papers.

The main research topics can be divided into (i) the electrical generation and detection of spin currents in heterostructures consisting of antiferromagnetic insulators and normal metals and how these are significantly enhanced at the spin-flop transition [1, 2]; (ii) the interaction between spin fluctuations in ferromagnets and antiferromagnets over macroscopic distances, mediated by independent coupling to microwave photons [3]; and (iii) the formation of exotic states of matter, such as indirect exciton condensates, caused by an interaction between the electron spin and magnetic fluctuations in an antiferromagnetic insulator at magnetic interfaces [4]. In addition, we also explore current-induced spin dynamics in selected two-dimensional ferromagnetic conductors and how this can be used to control magnetic phases, including a potential means for observing the topological Berezinskii–Kosterlitz–Thouless phase transition in the two-dimensional $XY$ model in magnetic systems [5].
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Preface

This thesis is submitted to the Norwegian University of Science and Technology (NTNU) as a partial fulfillment of the requirements for the degree of Philosophiae Doctor. The work was performed at the Department of Physics under the supervision of Professor Arne Brataas, with Professor Jacob Linder as a cosupervisor, from August 2016 until the fall of 2019. During the course of this doctoral work, I also had a research stay for three months at Utrecht University in the Netherlands under the guidance of Professor Rembert A. Duine, from the beginning of April until the end of June 2018. This doctoral work resulted in five research papers, all of which are presented at the end of this thesis. In addition to research, the doctoral program also included coursework amounting to 30 ECTS, corresponding to a workload of one semester, as well as teaching undergraduate physics laboratory exercises for three semesters, also corresponding to a workload of one semester. The PhD was funded by the Research Council of Norway, under Grant No. 239926 'Super Insulator Spintronics' and through its Centres of Excellence funding scheme Project No. 262633 'QuSpin', as well as by the European Research Council via Advanced Grant No. 669442 'Insulatronics'.

The first part of this thesis provides an introduction to the fields of spintronics and magnetization dynamics on semiclassical and quantum levels to readers unfamiliar with these fields. As these are quite broad fields, the focus is on the most important concepts that are discussed and utilized in the research papers at the end of this thesis. The purpose is to provide an intuitive understanding of the physics and methods utilized in the research papers, without extensive rigorous mathematical derivations, which are left to the research papers and other literature. The aim of this first part is not to simply reformulate the contents of the research papers, but there are several parts where I have found it useful to spend more time examining the research results in more detail or through an alternative way of seeing things. Because some journals have a length restriction on their manuscripts, one is often forced to condense the discussion in the research papers themselves, occasionally making it more demanding for the reader to grasp certain ideas. Moreover, in my
experience, one may often consider some of the research results in a new light post-publication. With these aspects in mind, I have attempted to write this thesis in a way such that it complements the research papers presented at the end.

The structure of this thesis is designed in an order that I personally find to be the most intuitive to read up on the research fields. To make the topics easier for readers who do not read this thesis from cover to cover or who occasionally need a reminder of different definitions, I have created an index with a list of terms and definitions at the end of this thesis. I hope that this thesis will serve as a useful source of information to readers interested in antiferromagnetic insulator spintronics.

Oyvind Johansen
Trondheim, Norway
September 2019
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1

Introduction

1.1 Electronics and information technology

Information and communication technology has experienced an explosive development over the past century. A nice illustration of this trend is Moore’s law. This law is based on Moore’s prediction that there will be an exponential growth in the number of components (transistors) on integrated circuits [6]. Initially predicted to be a doubling in the number of components every year, it was later updated to a doubling every two years from 1975 [7]. Quite surprisingly, this prediction has thus far proven to be quite accurate for half a century. This trend in technological development has had an immense impact on the community as a whole. Where computers were enormous and extremely expensive half a century ago, the significant reduction in both size and price has led to computers becoming an essential commodity for a major part of society.

When most people think about technological devices in today’s society, they think about devices based on electronics. Electronics is a technology that relies on information processing through the controlled transport of the fundamental electrical charge of electrons. Although the technological development of electronic devices has thus far been marvelous, electronics has certain fundamental limitations at its core
Figure 1.1. An electric current is carried by negatively charged electrons, illustrated here as small blue spheres, moving from the left to the right. In a classical picture, when the electrons move, they collide with the positively charged crystal lattice, illustrated as large red spheres, or with each other. These collisions transfer energy in the form of heat to the crystal lattice and cause an unwanted Brownian motion of the electrons around the desired current direction. This results in a significant decrease in the energy efficiency of the charge current when the overall purpose is to transfer information in the form of an electron flow from left to right.

that will eventually cause further development to come to a standstill. An example of such a limitation is Joule heating. Electric currents consist of moving particles, and these particles can collide with each other and generate heat, as illustrated in Fig. 1.1. The power of the heating in the material where the current passes through is proportional to the square of the current and therefore increases quite rapidly with increasing current. This heating is occasionally beneficial, as this effect is utilized in e.g. incandescent light bulbs and electrical ovens or heaters; however, it is an unwanted effect for information and communication technology for two main reasons. First, as devices become increasingly smaller, the electric circuits where the current passes through become narrower, leading to a significant increase in the current density needed to pass a certain amount of current through the wires. The increased current density in these wires leads to a drastic increase in the local heating, causing the wires to easily burn up if one passes a current that is too large through the wire. This places a significant restraint on how small one can make these electric circuits. Second, the heating from the electric currents results in a substantial energy loss for applications where this heating is unwanted, such as in computers. This point is of particular interest today, where the importance of creating an energy-efficient and
sustainable society using clean energy is becoming central. Although information
and communication technology is perhaps not the first thing that comes to mind
when people think of a green society, the explosive growth of its use in today’s
society makes it increasingly important to take into consideration. A study from
2015 estimated that a worst case scenario in 2030 could be that communication
technology will account for as much as 51% of the global electricity usage and
could be responsible for up to 23% of the greenhouse gas emissions worldwide [8].
While one can argue that it can be extremely difficult to make realistic predictions
about something so complex, the development of energy usage in information and
communication technology should be a reason for concern. With these drawbacks of
electronics in mind, if the current progress is to be continued for the better, we need
to change something fundamental about what we base our technology on. Here,
the emerging field of spintronics shows some promising features that might help us
address some of these issues.

1.2 Spintronics

1.2.1 Conventional spintronics

In addition to having a negative charge, the electron has an internal degree of
freedom in the form of an intrinsic angular momentum, which is called the spin of
the electron. A simple analogy of the electron spin is that the electron spins around
its own axis, much like the Earth, as illustrated in Fig. 1.2. Note, however, that
this picture is just a naive attempt to obtain a physical intuition of the electron
spin. The behavior of the electron is inherently quantum mechanical. And if there
is one thing we have learned about quantum mechanics thus far, it is that it can
be extremely difficult, and often impossible, to align our intuitive understanding of
classical physics on a macroscopic scale with quantum physics. An example of this
mismatch is that the electron spin can only be in one of two possible states, often
referred to as spin up and spin down, as can be understood from Fig. 1.2 (a). The
electron spin and its orbital motion around the atomic nucleus are the fundamental
building blocks for magnetic materials. This is because the combination of the spin
and the electric charge results in an intrinsic magnetic moment and a corresponding
magnetic field, as illustrated in Fig. 1.2 (b). The atomic nucleus can also possess
a magnetic moment, but it is much smaller than that of the electron due to its
comparatively heavy mass and can therefore often be neglected [9].
In magnetic materials, the direction of the electron spins will follow certain types of ordering. As an example, in ferromagnetic materials, commonly referred to simply as 'magnets' in layman terms (this is the material that will stick to your fridge door), the electron spins tend to align in the same direction. This causes the individual magnetic moments to interfere constructively, thereby creating an external magnetic field. The tendency for spins to order means that neighboring spins communicate with each other in magnetic materials (the mechanism of which will be discussed in the next chapter). This is the basis for the field of spintronics.

The name spintronics is short for "spin transport electronics" \[10, 11\], and in this field, we are interested in information processing, storage, and control using the spin of the electron instead of its charge as in conventional electronics.

The concept of spintronics might be unfamiliar to many readers, but much of the technology used today already relies on some of its applications. The first major applications of spintronics began after the discovery of the giant magnetoresistance (GMR) effect in 1988 by the experimental groups of Fert and of Grünberg \[12, 13\]. These two groups independently studied the electrical resistance in heterostructures consisting of ferromagnetic layers separated by nonmagnetic/normal metal (N) spacers. It was discovered that when an electric current passes through a \(|\uparrow|N|\downarrow|\) structure, where the arrows indicate the average spin direction in two separate ferromagnetic layers, the electric resistance was significantly higher than that in \(|\uparrow|N|\uparrow|\) or \(|\downarrow|N|\downarrow|\) structures. This property allowed for reading...
A fixed ferromagnetic layer (black) in the read head is placed over a location in the magnetic memory. The local magnetization direction in the magnetic memory can then be read by measuring the electrical resistance by passing a current through the nonmagnetic spacer (gray). The spacer layer is a conductor for the giant magnetoresistance (GMR) effect and an insulator for the tunnel magnetoresistance (TMR) effect. For instance, one can assign the bit value '1' to the parallel magnetization configuration and the bit value '0' to the antiparallel configuration with respect to the fixed layer.

out the local magnetization in a material along a given axis through electric measurements. This discovery was very beneficial for magnetic memories, such as hard disk drives (HDDs), which are now widely used in computers, and magnetoresistive random-access memory (MRAM). In these magnetic memories, one can store digital information in the form of local variations of the magnetization direction in magnetic materials, which can then be read via the GMR effect, as illustrated in Fig. 1.3. The discovery of the GMR effect was awarded the Nobel prize in physics in 2007, as “It is thanks to this technology that it has been possible to miniaturize hard disks so radically in recent years” [14]. The possibility of storing substantially more data on much smaller devices using the GMR effect, the commercialization of which was to a great extent because of Parkin at IBM, subsequently led to technological innovations such as the iPod [15]. Although it was the discovery of GMR that sparked the applications of spintronics in magnetic memories, another related effect has since replaced its role. This effect is called tunnel magnetoresistance (TMR) and functions quite similarly to GMR, but with the nonmagnetic conducting layer being replaced by a nonmagnetic electric insulator. When this insulating layer is sufficiently thin, the electric current can still pass through via quantum tunneling. While TMR was discovered over a decade prior to GMR [16], the initial discovery was achieved at very low temperatures and did not exhibit a very large change in
resistance; therefore, it did not attract much attention. However, more recent experiments of TMR have shown that this effect can also occur at room temperature with a tremendous change in the electrical resistance, which has increased significantly over the years. The initial resistance change of 14% in the 1975 discovery has since increased to $\sim 200\%$ in 2004 [17, 18], $\sim 600\%$ in 2008 [19], to the staggering values of $\sim 19000\%$ [20] and even one million percent [21] in 2018. These values make TMR a more sensitive and favorable measuring technique than GMR.

In addition to using spintronics for storing and reading information, there is also ongoing research on how to use spintronics to effectively write information to memory. A decade before the discovery of the GMR effect, Berger predicted that spins in an electric current could move ferromagnetic domain walls [22–25], which are the borders between the different magnetic directions/domains in Fig. 1.3, via so-called spin-transfer torques (STTs) [26]. Later, Berger and Slonczewski independently predicted that these torques could transfer angular momentum in magnetic multilayers, and that the torques could be used to change the magnetization direction in one of the magnetic layers [27, 28]. STTs can be used for writing the memory and transferring the magnetic information in a bit line to the read head. This is greatly advantageous, as we can then avoid having any moving parts, which will cost less energy and be more durable [29]. The commercialization of MRAM utilizing STTs, known as STT-MRAM, is currently in progress. As an example, Everspin has manufactured 256 Mbit STT-MRAM chips [30].

Another promising application of spintronics that has attracted considerable attention is the spin field-effect transistor proposed by Datta and Das in 1990 [31]. The transistor is the invention that revolutionized modern electronics. It works as a switch and can therefore be used to represent a bit in memory applications or to carry out logical operations in processors. The spin field-effect transistor is a nonvolatile alternative to the current transistors, which causes lower energy consumption. Realizations of spin field-effect transistors have been reported over the past decade [32–34], but the development has not yet reached the stage of large-scale implementation in modern devices, to the best of my knowledge.

1.2.2 Insulator spintronics

– Future technology for a more energy-efficient society?

The applications of spintronics discussed in the previous section are generally referred to as applications of conventional spintronics. While they utilize the spin
Instead of transferring information via moving electrons, one can transfer information via the electron spins in the form of spin waves, as illustrated here. The signal generator causes the electron spin on the left-hand side to precess, and as the electron spins are coupled in magnetic materials, this precession propagates to the neighbors to the right. The signal detector to the right can then detect the signal coming from the left once the spin(s) next to the detector start precessing. The in-plane precessions of the electron spins are illustrated by the rotating arrows beneath the electrons.

of the electron, the motion of the spin is interconnected with the motion of the electron itself. Consequently, even if conventional spintronics has greatly assisted in miniaturizing computers, it suffers the same drawback as conventional electronics in regard to effects such as Joule heating because we still rely on electric currents. It would therefore be more beneficial if we could transport spin without the accompanying transport of charge. This is where magnetic insulators and insulator spintronics become interesting. In electrically insulating materials, the electronic charge is no longer free to move as in conductors such as metals. However, if the insulator also exhibits a magnetic ordering, one can transport information via the spins instead, as these couple to their neighboring spins. An example of such spin transport is the propagation of a spin wave from a generator to a detector, as shown in Fig. 1.4. Experiments demonstrating the transport of spin in a magnetic insulator have already been realized [35–37]. The transport of information purely via the electron spins does not suffer the same disadvantages as electronics such as Joule heating. Insulator spintronics therefore shows great promise as a candidate to solve some of the fundamental problems of electronics in e.g. computers.
1.2.3 Antiferromagnetic spintronics

– Smaller and faster components

Another type of magnetic ordering that commonly occurs in nature is that of antiferromagnetic ordering. Ferromagnets prefer having all the spins aligned along one direction, whereas antiferromagnets would like to have each spin point in the opposite direction with respect to its neighboring spins. For a one-dimensional spin chain, we would then have a spin ordering such as ↑↓↑↓↑↓. This type of ordering was initially suggested by Louis Néel, who later won the Nobel prize in physics for his work on magnetic ordering in condensed matter physics. However, he was not very optimistic regarding the applications of this type of magnetic ordering:

“A large number of antiferromagnetic materials is now known; these are generally compounds of the transition metals containing oxygen or sulphur. They are extremely interesting from the theoretical viewpoint but do not seem to have any applications.”

– Louis Néel, Nobel Lecture December 1970

Despite this outlook, antiferromagnets have found applications with the birth of spintronics. Initially, antiferromagnets had a passive role in spintronic devices. A prime example is the use of the exchange bias effect at interfaces between ferromagnets and antiferromagnets, which pins the magnetization in the ferromagnet in a specific direction [38]. This is utilized in the GMR and TMR effects to pin the magnetization direction in the fixed ferromagnetic layer in the read head (black layer in Fig. 1.3) by having an additional antiferromagnetic layer adjacent to the fixed ferromagnetic layer. Recently, however, interest in using antiferromagnets as the active component in spintronic devices has been surging [39, 40]. This interest is because antiferromagnets have several advantages over ferromagnets:

• Antiferromagnets produce no external/stray magnetic fields, which allows for a denser packing of antiferromagnetic components, as shown in Fig. 1.5.

• Antiferromagnets are insensitive to magnetic noise.

• Antiferromagnets have a very high resonance frequency compared to ferromagnets. While ferromagnets typically have a resonance frequency on the GHz scale, antiferromagnets have resonance frequencies in the range of hundreds of GHz to THz. This allows for much faster dynamics when e.g. switching the magnetization orientation.
1.2. Spintronics

Figure 1.5. (a) Ferromagnetic components need to have a sufficient separation between themselves to avoid unwanted crosstalk via the external magnetic fields they produce (red field lines). (b) Antiferromagnetic components have a strong internal magnetic field, but the external magnetic field is canceled due to the antiparallel ordering. They can therefore be more densely packed than ferromagnetic components, without any crosstalk via self-produced magnetic fields.

One of the applications of antiferromagnets currently being investigated is an antiferromagnetic memory. While bits can be encoded in the two magnetization directions $\uparrow$ and $\downarrow$ in ferromagnets, the situation is a bit different in antiferromagnets. It is extremely challenging to distinguish a configuration such as $\uparrow\downarrow\uparrow\downarrow$ from $\downarrow\uparrow\downarrow\uparrow$ because they are almost the same - just shifted with an atomic distance with respect to one another. For antiferromagnets, one instead encodes the bits in the two configurations where the spins either point along $\uparrow$ or $\downarrow$, which can be distinguished from one another. The electrical switching of the antiferromagnetic spin ordering has recently been theoretically predicted [41] and demonstrated experimentally [42–44], where it was also shown that one could obtain a THz writing speed of the antiferromagnetic memory [44]. In addition to applications of antiferromagnets in memory technologies, there has also been very recent progress in the transport of spin currents through antiferromagnetic insulators. In an experiment using the an-
tiferromagnetic insulator hematite ($\text{Fe}_2\text{O}_3$), a very common iron oxide and the main component of rust, the experimentalists were able to transport and detect an injected spin current over distances of $80 \text{ µm}$ [37]. Although this is not a large distance from a macroscopic perspective, it is very far in the context of nanotechnology.

The work in this thesis is, as the title suggests, primarily focused on insulator spintronics in antiferromagnetic materials. The aim of the presented work is to further improve the fundamental understanding of the field, which may hopefully also be of use in future applications of antiferromagnetic spintronics. This thesis covers a variety of topics. In Papers [1, 2], we study the generation and detection of a spin current in an antiferromagnetic insulator and how this depends on the parameters of the free energy of the antiferromagnet. In Paper [3], we present a possible way to bridge antiferromagnetic and ferromagnetic spintronics via interactions between the spins and photons. In Paper [4], we study how fluctuations in the antiferromagnetic spin structure can mediate an attractive interaction between fermionic particles to create exotic states of matter that can be used for dissipationless transport. An introduction to the terminology and formalism in the papers is given in the remaining chapters of this thesis. Chapters 2 and 3 provide an introduction to semiclassical magnetization dynamics in antiferromagnetic insulators, as well as spintronics in multilayer heterostructures, laying the groundwork for Papers [1, 2]. Chapter 4 presents a quick introduction to the quantum mechanical description of magnetization dynamics in antiferromagnets. Building upon this, Chapter 5 gives an introduction to interacting bosons, specifically between quantized spin fluctuations (known as magnons) and microwave photons, which is considered in Paper [3]. In Chapter 6, we consider interactions between magnons and fermionic particles and give an introduction to the formalism in Paper [4]. The last chapter and paper of this thesis, Chapter 7 and Paper [5], do not involve antiferromagnetic insulators. Instead, these consider the magnetic phases in recently experimentally detected two-dimensional ferromagnetic materials and how these magnetic phases can be controlled with an electric current in certain materials.
Magnetic ordering has a quantum mechanical origin but still persists on a macroscopic level. When describing the overall system behavior, it is no longer necessary to provide a rigorous description of all the individual spins in the system. Thus, it can be beneficial to use a so-called semiclassical treatment of the electron spins rather than a quantum mechanical one. In this semiclassical treatment, we consider the expectation values of quantum mechanical operators, such as the electron spin, instead of describing a macroscopic ensemble of physical quantities in terms of operators. This semiclassical description is often referred to as micromagnetics, and it is capable of describing numerous magnetic phenomena on a microscopic level. This chapter will give an introduction to the micromagnetic description of antiferromagnets both in equilibrium and in response to a dynamical source.

2.1 Antiferromagnetic order

In antiferromagnetic materials, the neighboring spins prefer to point in opposite directions, unlike in ferromagnetic materials, where they prefer to point in the same
direction. Antiferromagnetic ordering is illustrated for a two-dimensional square lattice to the left in Fig. 2.1. When describing antiferromagnetic materials, it is convenient to divide the material into two sublattices, as illustrated in Fig. 2.1. In each sublattice, all the spins point in the same direction for a spatially uniform antiferromagnet. To describe the magnetic order of an antiferromagnet, we can consider the average magnetization, which is the density of magnetic moments, within each of the two sublattices. Let us denote these as $M_i \ (i = 1, 2)$. Note that for an antiferromagnetic material, $|M_1| = |M_2| \equiv M$. If these are not exactly equal but still point in opposite directions, the material is ferrimagnetic. Because the magnetization within the two sublattices is equal in magnitude for an antiferromagnet, it is common to only describe the direction of the magnetization in terms of the unit vectors $m_i = M_i / M$.

Although we can describe the antiferromagnetic order in terms of the sublattice magnetization unit vectors $m_i$, it is often more convenient to work in a different basis where the antiferromagnetic order is more apparent. In this basis, we describe the antiferromagnetic order in terms of the average magnetization $m$ and average staggered magnetization $n$, defined as

$$m = \frac{m_1 + m_2}{2}, \quad n = \frac{m_1 - m_2}{2}. \quad (2.1)$$

The average staggered magnetization vector $n$ is often referred to as the antiferromagnetic order parameter, or the Néel order parameter. This is because this parameter intuitively describes the degree of antiferromagnetic ordering. When $|n| = 1$ (which also entails $|m| = 0$), we have a perfect collinear antiferromagnetic ordering.
whereas if we have $|n| = 0$ (and $|m| = 1$), we no longer have antiferromagnetic ordering but rather a ferromagnetic ordering. From the definitions of $m$ and $n$ in Eq. (2.1), we note that they are not unit vectors as $m_1$ and $m_2$ but satisfy the following relations:

$$m^2 + n^2 = 1, \quad m \cdot n = 0.$$  \hspace{1cm} (2.2)

Now that we have a description of antiferromagnetic ordering, we will discuss how this ordering occurs.

## 2.2 Micromagnetic energy

There are many different types of energy contributions in magnetic systems that affect the structure and dynamics of the magnetic moments. These are typically microscopic in origin but can have a macroscopic effect on the magnetic order. In this section, we will discuss three common contributions to the micromagnetic energy, namely, the exchange interaction, magnetocrystalline anisotropy, and the Zeeman interaction. While there are several other possible energy contributions, the work presented in this thesis primarily focuses on systems that can be described by a combination of these three effects. Notably, one magnetic interaction that is absent in this description of antiferromagnets is the dipole-dipole interaction. Although the dipole-dipole interaction is generally a significant contribution to the description of e.g. ferromagnets, its contribution in antiferromagnetic materials is relatively insignificant because there is no net magnetization that creates a dipole field worth considering.

### 2.2.1 Exchange interaction

The exchange interaction causes the magnetic ordering of spins. The exchange interaction can be considered as a balance between two principles: electrostatic Coulomb repulsion and the Pauli principle. The Pauli principle states that two identical fermionic particles (particles with half-integer spin), such as electrons, have to have an overall antisymmetric wave function, which means that two fermions cannot be in the same state. In other words, if two electrons are in the same spatial state, it requires them to have opposite spins in an antisymmetric singlet state, whereas if they have the same spin, it requires them to have an antisymmetric spatial wave function.
The form of the exchange interaction depends on the balance between the Coulomb repulsion and the Pauli principle. In materials with a strong Coulomb repulsion, it will be energetically favorable to have the electrons far from each other or electrons that have a small overlap in their wave functions and as a consequence are less visible to each other (e.g., by having spatially antisymmetric two-particle wave functions). Due to the Pauli principle, this is a natural state for electrons with aligned spins, and a ferromagnetic ordering is therefore favorable \[45, 46\].

Antiferromagnetic ordering occurs when the Coulomb interaction is short ranged due to a combination of quantum fluctuations and the Pauli principle. The mechanism for antiferromagnetic ordering is quite subtle and is best explained through the following example: consider a case where we have a square lattice of atoms, and each atom can host at most two electrons in the same spatial orbital. Let us further specify a scenario where we have a number of electrons equal to the number of atoms, and we have a short-ranged Coulomb repulsion between the electrons such that they only repel each other if they are at the same atom. Consequently, the ground state of the system must be the case where we have one electron at each atom because this does not cost energy due to Coulomb repulsion. In addition to a Coulomb repulsion between the electrons, the electrons also have a small contribution to the kinetic energy from processes where the electrons hop from atom to atom. We assume that the kinetic energy is much smaller than the Coulomb repulsion and treat this as a perturbation. If we start from the ground-state configuration with one electron at each atom, once an electron hops to the neighboring atom, it will hop to an atom that is already hosting another electron. For this to be allowed by the Pauli principle, the electron hopping to the neighboring atom must have the opposite spin of the electron already there because the two electrons are not allowed to have the same spatial and spin states. After the first hopping process, the electron will hop back to its original atom because it costs energy due to Coulomb repulsion for it to remain at the already-occupied atom. However, the ability of the electron to move back and forth between the neighboring atoms delocalizes its wave function and lowers its overall energy by a small amount. Delocalized particles generally having less energy (when disregarding contributions from other interactions) can be found in other systems, such as particles in a box and quantum wells, where the ground-state energy decreases with an increase in the box or well size. Because only the electron with a spin antiparallel to its neighbors can lower its energy via delocalization through hopping processes to neighboring atoms, the ground-state of this system has an antiferromagnetic ordering of the spins. The above model is a
special case of the Hubbard model, and its ground state has indeed been shown to be an antiferromagnetic insulator in one dimension [47]. Often, these quantum fluctuations between two magnetic atoms (= atoms with a net spin) involve exchange interactions with an intermediary nonmagnetic atom. The magnetic interaction is then called a superexchange [48, 49], and it is illustrated in Fig. 2.2.

The exchange interaction between localized spins can be expressed by the Heisenberg Hamiltonian

\[ \mathcal{H}_{\text{Heisenberg}} = J_{\text{ex}} \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j, \]  

(2.3)

where the sign of the exchange constant \( J_{\text{ex}} \) indicates whether ferromagnetic \( (J_{\text{ex}} < 0) \) or antiferromagnetic \( (J_{\text{ex}} > 0) \) ordering of the spins is preferred. The above Heisenberg model only includes nearest-neighbor interactions, denoted by \( \langle i, j \rangle \), but it can be extended to include interactions over several atomic distances. However, the exchange interaction is a short-ranged interaction, and a nearest-neighbor model often captures the essential physics. For a spatially uniform magnetization within each sublattice of the antiferromagnet, the contribution to the free energy from the
exchange interaction can be written as

$$F_{\text{Exch.}} = \int dV \left| \tilde{J}_{\text{ex}} \right| M_1 \cdot M_2 = V \left| \tilde{J}_{\text{ex}} \right| M^2 \mathbf{m}_1 \cdot \mathbf{m}_2 = V \left| \tilde{J}_{\text{ex}} \right| M^2 \left( \mathbf{m}^2 - \mathbf{n}^2 \right). \quad (2.4)$$

Here, $\tilde{J}_{\text{ex}}$ is the exchange interaction strength between the two sublattice magnetizations, analogous to the single-spin exchange constant $J_{\text{ex}}$. If we also take spatially varying magnetization profiles into account, the exchange interaction also obtains a contribution from the spatial fluctuations [50]:

$$F_{\text{Exch.}} = \int dV \left| \tilde{J}_{\text{ex}} \right| M^2 \left\{ \mathbf{m}^2 - \mathbf{n}^2 + \frac{a^2}{4} \left[ (\nabla \mathbf{m})^2 + (\nabla \mathbf{n})^2 \right] \right\}. \quad (2.5)$$

Here, $a$ is the lattice constant of the antiferromagnet.

### 2.2.2 Magnetic anisotropy

If the magnetic interactions in a magnet are solely described by the Heisenberg model in Eq. (2.3), where the exchange interaction $J_{\text{ex}}$ is equal in all directions, then this is called an isotropic Heisenberg magnet. This is because there is then an isotropy in spin space, where the direction along which the spins order does not matter. This is not true for many magnetic materials, as they often exhibit a phenomenon known as a magnetic anisotropy, where the energy of the system depends on the direction along which the spins point. The magnetic anisotropy is often closely related to spin-orbit coupling, where there is, as the name implies, an interaction between the motion of the electron and its spin. The spin-orbit interaction is a relativistic effect. Its origin can be explained heuristically as follows: as seen from the reference frame of the electron, the positively charged nuclei of the crystal are moving, thereby creating a dynamical electric potential. This in turn leads to a magnetic field that interacts with the magnetic moment of the electron, i.e. its spin. This case is illustrated in Fig. 2.3. The magnetization of a material is caused by the electron spins of the outer orbitals, where the shells are unfilled and can carry a net spin. These orbitals are not spatially isotropic, unlike the lowest energy $s$-orbital, and there are therefore certain orbits that are more probable for the electrons to follow. Consequently, this also leads to an anisotropy in spin space due to the spin-orbit coupling, and certain directions are therefore easier to magnetize than others.

In micromagnetics, we often simplify the mathematical description of the magnetic anisotropy by a model such as

$$H_{\text{Ani}} = \sum_{\alpha} \frac{k_{\alpha}}{2} \sum_i \left( \mathbf{S}_i \cdot \hat{e}_\alpha \right)^2. \quad (2.6)$$
Here, $k_\alpha$ is the strength of the magnetic anisotropy along the anisotropy axis $\hat{e}_\alpha$. Note that this energy is even in the spin; therefore, both directions along the axis are equally (un)favorable. This is because the free energy has to be invariant under time-reversal symmetry in the absence of external influences, such as external magnetic fields. Higher-order even terms are often neglected because these terms are generally small compared to the term that is second order in the spin. The axis along $\hat{e}_\alpha$ that corresponds to the lowest value of $k_\alpha$ is typically called the *easy axis* of the system, and similarly, the axis that corresponds to the highest value of $k_\alpha$ is called the *hard axis*. Any axes with nonextremal values of $k_\alpha$ are called *intermediate axes*. In the lowest-energy state, the spins align along the easy axis, and in the highest-energy state, they align along the hard axis if the contribution from other interactions is neglected. The anisotropy Hamiltonian for the spins can be generalized to macroscopic magnetic moments for an antiferromagnet:

$$F_{\text{Ani}} = \int dV \sum_\alpha \frac{K_\alpha}{2} \left[ (\mathbf{M}_1 \cdot \hat{e}_\alpha)^2 + (\mathbf{M}_2 \cdot \hat{e}_\alpha)^2 \right]$$

$$= \int dV \sum_\alpha K_\alpha M^2 \left[ (\mathbf{m} \cdot \hat{e}_\alpha)^2 + (\mathbf{n} \cdot \hat{e}_\alpha)^2 \right].$$

The anisotropy constants $K_\alpha$ have a physical meaning equivalent to the anisotropy constants $k_\alpha$ but have different units due to the minor differences in the definitions of Eq. (2.6) and Eq. (2.7).

### 2.2.3 Zeeman interaction

The *Zeeman interaction* is the interaction between the magnetization of a material and a magnetic field (which is generally external). This interaction is the macroscopic version of the Zeeman effect, which is the spin-dependent energy level splitting...
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of electrons in a static magnetic field. The Zeeman interaction makes it energetically favorable for the magnetization of a material to point in the same direction as a magnetic field. This is the case regardless of the magnetic field being static or dynamic. The contribution of the Zeeman interaction to the free energy can be expressed as

$$F_Z = -\int dV \mathbf{H} \cdot \mathbf{M}, \hspace{1cm} (2.8)$$

where \( \mathbf{H} \) is a magnetic field in units of Tesla and \( \mathbf{M} \) is the net magnetization. For a spatially uniform antiferromagnet, this free energy becomes

$$F_Z = -VM \mathbf{H} \cdot (\mathbf{m}_1 + \mathbf{m}_2) = -2VM \mathbf{H} \cdot \mathbf{m}. \hspace{1cm} (2.9)$$

While antiferromagnets are infamous for being highly insensitive to magnetic fields, there is nonetheless an interaction with external magnetic fields even if the material has a vanishing net magnetization. We will later see that an easy-axis antiferromagnet at resonance does have a small net magnetization that can interact with external magnetic fields. First, however, we will consider the case of a strong static magnetic field in equilibrium and what occurs when the strength of this field becomes comparable to other energy contributions in the system.

### 2.3 The spin-flop transition

Let us consider a system where we have a uniaxial easy-axis antiferromagnet in an external magnetic field along the easy axis. This system has three competing interactions, which we introduced in the previous section:

- **Exchange interaction**: wants the spins in the two sublattices to be antiparallel.
- **Easy-axis anisotropy**: wants the spins to be aligned with the easy axis.
- **Zeeman interaction**: wants a net magnetization along the magnetic field, i.e. parallel spins on both sublattices.

The easy-axis anisotropy can cooperate with both the exchange interaction and Zeeman interaction (as long as the magnetic field is along the easy axis), but there is an obvious conflict of interest for the exchange interaction and the Zeeman interaction. The exchange interaction is, in almost all cases, the dominating contribution to the effective interaction, with an interaction strength that can be comparable to external magnetic fields in the range of 50-1000 T [51–53]. Consequently, unless
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(a) Below the spin-flop transition, the magnetic moments are collinear and parallel to the easy axis. (b) If we apply an external magnetic field \( H_0 \) along the easy axis, above some critical field strength \( H_{sf} \), the magnetic moments "flop" and are at an angle \( \theta \) with respect to the easy axis, creating a net magnetization along the magnetic field. At \( H_{sf} \), the angle is \( \theta \approx \pi/2 \) due to the strength of the exchange interaction, and \( \theta \) decreases for increasing \( H_0 \).

Figure 2.4. (a) Below the spin-flop transition, the magnetic moments are collinear and parallel to the easy axis. (b) If we apply an external magnetic field \( H_0 \) along the easy axis, above some critical field strength \( H_{sf} \), the magnetic moments "flop" and are at an angle \( \theta \) with respect to the easy axis, creating a net magnetization along the magnetic field. At \( H_{sf} \), the angle is \( \theta \approx \pi/2 \) due to the strength of the exchange interaction, and \( \theta \) decreases for increasing \( H_0 \).

The transition from the antiparallel state along the easy axis to the tilted state with a net magnetic moment is called the spin-flop transition. The critical field strength \( H_{sf} \) at which this transition occurs is \( H_{sf} \approx M \sqrt{2 |\tilde{J}_{ex} K\|} \) [54], to the lowest order in \( K\|/\tilde{J}_{ex} \). Here, \( K_\| \) is the strength of the easy-axis anisotropy. The ratio \( K\|/\tilde{J}_{ex} \) is typically quite small because the magnetic anisotropy is much weaker than the exchange interactions. The approximation when higher-order terms in this ratio are discarded is commonly referred to as the exchange approximation. The critical spin-flop field \( H_{sf} \) is always larger than the effective anisotropy field; thus, it is more energetically favorable to have a small component of the sublattice magnetizations along the easy axis. It is also dependent on the exchange interaction.
strength since it costs exchange energy to tilt the sublattice magnetizations to obtain a net magnetization.

2.4 The Landau–Lifshitz–Gilbert equation

Now that we have considered the static configuration and energy contributions to antiferromagnets, we will focus on the dynamical behavior of the magnetic moments. Before considering the antiferromagnetic case, we will start with the simpler case of a ferromagnet to obtain a better intuition of the dynamical equations.

2.4.1 Ferromagnetic magnetization dynamics

Magnetic moments in an external magnetic field \( \mathbf{H}_0 \) perform something known as a Larmor precession around the magnetic field. These precessions can be described mathematically as

\[
\dot{\mathbf{m}} = -|\gamma| \mathbf{m} \times \mathbf{H}_0 = -\omega_H \mathbf{m} \times \hat{\mathbf{H}}_0 ,
\]

(2.10)

where \( \gamma \) is the gyromagnetic ratio (\(|\gamma| \approx 1.76 \cdot 10^{11} \text{ s}^{-1} \text{T}^{-1} \)) and \( \omega_H = |\gamma \mathbf{H}_0| \) is the Larmor frequency. If the external magnetic field is the only component that interacts with the magnetic moment, the external field denotes the direction of minimal energy for the magnetic moment. If we now also account for other contributions to the free energy, such as the exchange energy and magnetic anisotropy discussed earlier, we can do this mathematically by treating their contribution as some effective magnetic field that denotes the direction of minimal total free energy for the magnetic moment:

\[
\mathbf{H}_{\text{eff}} = -\frac{1}{M} \frac{\delta f}{\delta \mathbf{m}} ,
\]

(2.11)

where \( f = \delta F/\delta V \) is the total free energy density in a volume \( V \) and \( F \) is the total free energy. The contribution from the Zeeman interaction to the effective field \( \mathbf{H}_{\text{eff}} \) will then simply be the external magnetic field \( \mathbf{H}_0 \), whereas the other interactions are written in a form such that they can effectively be treated as magnetic fields.

The Larmor precession of the magnetic moments described in Eq. (2.10) will lead to an endless rotation of the magnetization in a closed loop around the effective field. In real systems, however, dissipation will cause the magnetization to gradually relax to its equilibrium direction along the effective field unless the dynamics is sustained by some externally applied source. To take dissipation into account, one
commonly describes the magnetization dynamics by the Landau–Lifshitz–Gilbert (LLG) equation

$$\dot{\mathbf{m}} = -\frac{1}{2}\mathbf{m} \times \mathbf{H}_{\text{eff}} + \alpha \mathbf{m} \times \dot{\mathbf{m}}, \quad (2.12)$$

where $\dot{\mathbf{m}}$ is a short-hand notation for $d\mathbf{m}/dt$. Here, the phenomenological Gilbert damping term [55, 56], parameterized by the dimensionless damping factor $\alpha > 0$, has been added to the Larmor precession to account for dissipation. The effect of this term on the precession of the magnetization is shown in Fig. 2.5. Note that this differential equation only describes the dynamics of the direction of the magnetization and does not describe any change in the magnitude of the magnetization.

### 2.4.2 Generalization to antiferromagnets

To obtain dynamical equations for the sublattice magnetizations in antiferromagnets, one can describe each sublattice magnetization by its own LLG equation:

$$\begin{pmatrix} \dot{m}_1 \\ \dot{m}_2 \end{pmatrix} = \begin{pmatrix} -\frac{1}{2}m_1 \times H_{\text{eff}}^{(1)} + \alpha_{11}m_1 \times \dot{m}_1 \\ -\frac{1}{2}m_2 \times H_{\text{eff}}^{(2)} + \alpha_{22}m_2 \times \dot{m}_2 \end{pmatrix}. \quad (2.13)$$

The effective fields for each sublattice are defined as $H_{\text{eff}}^{(i)} = -\delta f/\delta M_i$. At first glance, these equations might appear to be uncoupled differential equations, but they are coupled through the effective fields as $H_{\text{eff}}^{(1)}$ depends on $m_2$, and similarly, $H_{\text{eff}}^{(2)}$ depends on $m_1$.

Recent works have suggested that the model in Eq. (2.13) does not provide a complete and accurate description of dissipation in two-sublattice systems [57–59],
and the damping in these systems needs to be treated more generally. Rather than having a Gilbert-damping torque $\tau_{GD}^{(i)}$ acting on sublattice $i$ that is given by

$$
\tau_{GD}^{(i)} = \sum_{j=1,2} \alpha_{ij} m_i \times \dot{m}_j
$$

(2.14)

where the tensor $\alpha_{ij}$ is diagonal ($\alpha_{ij} = \alpha_{ii} \delta_{ij}$), one should not inherently assume that any of the tensor elements vanish. This introduces new cross terms into the Gilbert damping for a two-sublattice LLG equation of the form $\tau_{GD}^{(1)} \sim \alpha_{12} m_1 \times \dot{m}_2$ and $\tau_{GD}^{(2)} \sim \alpha_{21} m_2 \times \dot{m}_1$ [59]. These cross terms are not accounted for in the works presented in this thesis. The model that we have used is based on the work by Cheng et al. [60], where $\alpha_{11} = \alpha_{22} \equiv \alpha$ and $\alpha_{12} = \alpha_{21} = 0$. We will return to this discussion in the next chapter, where we discuss the concept of spin pumping from antiferromagnets. We will argue that the difference between the models does not necessarily entail any significant changes in the main results and conclusions of the papers relying on the model by Cheng et al.

The antiferromagnetic LLG equation in Eq. (2.13) can be transformed into the $m, n$ basis through a substitution of variables. Using the definitions in Eq. (2.1), the LLG equation becomes

$$
\begin{pmatrix}
\dot{m} \\
\dot{n}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{2} \omega_m \times m + \frac{1}{2} \omega_n \times n + \alpha m \times \dot{m} + \alpha n \times \dot{n} \\
\frac{1}{2} \omega_m \times n + \frac{1}{2} \omega_n \times m + \alpha m \times \dot{n} + \alpha n \times \dot{m}
\end{pmatrix},
$$

(2.15)

where we have introduced the frequency vectors $\omega_m = -\frac{|\gamma|}{M} \delta f / \delta m$ and $\omega_n = -\frac{|\gamma|}{M} \delta f / \delta n$ that correspond to the effective fields.

### 2.5 Antiferromagnetic resonance

#### 2.5.1 Linear response

Finding a general analytic solution of the antiferromagnetic LLG equation can be difficult because we have a system of 6 coupled nonlinear differential equations. However, as the differential equations are all first order in time, we are able to find a solution if we can linearize the equations. For instance, we can linearize the equations by assuming that the dynamical response of the system is a small offset from some equilibrium value. We use the ansatz that the average magnetization and Néel order parameter can be written as

$$
m(t) = m_0 + \delta m(t), \quad n(t) = n_0 + \delta n(t).
$$

(2.16)
If we consider the system below the spin-flop transition \((H_0 < H_{sf})\) and assume that the \(z\) axis is the easy axis, we have that the equilibrium values \(m_0\) and \(n_0\) are \(m_0 = 0\) and \(n_0 = \hat{z}\). Furthermore, the linear response ansatz requires that \(|\delta m(t)|, |\delta n(t)| \ll 1\). To linearize Eq. (2.15), we then only keep terms up to the first order in \(\delta m(t)\) and \(\delta n(t)\).

Let us now consider the response from a small oscillating magnetic field \(h(t)\) for an antiferromagnet with a uniaxial easy-axis anisotropy. If we consider a spatially uniform magnetization within each sublattice, which we will call the sublattice macrospin mode, the free energy density of the system under consideration can be written as

\[
f = \frac{1}{2} \left[ J_\text{ex} (m^2 - n^2) - |K_\alpha| M^2 (m_x^2 + n_x^2) - 2 M [h_x m_x + h_y m_y + (H_0 + h_z) m_z] \right].
\]

(2.17)

Here, we introduced the frequencies \(\omega_E, \omega_\parallel, \text{ and } \omega_H\), which describe the strengths of the exchange, easy-axis anisotropy, and Zeeman interactions, respectively. We have also introduced the frequencies \(\omega_i\) \((i = x, y, z)\), which describe the strength of the \(i\)-th component of the oscillating magnetic field, which is our dynamical source. Next, we perform a Fourier transform of the time-dependent parameters in our system \((\delta m(t), \delta n(t), h(t))\), defined by

\[
g(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \hat{g}(\omega) e^{i\omega t}.
\]

(2.18)

The antiferromagnetic LLG equation can then be reduced to a set of 4 nontrivial linear equations:

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega e^{i\omega t} \chi^{-1} \begin{pmatrix} \hat{m}_x \\ \hat{m}_y \\ \hat{n}_x \\ \hat{n}_y \end{pmatrix} = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega e^{i\omega t} \begin{pmatrix} 0 \\ 0 \\ \hat{\omega}_y \\ -\hat{\omega}_y \end{pmatrix},
\]

(2.19)

where \(\chi^{-1}\) is the inverse susceptibility given by

\[
\chi^{-1} = \begin{pmatrix}
  i\omega & \omega_H & 0 & i\alpha \omega + \omega_i \\
  -\omega_H & i\omega & -i\alpha \omega - \omega_\parallel & 0 \\
  0 & i\alpha \omega + 2\omega_E + \omega_\parallel & i\omega & \omega_H \\
  -i\alpha \omega - 2\omega_E - \omega_\parallel & 0 & -\omega_H & i\omega \\
\end{pmatrix}.
\]

(2.20)
Let us consider a case where the applied magnetic field oscillates harmonically with a fixed frequency $\omega_{rf}$ such that $h(t) = h e^{i\omega_{rf}t}$. The time dependence of the magnetic moments will be that of the source, and the solution to the antiferromagnetic LLG equation is then

$$\begin{pmatrix}
\hat{m}_x \\
\hat{m}_y \\
\hat{n}_x \\
\hat{n}_y
\end{pmatrix} = \chi(\omega \rightarrow \omega_{rf})
\begin{pmatrix}
0 \\
0 \\
0 \\
-\hat{\omega}_x
\end{pmatrix}.$$ (2.21)

Note that in linear response, a dynamical source along the magnetic moments (i.e. an oscillating magnetic field $h_z$ along the easy axis) has no effect; this only contributes when one includes terms to the second order or higher. Similarly, the dynamical response in the antiferromagnet is just perpendicular to the easy axis in linear response because this is the direction in which it is easiest to create excitations.

### 2.5.2 Resonance modes of antiferromagnets

We have now seen that the susceptibility of the antiferromagnet, meaning how large the dynamical response is for a given source, depends on the frequency of the applied source. The frequencies at which this susceptibility obtains its maxima are called the resonance frequencies of the system. If we assume that the damping of the system is sufficiently small to not affect the resonance frequencies significantly, we can set $\alpha = 0$. Without dissipation, the susceptibility diverges at resonance in the linear response model. We can use this to determine the resonance frequencies through the condition $\det(\chi^{-1}) = 0$. The resonance frequencies of the uniaxial easy-axis antiferromagnet are then found to be

$$|\omega_{\text{res}}| = \sqrt{|\omega_{\parallel}|(2\omega_E + \omega_{\parallel})} \pm \omega_H.$$ (2.22)

The eigenvectors of $\chi^{-1}$ describe how the magnetization and Néel order parameter will precess in the absence of dissipation and a dynamical source. By calculating these eigenvectors, one can find that the resonance modes are circularly polarized, where the mode corresponding to the high-resonance frequency in Eq. (2.22) has a right-handed circular polarization with respect to the external magnetic field $H_0$, and the mode corresponding to the low-resonance frequency has a left-handed polarization. Moreover, from the eigenvectors, one can also find that the precession in the net magnetization is typically much smaller than that in the Néel order parameter:

$$|m_{x,y}| = \sqrt{|\omega_{\parallel}| \omega_H |n_{x,y}|}.$$ (2.23)
Because the magnetic anisotropy is typically much weaker than the exchange energy \((\omega_\parallel \ll \omega_E)\), one can therefore disregard higher-order contributions in \(m_{xyz}\) in the exchange approximation.

The two antiferromagnetic resonance modes are illustrated for zero and finite magnetic fields in Fig. 2.6. Under zero applied magnetic field, the resonance frequencies of the two modes are degenerate. When there is no external magnetic field to break the inversion symmetry along the easy axis, the two resonance modes are mirror images of each other (with the mirror plane being perpendicular to the easy axis): their resonance frequencies are the same, but they have opposite polarizations/chiralities. Once the inversion symmetry along the easy axis is broken by the application of a magnetic field, as shown in Fig. 2.6 (b), the resonance modes are also no longer inversion symmetric and become nondegenerate. To understand the distinction of the two resonance modes, it can be beneficial to consider each resonance mode to be "driven" by one of the magnetic sublattices [62]. This can be understood as follows. In Fig. 2.6 (b), we apply a magnetic field along the equilibrium direction of \(\mathbf{m}_1\), which increases the magnitude of the effective field \(\mathbf{H}_{\text{eff}}^{(1)}\). Because of this increase in the effective field for the first sublattice, \(\mathbf{m}_1\)'s desired precession frequency increases accordingly, as we recall that the Larmor frequency increases linearly with...
the magnetic field strength. Conversely, for the second sublattice, the opposite is true. The external magnetic field counteracts the effective magnetic field at this sublattice, thereby reducing its magnitude and \( m_2 \)'s desired precession frequency. This explains the lifting of the degeneracy of the antiferromagnetic resonance frequencies in the presence of a magnetic field. In the high-frequency mode, \( m_1 \) drives the resonance by oscillating at its preferred higher resonance. Since the effective field \( H_{\text{eff}}^{(2)} \) strongly depends on the direction of \( m_1 \) due to the exchange interaction, this also precesses with \( m_1 \)'s frequency, thereby forcing \( m_2 \) to precess at the same rate as \( m_1 \). However, since \( m_2 \) prefers oscillating at a slower rate, the dynamical response (i.e. the precession angle away from its equilibrium direction) is smaller for \( m_2 \) compared to that of \( m_1 \) for the high-frequency mode. A similar picture can be made for the scenario when \( m_2 \) drives the resonance, which corresponds to the low-frequency resonance mode.

### 2.5.3 The critical behavior at the spin-flop transition

In addition to the applied magnetic field splitting the resonance frequency degeneracy, it also affects the precession amplitudes of the sublattice magnetizations. It costs more energy for the magnetization to move away from the effective field direction when the effective field is stronger. Consequently, the high-resonance mode (where the resonance is driven by the sublattice magnetization with the strongest effective field) should have smaller precession amplitudes than the low-resonance mode for a fixed strength of the applied dynamical source. In fact, for uniaxial easy-axis antiferromagnets, the precession amplitudes in frequency space can be shown to be inversely proportional to the resonance frequency. If we consider the resonance frequencies in Eq. (2.22), as we approach the spin-flop field corresponding to \( \omega_H = \sqrt{\omega_1(2\omega_E + \omega_H)} \), the low-frequency resonance mode goes to having zero frequency. In other words, fluctuations that drive the sublattice magnetizations away from the equilibrium position along the easy axis cost no energy at this field strength. At this point, the precession amplitudes of the magnetic moments become very large (in fact, they diverge, which is due to our linear response ansatz breaking down at this point). This explains the spin-flop phase transition, where the magnetic moments suddenly 'flop' away from the easy axis, as shown in Fig. 2.4. Because of the low energy cost for creating fluctuations near the spin-flop transition, we expect the region just below it to be optimal for having large precession amplitudes of the magnetic moments. In the next chapter, we will consider some scenarios where this effect can be utilized in a beneficial manner.
In the introduction, we discussed how information can be transported via spin waves in magnetic insulators. However, there are no good approaches for directly detecting these spin waves. At present, a common technique for measuring the spin signal is to convert it into an electrical signal, which is easier to measure experimentally. Because the magnetic insulator cannot carry an electrical current, we must therefore combine the magnetic insulator with a different material with other properties, forming a heterostructure. Now that we have studied the magnetization dynamics in an antiferromagnetic insulator in the previous chapter, we will examine what happens to the spin signal in these heterostructures. Specifically, we will study how these other materials can be used to both generate and detect spin signals in magnetic insulators.

### 3.1 Charge currents and spin currents

In spintronics, we consider the transport of both spin and charge degrees of freedom of the electron. It is beneficial to briefly consider what this means in a physical
Figure 3.1. (a) An unpolarized (net spin equal to zero) charge current $-J_c$ of electrons is moving to the right. (b) A pure spin current (net charge equal to zero) $-J_s$ of electron spins is moving to the right. The negative signs on the currents are due to the particles being electrons that have a negative charge, whereas the common definition of currents is with positively charged particles. Note that a spin current is, strictly speaking, a tensor product between the current direction and the spin polarization direction, although we only illustrate the current direction here.

picture. In conventional electronics, the information is passed through charge currents $J_c$, where a net amount of charge is transported in one direction, as illustrated in Fig. 3.1 (a). Normally, in charge currents, we only have electrons carrying their negative charge in one direction. However, if we also had positively charged particles in a charge current, these would be transported in the opposite direction compared to the electrons. In other words, a positive charge current to the right can either be caused by positively charged particles moving to the right or negatively charged particles moving to the left.

A spin current $J_s$ is defined analogously to a charge current, but there is now a net transport of spin (or angular momentum) instead of charge. Whereas opposite charges move in opposite directions in the charge current, antiparallel spins move in opposite directions in the spin current, as illustrated in Fig. 3.1 (b). Mathematically, the spin current is slightly different from the charge current. As charge is a scalar, the charge current can effectively be described as a vector. However, spin and angular momentum have a direction in addition to a scalar magnitude, and a spin current must therefore be described by the tensor product between the spin polarization axis and the transport direction of the spins.

Spin and charge are two independent properties of an electron, and we can therefore have currents with varying degrees of overlap between charge and spin.
3.2 Spin Hall effect and inverse spin Hall effect

Conversion between charge and spin currents

Spin currents can be more energy efficient than charge currents, but they do have some disadvantages compared to charge currents. Charge currents are easy to generate and detect through either applying or detecting a voltage bias to a conductor. The same is not true for spin currents because there currently are no direct methods for generating or detecting a local spin bias that are as practical as the methods utilized in electronics. However, in some materials, it is possible to convert charge currents into spin currents and vice versa through the spin Hall effect and inverse spin Hall effect. We can then generate and detect spin currents by using charge currents as the ‘middle man’ in an intermediary process.

The spin Hall effects occur in materials with strong spin-orbit coupling, such as the heavy metals platinum (Pt) [63, 64], tungsten (W) [65, 66], and tantalum (Ta) [67]. The spin Hall effects are typically divided into an extrinsic part and an intrinsic part. The extrinsic part is due to spin-dependent scattering with impurities in the material [68, 69], whereas the intrinsic part is due to an interaction between the momentum and spin of the conduction electrons [70] and does not require impurities.
Figure 3.2. Illustration of the (a) spin Hall effect and (b) inverse spin Hall effect. In the spin Hall effect, a charge current $J_c$ leads to a spin current $J_s$ that is perpendicular to the charge current and the spin polarization axis $\hat{s}$. The inverse spin Hall effect is the reciprocal effect that leads to a conversion of a spin current to a charge current. These effects can, for instance, be caused by spin-orbit coupling inside the material.

in the system. The intrinsic spin Hall effect originates from spin-orbit coupling, where electrons with antiparallel spins prefer to move in opposite directions, as can be understood from Fig. 2.3. In both the extrinsic and intrinsic parts of the spin Hall effects, opposite spins are, on average, scattered or deflected in opposite directions.

The spin Hall effect is illustrated in Fig. 3.2 (a), where the spins in an unpolarized charge current are deflected in opposite directions, giving rise to a spin current that is perpendicular to the charge current. The efficiency of this conversion is typically given in terms of the spin Hall angle $\theta_{\text{SH}}$, which is defined through the relation

$$\frac{J_{s}^{\text{SHE}}}{\hbar/2} = \theta_{\text{SH}} \frac{J_c \times \hat{s}}{e},$$

(3.1)

where $J_{s}^{\text{SHE}}$ is the spin current with a spin polarization direction $\hat{s}$ resulting from the spin Hall effect and $J_c$ is the charge current. Each current is divided by its transport quantity, i.e. the charge current is divided by the electron charge $e$ and
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the spin current by the electron spin $\hbar/2$ such that the currents are expressed as simple time rates. The spin Hall angle is then a dimensionless number that provides an indication about how large a percentage of the charge current is converted to a spin current.

The inverse spin Hall effect is, as its name suggests, the reciprocal effect to the spin Hall effect, where a charge current is induced perpendicularly to a spin current, as illustrated in Fig. 3.2 (b). The mechanism for the inverse spin Hall effect is exactly the same as that for the spin Hall effect. The conversion efficiency $\theta_{SH}$ from the charge current to the spin current in the spin Hall effect is also identical to the conversion efficiency from spin current to charge current in the inverse spin Hall effect. Consequently, the charge current resulting from the inverse spin Hall effect is given by

$$\frac{J_{ISHE}^c}{e} = \theta_{SH} \frac{J_s \times \hat{s}}{\hbar/2}.$$  (3.2)

Now that we have seen how spin and charge currents can be converted to one another through the spin Hall effects in heavy metals, we will begin to study heterostructures of heavy metals and magnetic insulators and show how the heavy metal layers can be used as detectors and generators of spin currents in magnetic insulators.

3.3 Spin pumping

In addition to the spin Hall effect, another way to generate a spin current is through spin pumping. In heterostructures that consist of a magnetic material and a nonmagnetic material, a precession of the magnetization in the magnetic layer can transfer nonequilibrium angular momentum from the electrons in the magnetic material to the electrons in the nonmagnetic material. This process is known as spin pumping [71] and leads to an injection of a spin current into the nonmagnetic material. This spin current can, for instance, be generated by driving the magnetization at resonance by an oscillating magnetic field, as we considered in Section 2.5. Spin pumping is illustrated in Fig. 3.3. If we inject this spin current into a conducting material with strong spin-orbit coupling, such as platinum, we can then detect the spin current through the inverse spin Hall effect. The heavy metal layer can then be used to detect the presence of a spin current in the magnetic insulator. Moreover, by detecting the pumped spin current, we can also obtain information such as the magnetic resonance frequency and the linewidth of the resonance peaks, thereby providing a means to probe the magnetization dynamics.
Figure 3.3. A precessing magnetic moment $\mathbf{m}(t)$ in a magnetic insulator (MI) can pump a spin current $\mathbf{J}$ into a normal metal (N), which acts as a spin sink. The spin pumping can be sustained by driving the magnetic moments at resonance by an oscillating magnetic field $h_{rf}(t)$. Without a dynamical source for the magnetization dynamics, the transfer of angular momentum to the spin sink causes the magnetic moment to relax towards equilibrium, thereby acting as an enhanced damping of the magnetization dynamics [71].

3.3.1 Spin pumping from ferromagnets

The pumped spin current from a ferromagnetic material is given by [71]

$$I_{\text{pump}}^s(t) = \frac{h}{4\pi} \left[ \text{Re}(g_\perp) \mathbf{m}(t) \times \dot{\mathbf{m}}(t) - \text{Im}(g_\perp) \dot{\mathbf{m}}(t) \right],$$

(3.3)

where $g_\perp$ is the transverse spin conductance (also commonly referred to as the spin-mixing conductance $g^{\uparrow\downarrow}$) across the magnetic insulator/normal metal interface. The real part of transverse spin conductance is a measure of how many electron spins are pumped across the interface per precession cycle of the magnetization. Henceforth, we assume that $\text{Im}(g_\perp) = 0$ because it is negligible in many materials [71]. The remaining term proportional to the real part of the transverse spin conductance is then of the same form as the Gilbert damping in the LLG equation in Eq. (2.12).

Consequently, spin pumping leads to an enhanced damping of the magnetization dynamics at magnetic interfaces [71]. This can be understood quite intuitively: when the magnetic material pumps nonequilibrium spins into the adjacent material acting as a spin sink, conservation of angular momentum requires that the magnetization relaxes towards equilibrium. Note that the pumped spin current $I_{\text{pump}}^s$ is not defined
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analogously to the spin current $J_s$ in the previous section: whereas $J_s$ is defined as the propagation direction of the spin current with polarization $\hat{s}$, $I_p^{\text{mmp}}$ is defined along the direction of the spin current polarization. The propagation direction of the pumped spin current is along the interface normal, in the direction pointing away from the magnetic material.

To obtain a better understanding of the contributions from the pumped spin current, we will consider a brief example. Let us assume the magnetization to be of the form $m(t) \approx (\delta m_x(t), \delta m_y(t), 1)$, where $\delta m_x(t), \delta m_y(t) \ll 1$, and that $\delta m_x(t) = \delta m_x \cos(\omega t)$, $\delta m_y(t) = \delta m_y \sin(\omega t + \phi)$. We then have that the pumped spin current is

$$I_p^{\text{mmp}}(t) \approx \frac{\hbar}{4\pi} \text{Re}(g_{\perp}) \mathbf{m}(t) \times \dot{\mathbf{m}}(t) = \frac{\hbar \omega}{4\pi} \text{Re}(g_{\perp}) \begin{pmatrix} -\delta m_y \cos(\omega t + \phi) \\ -\delta m_x \sin(\omega t) \\ \delta m_x \delta m_y \cos(\phi) \end{pmatrix}. \tag{3.4}$$

We see that the pumped spin current has two different types of contributions. In the $x$ and $y$ components, we have a time-dependent contribution that is first order in $\delta m_x, \delta m_y$, which is denoted as the AC pumped spin current. The AC pumped spin current can be difficult to detect because its time average vanishes. It is, however, a means of generating an oscillating spin current in an adjacent spin sink. The $z$ component of the pumped spin current, on the other hand, is fully independent of time and is second order in $\delta m_x, \delta m_y$, which is denoted as the DC pumped spin current. Note that the area that the precessions enclosed in the $xy$ plane can be found to be $A = \pi \delta m_x \delta m_y |\cos(\phi)|$. From this and Eq. (3.4), one can find that the DC spin pumping is directly proportional to the area enclosed by the precessions and the frequency of the precessions. In other words, if we have a linear precession of the magnetization, where the magnetic moment precesses along a line and thereby does not enclose an area, the corresponding DC pumped spin current vanishes completely.

3.3.2 Spin pumping from antiferromagnets

Spin pumping is an interfacial effect and therefore highly depends on the magnetic structure at the interface. For antiferromagnets, there are two general types of interfaces that one typically considers, denoted as uncompensated and compensated interfaces. These interfaces are depicted in Fig. 3.4.

For the case of uncompensated interfaces, where only one magnetic sublattice is present at the interface, spin pumping in antiferromagnets becomes completely analogous to spin pumping in ferromagnets [60]. The magnetization $m(t)$ in Eq.
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Figure 3.4. The figures show the spin structures of the atoms at the antiferromagnetic interface. (a) and (b) are interfaces with only one sublattice present. These are called uncompensated interfaces. (c) is an interface with both magnetic sublattices present in a chessboard pattern. This is called a compensated interface, as the magnetic moment at the interface is compensated. This figure is from the supplementary material to Paper [4].

(3.3) is then replaced by the sublattice magnetization $\mathbf{m}_{1/2}(t)$ that is present at the interface.

What is more unique to spin pumping from antiferromagnets is the case of spin pumping at compensated interfaces, such as in Fig. 3.4 (c). Both sublattice magnetizations will then contribute to the spin pumping, and the question is then whether the two magnetic sublattices pump spin constructively or destructively. As mentioned in the previous subsection for ferromagnetic spin pumping, when the imaginary part of the transverse spin conductance is negligible, spin pumping takes the form of enhanced Gilbert damping at magnetic interfaces. Following the discussion of Gilbert damping in antiferromagnets from Section 2.4.2, the general form of spin pumping from antiferromagnets can then be expressed as [57]

$$I_{\text{pump}}(t) \approx \frac{\hbar}{4\pi} \sum_{i,j=1,2} \text{Re}(g_{ij}^{ij}) \mathbf{m}_i(t) \times \mathbf{m}_j(t) \equiv \frac{\hbar}{4\pi} \sum_{\mu,\nu=m,n} \text{Re}(g_{\perp}^{\mu\nu}) \mathbf{m}_\mu(t) \times \mathbf{m}_\nu(t).$$  \hspace{1cm} (3.5)

Here, $g_{ij}^{ij}$ ($i,j = 1, 2$) is a generalized tensor of the transverse spin conductance, and the definition of $g_{\perp}^{\mu\nu}$ ($\mu, \nu = m, n$) follows from the definitions of $\mathbf{m}$ and $\mathbf{n}$ in Eq. (2.1). The theory of spin pumping from antiferromagnets was initially studied by Cheng et al. in Ref. [60]. In this work, Cheng et al. derived spin pumping from antiferromagnets by considering scattering theory in a nearest-neighbor tight-binding model for a perfectly matched interface. In this model, the nondiagonal
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terms (often referred to as cross terms) proportional to \( g_{12}^{\perp} \) and \( g_{21}^{\perp} \) vanish, and the
spin pumping in the basis of \( \mathbf{m} \) and \( \mathbf{n} \) can be expressed via the relations \( g_{\perp}^{mn} = g_{\perp}^{11} + g_{\perp}^{22} \) and \( g_{\perp}^{nn} = g_{\perp}^{nm} = 0 \). Spin pumping from antiferromagnets and ferrimagnets was further studied by Kamra and Belzig in Ref. [57]. The results from the work of Kamra and Belzig differ quite significantly from those of Cheng et al. Notably, Kamra and Belzig found that the nondiagonal (cross) terms are finite: \( g_{12}^{\perp} = g_{21}^{\perp} = q_g g_{11}^{\perp} g_{22}^{\perp} \). This finding has a noteworthy effect on the transverse spin conductance in the \( \mathbf{m} \) and \( \mathbf{n} \) basis. Kamra and Belzig showed that the transverse spin conductances are then given by

\[
 g_{\perp}^{mn} = \frac{g_{\perp}^{11} + g_{\perp}^{22}}{2},
\]

and \( g_{\perp}^{mn} = g_{\perp}^{nm} = g_{\perp}^{11} - g_{\perp}^{22} \). In the special case of a perfectly ordered compensated interface with an isotropic contribution from both sublattices \( (g_{\perp}^{11} = g_{\perp}^{22}) \), the models by Cheng et al. and Kamra and Belzig yield entirely different results. One would expect the spin pumping to be dominated by the Néel order parameter in the model by Cheng et al., but this contribution vanishes exactly \( (g_{\perp}^{nn} = 0) \) in the model by Kamra and Belzig. It does become finite, however, if disorder or an anisotropy in the transverse spin conductance of the two sublattices \( (g_{\perp}^{11} \neq g_{\perp}^{22}) \) is introduced. The discrepancy between the two models provides a large incentive to study the dependence of spin pumping from antiferromagnets on the sublattice structure at the interface. The physics underlying the difference between the two models can partly be understood through the discussion of a related problem in Chapter 6, Section 6.3.2.

While spin pumping in ferromagnets is now a very common technique, spin pumping has yet to be unequivocally detected from antiferromagnets. An experiment studying the antiferromagnetic material MnF\(_2\) has, however, detected a small contribution to the overall signal compatible with the behavior of spin pumping, but further investigation is required to confirm the physical origin of the signal [62, 72]. Because of the challenges in detecting spin pumping from antiferromagnets, one has to be able to find a way to obtain a sufficiently strong spin pumping signal before one can study other aspects, such as how the pumped spin current depends on the interface. The first publication in this thesis [1] studies how the spin pumping from antiferromagnets depends on the different contributions to the micromagnetic energy to examine how one can maximize the spin pumping signal sufficiently to be able to detect it in experiments. We found that the spin pumping signal is expected to be significantly enhanced near the spin-flop transition for uniaxial easy-axis antiferromagnets. This enhancement occurs for the low-frequency mode as the resonance frequency approaches zero. This is in contrast to what was predicted earlier, as one
expected the spin pumping from antiferromagnets to be large due to its fast dynamics [60]. This expectation was based on the fact that the pumped spin current is directly proportional to the frequency of the magnetization dynamics. However, as we just showed for ferromagnets, the DC pumped spin current is also proportional to the area enclosed by the precession of the magnetic moments. At the end of the previous chapter, we mentioned that at resonance, the precession amplitudes in uniaxial easy-axis antiferromagnets are inversely proportional to the resonance frequency. In other words, the enclosed area is proportional to $1/\omega^2$, and the DC pumped spin current is then proportional to $1/\omega$. In linear response, the spin pumping current is therefore expected to diverge near the spin-flop transition in easy-axis antiferromagnets, where the resonance frequency approaches zero.

The model used in Paper [1] (as well as in Paper [2], which is discussed later this chapter) relies on the results of Cheng et al. and considers a compensated interface such that the spin pumping is primarily governed by the Néel order parameter. At first glance, it might appear that the discoveries of Kamra and Belzig discussed earlier in this section could invalidate the model and results in Papers [1, 2]. However, while the spin pumping from the Néel order parameter vanishes exactly in the ideal case in the results of Kamra and Belzig, for a more realistic system with some imperfections, this will still be finite, and the results in Papers [1, 2] can then be described by a renormalization of the parameters. Moreover, if one were to modify the system in these papers to have an uncompensated interface instead of a compensated interface, the results would not change in a significant manner. The dynamics and magnetic susceptibilities in the antiferromagnetic insulator very weakly depend on the interface structure, as the spin pumping is merely a perturbation of the system. Consequently, the only difference should be the spin current pumped into (or absorbed from) the normal metal. However, this should be similar in magnitude for an uncompensated interface in the model by Kamra and Belzig and for a compensated interface in the model by Cheng et al. The two models of antiferromagnetic spin pumping are also in agreement for uncompensated interfaces, where spin pumping from antiferromagnets becomes analogous to spin pumping from ferromagnets [60].

### 3.4 Spin diffusion

When a spin current is generated in a normal metal through the spin Hall effect or by spin pumping from a magnetic insulator into the normal metal, there is a
buildup of a nonequilibrium spin accumulation $\mu_s$ inside the normal metal. The spins undergo a diffusive motion given by the spin diffusion equation [73]

$$\frac{\partial \mu_s(r,t)}{\partial t} = |\gamma| H_0 \times \mu_s(r,t) + D_N \nabla^2 \mu_s(r,t) - \frac{\mu_s(r,t)}{\tau_{sf}}. \tag{3.6}$$

Here, $\gamma$ is the gyromagnetic ratio, $H_0$ is an external magnetic field, $D_N$ is the diffusion coefficient, and $\tau_{sf}$ is the spin-flip relaxation time. In a zero magnetic field and when the spin-flip relaxation time is infinite, the spin diffusion equation is analogous to the heat equation. The additional term depending on the magnetic field is a Larmor precession of the spin accumulation, similar to the term appearing in the LLG equation. The last term, which is inversely proportional to $\tau_{sf}$, leads to a decay of the spin accumulation due to decoherence from relaxation processes. If $\tau_{sf}$ is much smaller than the other time scales in the system, such as the Larmor precession time $1/|\gamma H_0|$ and the time evolution of $\mu_s$, we can approximate the spin diffusion equation by the Helmholtz equation

$$\nabla^2 \mu_s(r,t) = \frac{\mu_s(r,t)}{\lambda_{sd}^2}. \tag{3.7}$$

Here, we introduced the spin-diffusion length $\lambda_{sd} = \sqrt{D_N \tau_{sf}}$. This is often a good approximation because the spin-flip relaxation time is for many materials significantly shorter than the time scales of the Larmor precession and magnetic resonance [74]. The differential equation is now independent of time. The time dependence of the spin accumulation then enters through the boundary or initial conditions. This can, for instance, be given by the spin pumping rate or by the frequency of an applied current to the metal.

### 3.5 Spin-transfer torque

When there is an accumulation of spins at the interface of the magnetic insulator due to e.g. a spin current in the adjacent layer, this leads to a torque acting on the magnetization in the magnetic insulator. Just as the magnetic insulator can transfer spin/angular momentum to the normal metal via spin pumping, one can also transfer angular momentum from the normal metal to the magnetic insulator by injecting a spin current. This reciprocal effect is known as a spin-transfer torque. Note that this torque is not quite the same as the spin-transfer torque studied by Berger and Slonczewski, as discussed in the introduction to this thesis. The torque studied by Berger and Slonczewski considered the transfer of angular momentum
from conduction electrons to the local magnetization when a polarized charge current passes through a conducting magnetic layer. Here, however, as the magnetic material is insulating, the spin-transfer torque results from a spin accumulation $\mu_s(t)$ at the magnetic interface exerting a torque on the magnetization. The transfer of angular momentum from the normal metal to a ferromagnetic insulator is given by the backflow current

$$I^{\text{backflow}}_s(t) = -\frac{\text{Re}(g_{\perp})}{4\pi} \mathbf{m}(t) \times [\mu_s(t) \times \mathbf{m}(t)].$$  

(3.8)

Note that $I^{\text{backflow}}_s$ is defined analogously to $I^{\text{pump}}_s$ and describes the polarization of the spin current rather than the direction of propagation. The propagation direction is assumed to be along the interface normal. We again disregarded the contribution from the imaginary part of the transverse spin conductance. In Papers [1, 2], we use the model that generalizes this result to two-sublattice systems such as antiferromagnets, where the spin-transfer on the two magnetic sublattices is treated as independent [60, 75]:

$$I^{\text{backflow}}_s(t) = -\frac{\text{Re}(g_{\perp})}{4\pi} \sum_{i=1,2} \mathbf{m}_i(t) \times [\mu_s(t) \times \mathbf{m}_i(t)]$$

(3.9a)

$$= -\frac{\text{Re}(g_{\perp})}{2\pi} \left\{ \mathbf{m}(t) \times [\mu_s(t) \times \mathbf{m}(t)] + \mathbf{n}(t) \times [\mu_s(t) \times \mathbf{n}(t)] \right\}.$$  

(3.9b)

This model then assumes that $g^{11}_{\perp} = g^{22}_{\perp} \equiv g_{\perp}$ and $g^{12}_{\perp} = g^{21}_{\perp} = 0$, equivalent to the model by Cheng et al. for spin pumping from antiferromagnets [60].

The spin current injected into the magnetic insulator due to spin-transfer torques can have different origins. In spin pumping experiments, one can have a backflow if the pumped spin current is injected into a normal metal that is not a perfect spin sink. This can, for example, occur when the normal metal layer is just a few nanometers thick. In such experiments, it is necessary to take the backflow spin current into account to obtain accurate experimental predictions [74]. One can also use spin-transfer torques as the dynamical source in magnetic resonance experiments. By applying a voltage to the normal metal, one injects a spin current into the magnetic insulator as the charge current is converted to a spin current through the spin Hall effect [2, 76].

### 3.6 Spin-orbit torques and crystal symmetries

Spin-transfer torques originate from a transfer of angular momentum from some source to the local magnetization. These sources can e.g. be a spin-polarized charge
current, as in the spin-transfer torques introduced by Berger and Slonczewski [22–28], or an accumulation of spins at a magnetic interface, as discussed in the previous section. However, if the magnetic material also has an intrinsic spin-orbit coupling and is electrically conducting, applying an unpolarized charge current to the material can also induce a nonequilibrium spin density that exerts torques on the magnetization that do not involve the transfer of angular momentum [77, 78]. These types of torques are denoted as spin-orbit torques.

In Ref. [79], Hals and Brataas developed a phenomenological description of the possible spin-orbit torques that were allowed by the underlying symmetry of the material. According to what is known as Neumann’s principle, we must require that

“any type of symmetry which is exhibited by the point group of the crystal is possessed by every physical property of the crystal.”

This is equivalent to requiring that the physical properties be invariant under all the symmetry transformations of the crystal. Consequently, a spin-orbit torque \( \mathbf{\tau} \) in the extended Landau–Lifshitz–Gilbert equation

\[
\dot{\mathbf{m}} = -|\gamma| \mathbf{m} \times \mathbf{H}_{\text{eff}} + \alpha \mathbf{m} \times \dot{\mathbf{m}} + \mathbf{\tau}
\]  

must be invariant under the symmetry operations that define the crystal symmetry group. Let us assume that the crystal is described by a set of unitary symmetry operations given by \( R^{(\alpha)} \) (\( \alpha = 1, 2, 3 \ldots \)) such as \( n \)-fold rotations and inversions along various axes, where we have that \( \det(R^{(\alpha)}) = \pm 1 \) because all \( R^{(\alpha)} \) are unitary. The physical properties of the system can depend on different tensors, and these tensors can be divided into two main categories. These categories are polar tensors and axial tensors, and these transform under the unitary transformation \( R \) as [80]

\[
T^{\text{polar}}_{i j k \ldots} = R_{i i'} R_{j j'} R_{k k'} (\ldots) T^{\text{polar}}_{i' j' k' \ldots}
\]

\[
T^{\text{axial}}_{i j k \ldots} = \det(R) R_{i i'} R_{j j'} R_{k k'} (\ldots) T^{\text{axial}}_{i' j' k' \ldots}
\]

In the above notation, the Einstein summation convention is assumed. Examples of polar vectors (rank-1 tensors) are position, momentum, and charge currents, whereas examples of axial vectors are angular momentum, magnetization, and cross products of polar vectors. By performing a tensor expansion of the spin-orbit torque to the first order in the charge current density and higher orders in the magnetization and the magnetization gradient, Hals and Brataas classified the symmetry relations of the different components of the spin-orbit torque, similar to Eq. (3.11). This formalism
can be used to identify forms of the spin-orbit torque that are not described by the conventional LLG equation [81]. This technique was utilized in Paper [5] to describe the current-induced spin-orbit torques for a certain symmetry classification of two-dimensional ferromagnetic materials. We will return to this discussion in Chapter 7, where we examine the physics of Paper [5] in more detail.

3.7 Spin Hall magnetoresistance

In magnetic conductors, in addition to the charge current exerting a spin-orbit torque on the magnetic moments, the electric resistance of the charge current depends on the relative orientation of the current and the magnetization in ferromagnets [82] or the Néel order parameter in antiferromagnets [83]. This effect is known as anisotropic magnetoresistance. In hybrid structures that consist of a magnetic insulator and a normal metal with a significant spin Hall angle, there is also a recently discovered similar effect known as spin Hall magnetoresistance (SMR) [84, 85]. This magnetoresistance is a dependence of the resistance in the normal metal on the orientation of the magnetic order parameter in the magnetic insulator with respect to the current direction in the normal metal. What is peculiar about SMR is that because the magnetic material is insulating, the current is passed through a nonmagnetic material, and the underlying physics is therefore quite different from that of anisotropic magnetoresistance. The origin of SMR is a combination of the effects discussed previously in this chapter. It is a consequence of the interplay between spin-transfer torques, the spin Hall effect, and the inverse spin Hall effect [84]. The underlying physics of SMR is explained in Fig. 3.5.

The contribution of SMR is typically very small compared to the regular resistance in the normal metal, but its contribution can easily be detected. By varying the direction of the magnetic order parameter with respect to the current direction, e.g. by sweeping a magnetic field 360 degrees in a plane, one can measure the angular dependence of the resistance. SMR in ferromagnets has an angular dependence $\cos 2\theta$, where $\theta$ is the angle between the magnetization and the charge current $J_c$ in the normal metal, and this contribution to the resistance can then be extracted as the regular resistance should be independent of $\theta$. From the $\cos 2\theta$ angular dependence, we find that SMR only depends on which axis the magnetization points along and is equal for the magnetization pointing along either of the two axis directions. Consequently, SMR is expected to be more or less equal for ferromagnets and antiferromagnets because whether the spins in the magnetic insulator are parallel
3.7. Spin Hall magnetoresistance

Figure 3.5. A charge current in a thin film of normal metal induces a spin current perpendicular to the film through the spin Hall effect. (a) When the spin of the electron in the normal metal is perpendicular to the magnetic order parameter $\hat{O}$ in the magnetic insulator (magnetization for ferromagnets, Néel order parameter for antiferromagnets), a spin current $J_{\text{abs}}^s$ can be absorbed into the magnetic insulator. (b) When the electron spin in the normal metal is parallel to $\hat{O}$, there is no spin current injected into the magnetic insulator. Part of this is instead reflected as a backflow spin current $J_{\text{bf}}^s$ into the normal metal. Due to the inverse spin Hall effect, this is then transformed into a charge current along the original charge current, thereby enhancing the conductivity in $N$ for this configuration. This illustration is based on a figure in Ref. [84].

or antiparallel is irrelevant. However, the angular dependence of SMR in antiferromagnets is phase shifted by $\pi/2$ compared to ferromagnetic and ferrimagnetic materials when measuring SMR by sweeping a strong magnetic field [86–89]. This is explained by the magnetic field coupling to the magnetization of the antiferromagnet in a canted or spin-flopped state, whereas the SMR in antiferromagnets is primarily due to the Néel order parameter. As indicated by Eq. (2.2), the magnetization and Néel order parameter are perpendicular to each other, explaining the $\pi/2$ phase shift in antiferromagnets compared to ferromagnets [86–89].

3.7.1 Spin Hall magnetoresistance at magnetic resonance

SMR has primarily been used to obtain information about static magnetization configurations, but it can also be used to collect information about the magnetization dynamics in magnetic insulators. When the magnetic moments precess at resonance, there is a time-dependent oscillation of the resistance in the normal metal as the direction of the magnetic moments with respect to the current in the normal metal is constantly changing. If the current in the normal metal is also oscillating with the same frequency as the magnetic moments, e.g. if we are in a scenario where the
magnetic resonance is driven by injection of an AC spin current from the normal metal via the spin Hall effect and spin-transfer torques, there will be a mixing of the oscillating resistance and the oscillating current. Depending on the phase difference between the two oscillations, this can lead to a nonzero time-averaged voltage that can be measured and that contains details about the magnetic resonance, such as the resonance frequency and linewidth [90].

In Paper [2], we generalize the work in Ref. [90] to the case of bilayers consisting of a heavy metal and an antiferromagnetic insulator. Building upon the results in Paper [1], we show that the measured signal is also enhanced near the spin-flop transition for exactly the same reasons as we discussed for spin pumping. When the magnetic resonance in these bilayer systems is driven by an injection of a spin current from the normal metal, the magnetic resonance signals originating from the SMR and spin pumping have the same characteristics and an opposite sign. Consequently, the signals compensate each other, which results in a weaker net signal [90]. In Paper [2], we propose a method to separate the signals originating from SMR and spin pumping by utilizing trilayer systems, which can otherwise be extremely challenging in bilayer systems.

3.8 Boundary conditions

We have now independently described the spin dynamics in both the magnetic and nonmagnetic layers. To comprehensively discuss the spin dynamics in heterostructures, we need to connect the spin dynamics in the various layers. This is achieved through the boundary conditions at the interfaces between the different layers of the system.

3.8.1 Spin current continuity

The main boundary condition that we apply is that we assume the spin current to be continuous across interfaces in the heterostructure [91]. The spin current in the magnetic insulator has contributions from spin pumping and spin-transfer torques, as we considered earlier in this chapter. The spin current in the normal metal also has two main contributions. These contributions are a spin current created through the spin Hall effect by applying a voltage bias to the metal and a spin current due to a gradient in the spin accumulation $\mu_s(r,t)$. At interfaces between magnetic
insulators and normal metals, we then have the condition

\[
I_{\text{MI}}(t) \big|_{\text{MI}|N} = I_{\text{pump}}(t) + I_{\text{backflow}}(t) \big|_{\text{MI}|N} = I_{\text{SHE}}(t) - \frac{h \sigma A}{4e^2} \nabla \mu_s(r, t) \big|_{\text{MI}|N} = I_{\text{N}}(t) \big|_{\text{N}|N}.
\] (3.12)

Here, \(I_{\text{SHE}}(t)\) is the spin current in the normal metal due to the spin Hall effect and \(A\) is the interface area between the magnetic insulator (MI) and normal metal (N). All currents are evaluated at the interface.

Another type of interface is an interface with vacuum or a substrate. We assume that there is no spin current in either. For the spin current to be continuous across such interfaces, we must therefore require that the spin current in the magnetic insulator or normal metal vanishes at the edge, i.e.

\[
I_{\text{s}}(t) \big|_{\text{MI}|\text{Vacuum}} = 0, \quad \text{and} \quad I_{\text{s}}(t) \big|_{\text{N}|\text{Vacuum}} = 0.
\] (3.13)

Consequently, there is no leaking of the spin current to the environment. The spin current will, however, decay as it propagates through the heterostructure.

### 3.8.2 Standing spin waves

In Chapter 2, we examined the spatially uniform magnetization dynamics in an antiferromagnetic insulator. This will be the dominant type of dynamics when the dynamical source is spatially uniform, such as an oscillating magnetic field. However, in heterostructures, as we are considering here, we can also have dynamical sources that are not spatially uniform. An example of this is by exciting the magnetization dynamics via spin-transfer torques, i.e. by injecting a spin current into a magnetic insulator from a normal metal. The dynamical source is then only at the interface, and the magnetization dynamics then does not have to be uniform in the direction perpendicular to the said interface.

To determine which types of boundary conditions we have for the spatial dependence of the magnetization dynamics, we can integrate the LLG equation in an infinitesimally thin volume around the interface. If we focus on an antiferromagnetic insulator and integrate the LLG equation in Eq. (2.15) and for now disregard interfacial effects such as spin pumping and spin-transfer torques, we obtain the relations
A nonuniform dynamical source in the form of a spin current $J_s$ injected into the right side of the antiferromagnetic insulator can induce standing wave resonance modes of the Néel order parameter. Here, we show the three lowest ($N = 0, 1, 2$) standing wave modes, with $N$ being the number of nodes in the standing wave. This figure is reproduced from [2].

For an antiferromagnetic film with...
a thickness $d_{AF}$, the Néel order parameter will then be of the form

$$n(r, t) = n_0 + \frac{1}{2} \left\{ \delta n \cos [k_N (x - d_{AF})] e^{i\omega t} + \delta n^* \cos [k_N (x - d_{AF})] e^{-i\omega t} \right\}. \quad (3.15)$$

Here, we have assumed that the $x$ axis is perpendicular to the interface. The fluctuations $\delta n$ are perpendicular to the equilibrium direction $n_0$. The wave numbers $k_N$ take on the values $k_N = N\pi/d_{AF}$ ($N = 0, 1, 2, \ldots$). This solution describes a set of standing waves of the Néel order parameter inside the antiferromagnetic insulator, as illustrated in Fig. 3.6. The more nodes $N$ that the standing wave resonance mode has, the higher is its resonance frequency. In Paper [2], the source of the magnetic resonance is an injection of a spin current across the interface between the antiferromagnetic insulator and the normal metal. Because the source is spatially inhomogeneous, one can excite these standing waves in the setup considered in Paper [2], unlike in Paper [1], where the source of the magnetic resonance is a spatially uniform oscillating magnetic field. The excitation and detection of these standing waves are studied in more detail in Paper [2].
Quantized spin excitations in antiferromagnets

Up to this point, we have considered a microscopic description of magnetization dynamics and spin transport in magnetic systems. However, in some cases, such as when one is studying interactions between the excitations in the system, it can be necessary or more intuitive to consider a quantum mechanical description instead. When moving to the quantum regime, computations tend to become more difficult. In this chapter, we will examine some very useful elementary techniques that will greatly simplify our calculations in the quantum regime. We will not discuss any direct aspects of my own research in this chapter. However, this chapter will lay the groundwork for the Papers [3–5], which will be discussed later in Chapters 5, 6, and 7.

4.1 Magnons: quantized spin waves

A very useful trick when describing the spin dynamics of a many-body system in the quantum limit is to map the spin operators to a different set of bosonic operators. At first, this statement might be somewhat perplexing. If we are studying a many-
body system of electrons, which are fermionic particles, why are we then talking about bosons? When studying many-body systems, which consist of a vast sea of particles, it is generally more practical to describe the ripples and waves on that sea instead of every particle in the sea itself. Although these ripples and waves are not particles themselves, we can treat them as some fictional particle: a quasiparticle. These quasiparticles are weakly interacting, and it is therefore much more favorable to describe a system of these quasiparticles on top the ground state of our system rather than a system consisting of a vast amount of strongly interacting particles. Ultimately, both methods of describing the system will yield the same result. Note that these quasiparticles are only sensible to discuss in the context of the many-body system. A wave at sea is a very real object, but if you take all the water molecules away, it no longer makes sense to discuss the water wave.

In a many-body system consisting of spins, the ripples in the system will appear as spins pointing slightly away from the equilibrium position. These ripples can be thought of as spin waves, and the elementary quasiparticle excitation is called a magnon. In Figures 4.1 and 4.2, we present examples of how a localized and a nonlocalized magnon can be thought of, respectively. In the remaining sections of this chapter, we will discuss how we can model these quasiparticle excitations in a quantum formalism, as well as what type of magnon will be the lowest-energy excitation in an antiferromagnet.

4.2 The Holstein–Primakoff transformation

Although there are several ways of describing the quasiparticles in a many-body system of spins, a transformation that is often very convenient is the Holstein–Primakoff transformation (HPT) [92]. This transformation is particularly useful when we are studying magnetization dynamics not far from equilibrium, e.g., linear response. This transformation is defined by the following on sublattices $A$ and $B$ of an antiferromagnet:

\[
\begin{align*}
    s_{i\uparrow}^A &= \sqrt{2s - a_i^\dagger a_i}, & s_{i\downarrow}^A &= a_i^\dagger \sqrt{2s - a_i^\dagger a_i}, & s_{i\uparrow}^A &= s - a_i^\dagger a_i, \\
    s_{j\uparrow}^B &= b_j^\dagger \sqrt{2s - b_j^\dagger b_j}, & s_{j\downarrow}^B &= \sqrt{2s - b_j^\dagger b_j} b_j, & s_{i\uparrow}^B &= b_j^\dagger b_j - s.
\end{align*}
\]  

Here, $s$ is the dimensionless spin number, $i$ and $j$ are lattice sites, $a^{(1)}$ is a magnon annihilation (creation) operator on sublattice $A$, and $b$ and $b^\dagger$ are similar magnon operators on sublattice $B$. We have also introduced $s_{\pm} = s_x \pm is_y$. This transformation satisfies the spin commutation relation $[s_i, s_j] = i \varepsilon_{ijk} s_k$, with $\varepsilon_{ijk}$ being the
4.2. The Holstein–Primakoff transformation

Figure 4.1. (a) The ground state of an antiferromagnetic spin chain. (b) An excited state where one spin is flipped with regard to the ground state. (c) The quasiparticle picture of the excited state in (b), where we have the ground state plus a localized magnon. As (b) and (c) must be equivalent, the magnon must have a spin of $\frac{1}{2}$, thereby being bosonic like.

Figure 4.2. (a) Periodical precession of antiferromagnetic spins in a chain with wavelength $\lambda$. (b) The quasiparticle picture of (a), where a magnon with wavelength $\lambda$ is passing through the ground state of the spin chain.

Levi-Civita tensor, if $a$, $a^\dagger$, $b$, and $b^\dagger$ obey the bosonic commutation relations, where 

$$[a_i, a_j^\dagger] = [b_i, b_j^\dagger] = \delta_{ij}$$

and all other commutators are zero. In general, the square roots can make the HPT somewhat cumbersome. However, if we have few magnons
in our system compared to the spin \((a_i^\dagger a_i, b_i^\dagger b_i \ll 2s)\), we can perform a Taylor expansion of the square roots and only keep terms to some order in the magnon operators. In linear response, we only keep terms to the second order in the magnon operators, which means that we can simply neglect the magnon operators inside the square roots in this approximation.

### 4.3 Local vs collective excitations

In Section 4.1, we showed two different types of spin excitations in our antiferromagnetic system. In Figure 4.1, we considered a localized magnon, where we flipped the spin of a single electron. In Figure 4.2, however, we considered a collective excitation, where all the spins in the system are no longer at equilibrium. We will now perform a quick exercise to determine which of the two costs the least amount of energy and will therefore be the most favorable excitation in our system. For simplicity, we consider an isotropic Heisenberg Hamiltonian, given by

\[
H = |J| \sum_{\langle i,j \rangle} S_i \cdot S_j + E_0. 
\]

(4.2)

Here, \(J\) is the coupling constant between the spins, and \(E_0\) is a constant energy level that we choose such that the ground state of the system has zero energy. For the localized magnon, the excitation energy becomes \(2z |J| h^2 s^2\), where \(z\) is the number of nearest neighbors. For the collective excitations, we consider periodic waves. To describe these, we perform a Fourier transform of our magnon operators, defined by

\[
a_i = \frac{1}{\sqrt{N/2}} \sum_\mathbf{q} a_\mathbf{q} e^{-i\mathbf{q} \cdot \mathbf{r}_i}, \quad b_j = \frac{1}{\sqrt{N/2}} \sum_\mathbf{q} b_\mathbf{q} e^{-i\mathbf{q} \cdot \mathbf{r}_j}. 
\]

(4.3)

Here, the sum over the wave vector \(\mathbf{q}\) goes over the Brillouin zone for each sublattice, and \(N\) is the number of spins or lattice sites in the system. In terms of the Fourier-transformed operators, the Heisenberg Hamiltonian becomes

\[
H = z |J| h^2 s \sum_\mathbf{q} \left[ a_\mathbf{q}^\dagger a_\mathbf{q} + b_\mathbf{q}^\dagger b_\mathbf{q} + \gamma_\mathbf{q} \left( a_\mathbf{q} b_{-\mathbf{q}} + b_\mathbf{q}^\dagger a_{-\mathbf{q}}^\dagger \right) \right], 
\]

(4.4)

with \(\gamma_\mathbf{q}\) being defined by

\[
\gamma_\mathbf{q} = \frac{1}{z} \sum_\delta e^{i\mathbf{q} \cdot \delta} = \gamma_{-\mathbf{q}}, 
\]

(4.5)

and \(\delta\) being a vector between two nearest neighbors. Here, we assumed that the material is inversion symmetric.
4.4. The Bogoliubov transformation

We note that the Hamiltonian in Eq. (4.4) is not diagonal in the bosonic operators that we have introduced. Consequently, the \(a_q\) and \(b_q\) magnons from the HPT are interacting quasiparticles. We therefore want to diagonalize this Hamiltonian such that we can determine the energy cost of the noninteracting eigenexcitations. We can accomplish this by introducing new bosonic operators, which we define to be

\[
\alpha_q = u_q b_q^\dagger + v_q a_q^\dagger, \quad \beta_q = u_q a_q + v_q b_q^\dagger.
\] (4.6)

Because we enforce these operators to also obey bosonic commutation relations, we have the restriction \(|u_q|^2 - |v_q|^2 = 1\). By choosing \(u_q\) and \(v_q\) such that our Hamiltonian becomes diagonal, we then find that

\[
\mathcal{H} = z |J| \hbar^2 \sum_q \sqrt{1 - \gamma_q^2} \left[ \alpha_q^\dagger \alpha_q + \beta_q^\dagger \beta_q \right].
\] (4.7)

If we now consider the case of a 1D spin chain, where \(z = 2\) and \(\gamma_q = \cos qa\) (\(a\) being the lattice spacing between the spins), the energy cost of the localized magnon is \(4 |J| \hbar^2 s^2\), whereas for the collective excitation, it is \(2 |J| \hbar^2 |\sin qa|\). We then see that the collective excitation is more energetically favorable if \(|\sin qa| < 2s\). For \(s = 1/2\), the collective excitation is then always more or equally energetically favorable. For long-wavelength magnons, the collective excitations have a significantly lower excitation energy and will therefore be the most prevalent excitation in this system.

4.4 The Bogoliubov transformation

In the previous section, we diagonalized our Hamiltonian by introducing new bosonic operators in Eq. (4.6) that were a linear combination of our initial HPT bosonic operators. This transformation is known as a Bogoliubov transformation and was initially introduced in the case of fermionic operators to solve the Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity [93, 94]. The new operators introduced through this transformation are the eigenexcitations of the system. These are a superposition of creation and annihilation operators of other particles or quasiparticles.

In the previous section, we considered the Bogoliubov transformation of a simple Heisenberg antiferromagnet. In general, we consider a system that also has other interactions, which may make the Hamiltonian harder to diagonalize. For most of the work presented in this thesis, the Hamiltonian of our system can be described by

\[
\mathcal{H}_{\text{AF}} = |J| \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + \gamma \sum_i H_0 \cdot \mathbf{S}_i - \frac{k_\|}{2} \sum_i S_{i,z}^2 + \frac{k_\perp}{2} \sum_i S_{i,x}^2 + E_0,
\] (4.8)
where \( H_0 = H_0 \hat{z} \) is an external magnetic field along the easy axis and \( k_\parallel \) and \( k_\perp \) are the easy- and hard-axis anisotropy constants, respectively. After performing an HPT of the spin operators and a Fourier transform of the magnon operators, this Hamiltonian becomes second order in the magnon operators

\[
H_{AF} = \sum_q \left[ \frac{A}{2} a_q^\dagger a_q + \frac{B}{2} b_q^\dagger b_q + C_q a_q b_{-q} + D a_q a_{-q} + D b_q b_{-q} + H.c. \right],
\]

(4.9)

where we have introduced

\[
A = \hbar \left( \omega_E - \omega_H + \omega_\parallel + \frac{\omega_\perp}{2} \right),
\]

(4.10a)

\[
B = \hbar \left( \omega_E + \omega_H + \omega_\parallel + \frac{\omega_\perp}{2} \right),
\]

(4.10b)

\[
C_q = \hbar \omega_E \gamma_q,
\]

(4.10c)

\[
D = \hbar \frac{\omega_\perp}{4},
\]

(4.10d)

as well as the frequencies \( \omega_E = |J| \gamma s \), \( \omega_H = \gamma H_0 \), \( \omega_\parallel = k_\parallel \hbar s \), and \( \omega_\perp = k_\perp \hbar s \). If the coefficient \( D \) vanishes (i.e., there is no hard axis in our system), we can perform a Bogoliubov transformation of this Hamiltonian, similar to the one performed in Eq. (4.6) in the previous section. For this case \( (\omega_\perp = 0) \), the Bogoliubov coefficients become

\[
u_q = \sqrt{\frac{\Gamma_q + 1}{2}}, \quad v_q = \sqrt{\frac{\Gamma_q - 1}{2}},
\]

(4.11)

where we have introduced

\[
\Gamma_q = \left[ 1 - \left( \frac{\omega_E \gamma_q}{\omega_E + \omega_\parallel} \right)^2 \right]^{-1/2}.
\]

(4.12)

With the presence of the hard-axis anisotropy, the new eigenexcitations become more complicated, and we must generalize the \( 2 \times 2 \) Bogoliubov transformation in Eq. (4.6) to a \( 4 \times 4 \) Bogoliubov transformation. This can be expressed as

\[
\mu_k = \begin{pmatrix}
\alpha_k \\
\beta_k^\dagger \\
\alpha_\perp^\dagger_k \\
\beta_k^\perp
\end{pmatrix} = \begin{pmatrix}
\alpha_{\alpha,a} & v_{\alpha,b} & v_{\alpha,a} & \alpha_{\alpha,b} \\
v_{\beta,a}^* & u_{\beta,b}^* & u_{\beta,a}^* & v_{\beta,b}^* \\
u_{\alpha,a}^* & u_{\alpha,b}^* & u_{\alpha,a}^* & u_{\alpha,b}^* \\
u_{\beta,a}^* & v_{\beta,b}^* & v_{\beta,a}^* & u_{\beta,b}^*
\end{pmatrix} \begin{pmatrix}
\alpha_k \\
\beta_k \\
\alpha_\perp^\dagger_k \\
\beta_k^\perp
\end{pmatrix} \equiv B_{4m_k},
\]

(4.13)

where \( k \) runs over half the vector space of \( q \) \([92, 95]\). This is to avoid operators with momentum \( k \) and \( -k \) interacting, which will simplify our calculations. Although the constraints on the new Bogoliubov coefficients become more complicated than
previously, the principle behind the constraints remains the same: the new operators must also satisfy bosonic commutation relations. The constraints can be expressed compactly as

\[ Y = \begin{bmatrix} \mu_k, \mu_k^\dagger \end{bmatrix} = \begin{bmatrix} B_i \end{bmatrix}, \begin{bmatrix} m_k, m_k^\dagger \end{bmatrix} \begin{bmatrix} B_i^\dagger \end{bmatrix} = \begin{bmatrix} B_i Y B_i^\dagger \end{bmatrix}, \]  

(4.14)

where \( Y \) is the matrix

\[ Y = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \]  

(4.15)

The most important constraint that we need to know is

\[ |u_{\mu,a}|^2 - |v_{\mu,b}|^2 - |v_{\mu,a}|^2 + |u_{\mu,b}|^2 = 1, \]  

(4.16)

with \( \mu = \alpha, \beta \). The excitation energy of the eigenexcitations can be found through the eigenvalue problem [95]

\[
\begin{pmatrix}
A - C_k & -2D & 0 \\
C_k & -B & 0 \\
2D & 0 & -A \\
0 & -2D & -C_k & B
\end{pmatrix}
\begin{pmatrix}
u_{\mu,a} \\
v_{\mu,b} \\
u_{\mu,a} \\
u_{\mu,b}
\end{pmatrix} = \epsilon_{\mu,k}
\begin{pmatrix}
u_{\mu,a} \\
v_{\mu,b} \\
u_{\mu,a} \\
u_{\mu,b}
\end{pmatrix},
\]  

(4.17)

which is obtained from the constraint \([\mu_k, \mathcal{H}_{\text{AF}}] = \epsilon_{\mu,k} \mu_k\). The Bogoliubov coefficients can then be found from the eigenvectors of this eigenvalue problem, with the scaling constant restraint from Eq. (4.16). For the simpler case of an easy-axis antiferromagnet (\(\omega_\perp = 0\)), the energies become

\[ \epsilon_{\alpha,k} = \hbar \left( \sqrt{(1 - \gamma_k^2)\omega_E^2 + \omega_\perp(2\omega_E + \omega_\perp)} + \omega_H \right), \]  

(4.18a)

\[ \epsilon_{\beta,k} = \hbar \left( \sqrt{(1 - \gamma_k^2)\omega_E^2 + \omega_\perp(2\omega_E + \omega_\perp)} - \omega_H \right). \]  

(4.18b)

Note that in the long-wavelength limit (\(k = 0 \implies \gamma_k \rightarrow 1\)), this result is in agreement with the resonance frequencies of the uniform precession mode that we found from the classical treatment through the linear response of the LLG equation in Eq. (2.22). This result is as expected because we are also performing a type of linear response when we only keep terms to second order in the magnon operators from the HPT in our Hamiltonian.
Figure 4.3. The spins of the $\alpha$ and $\beta$ eigenexcitations as a function of external magnetic field $H_0$ along the easy axis of NiO.

4.5 The eigenexcitation spin

In Fig. 4.1, we argued that magnons are spin-one quasiparticles ($S = \pm \hbar$), and therefore, they behave as bosons. However, we have now seen that the eigenexcitations of the system are linear superpositions of magnons with spins $+\hbar$ and $-\hbar$. These new magnons can have spins that are neither half integer nor integer, which was recently shown by Kamra et al. [95]. Kamra et al. noted that the Bogoliubov coefficients that combine annihilation and creation operators of the same mode (in our notation, $v_{\alpha,b}$ and $v_{\beta,a}$) lead to squeezing (elliptical precession) and an increase in the eigenexcitation spin. Coefficients that combine annihilation (or creation) operators of different modes (in our notation, $u_{\alpha,a}$ and $u_{\beta,b}$) lead to a hybridization between magnons with different spins and a decrease in the eigenexcitation spin.

The spins of the $\alpha$ and $\beta$ eigenexcitations are [95]

$$S_\alpha = +\hbar \left[ 1 + 2 \left( |v_{\alpha,b}|^2 - |u_{\alpha,a}|^2 \right) \right] ,$$

$$S_\beta = -\hbar \left[ 1 + 2 \left( |v_{\beta,a}|^2 - |u_{\beta,b}|^2 \right) \right] .$$

As shown, if the squeezing and hybridization effects do not compensate each other, the eigenexcitations can have a noninteger spin.

Note that for the easy-axis antiferromagnet ($\omega_\perp = 0$), the precessions remain circular, and the eigenexcitations have integer spin ($S_\alpha = +\hbar$, $S_\beta = -\hbar$). This requires perfect uniaxial symmetry, and if this symmetry is broken by, e.g., a small anisotropy perpendicular to the uniaxial anisotropy, the magnons will hybridize.
and the spin of the eigenmagnons changes. In the general case of an easy- and hard-axis antiferromagnet, the precessions become elliptical, and the spins of the eigenexcitations are no longer integer. This is illustrated in Fig. 4.3 for the magnons in the easy-plane antiferromagnet NiO. In a zero magnetic field, the eigenmagnons have a linear polarization and zero spin. The effect of the varying spin of the eigenmagnons in NiO can also be observed in a classical calculation using the LLG equation. This can e.g. readily be seen in the results of Paper [1]. In Figs. 2(e) and 2(f) of Paper [1], the pumped spin current vanishes exactly for the right-handed polarization of the microwave source at $H_0 \approx 3.5$ T, which is explained by Fig. 4.3, because at this magnetic field strength, the low-energy $\beta$ eigenmagnons have spin $S = -\hbar$. The eigenmagnons at this point therefore purely consist of left-handed magnons, which cannot be excited by a right-handed microwave source, thereby suppressing the magnetization dynamics and spin pumping for these parameters.
5

Cavity spintronics

The magnon quasiparticle introduced in Chapter 4 can interact with other (quasi)particles and cause interesting physical phenomena. In this chapter, we will study the case where the magnon interacts with other bosons, with an emphasis on one boson in particular: the photon. The magnon and the photon can, for instance, couple to one another via the magnetic field quanta of the photons. The interaction between magnetic matter and photons inside electromagnetic resonators is the foundation for the emerging field of cavity spintronics. Inside these resonators, the photons have discrete frequencies, and if the photon frequency matches the magnetic resonance frequency of the magnons, the magnon and photon can strongly hybridize to form new excitations of the system. When several magnetic subsystems are placed within the electromagnetic resonator, the photons can mediate a nonlocal interaction between the magnetic systems [96, 97], which in turn can be used to manipulate spin currents over macroscopic distances [98].

In this chapter, we will first briefly examine the fundamental concepts and models in quantum optics underlying the interactions between light and matter. We will then present a simple example of an electromagnetic resonator, known as a cavity, and study the magnon-photon system in detail. The last section of this chapter will act as a supplementary material to Paper [3] by providing an in-depth walkthrough
of the methods used therein. In this paper, we show how these electromagnetic resonators can be used to obtain a nonlocal interaction between antiferromagnetic and ferromagnetic materials, inspired by the results of Refs. [96–98]. This is quite interesting because prior to this work, to the best of my knowledge, the only known magnetic interactions between antiferromagnets and ferromagnets were local interactions such as the exchange bias [38].

5.1 Interacting harmonic oscillators

The field of cavity spintronics is based on the concept of interacting harmonic oscillators. Before proceeding to the physical system, we will first briefly consider an illustrative example such that we can see what occurs in a system consisting of coupled harmonic oscillators. Let us consider a Hamiltonian that is dependent on some externally adjustable parameter $x$. This Hamiltonian consists of two harmonic oscillators that couple with each other by a coupling strength $g$, and it can be expressed as

$$
\mathcal{H}(x) = \hbar \omega_a(x) a \dagger a + \hbar \omega_b(x) b \dagger b + h g \left( a \dagger b + b \dagger a \right)
$$

(5.1a)

$$
= \begin{pmatrix} a \dagger & b \dagger \end{pmatrix} \begin{pmatrix} h \omega_a(x) & h g \\ h g & h \omega_b(x) \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix}.
$$

(5.1b)

In general, we could also imagine the Hamiltonian containing interaction terms that go as $ab + b \dagger a \dagger$. We will later argue why these terms contribute less than the interaction terms $a \dagger b + b \dagger a$ in many cases. Through a Bogoliubov transformation as discussed in Section 4.4, this Hamiltonian can be diagonalized\(^1\) to the form

$$
\mathcal{H}(x) = \Psi \dagger \begin{pmatrix} h \omega_+ & 0 \\ 0 & h \omega_- \end{pmatrix} \Psi,
$$

(5.2)

where $\omega_{\pm} = \left( \omega_a(x) + \omega_b(x) \pm \sqrt{[\omega_a(x) - \omega_b(x)]^2 + 4g^2} \right)/2$ are the energies of the noninteracting system and $\Psi \dagger = \begin{pmatrix} \psi_\dagger_- & \psi_\dagger_+ \end{pmatrix}$ is a vector of the diagonal eigenstates. If we consider a special case, where $\omega_a(x) = \omega_b(x) \equiv \omega(x_0)$, the vector $\Psi$ becomes

$$
\Psi = \begin{pmatrix} \psi_- \\ \psi_+ \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} -a + b \\ a + b \end{pmatrix}.
$$

(5.3)

\(^1\)For bilinear bosonic Hamiltonians with terms only consisting of one creation operator and one annihilation operator that are normal ordered as in Eq. (5.1b), the Bogoliubov transformation is equivalent to a standard matrix diagonalization $\mathcal{H} \equiv \Phi^\dagger M \Phi = \Phi^\dagger PDP^{-1} \Phi \equiv \Psi^\dagger D \Psi$. Here, $M$ is a general Hermitian matrix, and the matrix $D$ is a diagonal matrix of the eigenvalues of $M$. Imposing bosonic commutation relations leads to the constraint $P^{-1} = P^\dagger$. 
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Figure 5.1. Dispersion relations for two coupled harmonic oscillators. The uncoupled dispersion relations are shown in dashed lines, with $\omega_a(x) = 1 - x$ and $\omega_b(x) = x$. We consider dimensionless frequencies for simplicity in this illustrative example. The solid lines are the new eigenstates $\omega \pm$ (where $\omega^+$ is the upper band, and $\omega^-$ is the lower band) of the system with a coupling strength $g = 0.1$. The color gradient of the solid lines shows the composition of the eigenstates $\omega \pm$ in terms of the uncoupled harmonic oscillators $\omega_a,b(x)$. The coupling leads to an anticrossing gap of $2g$ in the dispersion relations.

The new eigenstates of the coupled system in this scenario are superpositions of both harmonic oscillators, with energies $\hbar \omega \pm = \hbar \omega(x_0) \pm \hbar g$.

Let us now consider a simple example of the dispersion relations $\omega_{a,b}(x)$ and plot the new eigenstate energies of the system together with the energy of the uncoupled eigenstates in Fig. 5.1. We observe that at the crossing point between the initial dispersion relations, the interaction between the harmonic oscillators leads to an anticrossing gap that is linear in the coupling strength between the harmonic oscillators. This is a common feature of interacting harmonic oscillators.

Considering the $\omega^+$ eigenstate, Fig. 5.1 shows that it behaves more or less like the uncoupled harmonic oscillator $a$ far to the left of the crossing point, whereas it behaves like the uncoupled harmonic oscillator $b$ far to the right of the crossing point. This is consistent with what we found when we diagonalized the Hamiltonian at the crossing point: the new eigenstates of the system are superpositions of the harmonic
oscillators and have the properties of both. The anticrossing marks a crossover in behavior where the new eigenstate goes from mostly having the properties of one harmonic oscillator to having the properties of the other.

We have encountered this hybridization between harmonic oscillators previously in this thesis. In Chapter 4, Section 4.5, we observed that when the rotational symmetry of the easy-axis antiferromagnet is broken by e.g. a magnetic anisotropy perpendicular to the easy axis, the eigenmagnons with spin $\pm \hbar$ hybridize and form new linearly polarized spin-0 eigenmagnons. This hybridization has been recently studied experimentally in the ferrimagnet gadolinium iron garnet close to its compensation temperature, where it becomes analogous to an antiferromagnet [99]. In addition to the new eigenmagnons being linearly polarized, the hybridization also leads to a similar anticrossing feature of the magnon dispersion relations as in Fig. 5.1. For the uniaxial easy-axis antiferromagnet, we observed in Eq. (4.18) that the two magnon bands with spin $\pm \hbar$ cross at zero magnetic field. When the rotational symmetry is broken and the magnon modes hybridize, the degeneracy at zero magnetic field is broken, and one will find an anticrossing gap between the two magnon modes at zero magnetic field.

### 5.2 Jaynes–Cummings model and Rabi oscillations

The simple example Hamiltonian in Eq. (5.1a) that we studied in the previous section is very reminiscent of a system called the *Jaynes–Cummings model* [100]. This model was introduced to describe the interaction of a two-level atom with quantized radiation fields and can be expressed as

$$\mathcal{H}_{JC} = \hbar \omega_c c^\dagger c + \hbar \omega_\sigma \hat{\sigma}_3 + \frac{\hbar \Omega}{2} \left( c \hat{\sigma}_+ + c^\dagger \hat{\sigma}_- \right). \quad (5.4)$$

Let the two-level atom have a ground state $|g\rangle$ and an excited state $|e\rangle$ separated by an energy $\hbar \omega_\sigma$. We then have that $\hat{\sigma}_3 = |e\rangle \langle e| - |g\rangle \langle g|$, $\hat{\sigma}_+ = |e\rangle \langle g|$, and $\hat{\sigma}_- = |g\rangle \langle e|$. The operators $c$ and $c^\dagger$ describe the annihilation and creation operators of the quantized radiation field, which has an energy $\hbar \omega_c$, and $\hbar \Omega$ describes the interaction strength between the two-level atom and the radiation field. If we assume that we have $n$ radiation quanta in the system, with a frequency $\omega_c = \omega_\sigma + \Delta$, which is detuned from the excitation energy of the atom by a frequency $\Delta$, the energy levels
of this system can be found to be \[101\]
\[ E_{\pm} = \hbar \omega_c \left( n + \frac{1}{2} \right) \pm \frac{1}{2} \hbar \Omega_R . \] (5.5)
Here, we have introduced the Rabi frequency \[101\]
\[ \Omega_R = \sqrt{\Delta^2 + \Omega^2 (n + 1)} . \] (5.6)

Let us now consider a case where we place a single two-level atom in its excited state inside a constrained space with perfectly reflective boundaries such that radiation quanta cannot be lost from the system. We can determine the wave function \( |\psi(t)\rangle \) that describes the state of the two-level atom and the radiation field by solving the time-dependent Schrödinger equation
\[ i\hbar \frac{d}{dt} |\psi(t)\rangle = \mathcal{H}_{JC} |\psi(t)\rangle . \] (5.7)

Studying the solution for \( |\psi(t)\rangle \), we find that the state of the system oscillates between the initial state with \( n \) radiation quanta and the atom in the excited state and a state where the atom has relaxed to the ground state and emitted a radiation quanta. The probability of finding the system in a state where the atom has spontaneously emitted a radiation quanta oscillates between zero and \[101\]
\[ P_{\text{emitted}}^{\text{max}} = \frac{\Omega^2(n + 1)}{\Delta^2 + \Omega^2(n + 1)} = \frac{\Omega^2(n + 1)}{\Omega_R^2} . \] (5.8)
with the Rabi frequency \( \Omega_R \). The periodical process in which the system emits and reabsorbs a radiation quanta is called a Rabi oscillation. We note that in the resonant case where the energy of the radiation quanta equals the excitation energy of the atom \( (\Delta = 0) \), the probability oscillates between zero and one, and at certain times, we are therefore guaranteed to find the atom in a state where it has emitted a radiation quanta. The reason for this oscillation is that due to the interaction between the atom and the radiation field, the eigenstate of the system is no longer a state with a fixed number of radiation quanta but rather a superposition of the states where the atom is in the excited or ground state and thereby emitted or absorbed a radiation quanta. Consequently, if we prepare the system in a state with a fixed number of radiation quanta (e.g. an excited atom in a vacuum), we are in a quantum superposition of two eigenstates that evolve temporally at different frequencies. The interference between the wave functions causes the Rabi oscillations in the probability of measuring the atom in the ground state or the excited state.

If we compare the example model in Eq. (5.1a) in the previous section to the Jaynes–Cummings model, we find that \( 2g \) plays the role of the resonant vacuum Rabi frequency \( \Omega \). In other words, the coupling strength \( g \) provides some indication of how often a Rabi-like oscillation occurs between two coupled harmonic oscillators.
5.3 Coherence and coupling regimes

5.3.1 Coherence

Although the coupling strength \( g \) is an important figure of merit in light-matter interaction systems, it does not contain all the information of interest about a system. In addition to knowing how strongly the light interacts with the matter, we also wish to know about the coherence in the system.

Consider a case where we have a system of \( N \) two-level atoms in a constrained region (the model describing the coupling between \( N \) two-level atoms and the radiation field is called the Dicke model [102] or the Tavis–Cummings model [103, 104]). We then excite all the atoms coherently by e.g. sending a laser pulse into the system. The \( N \) atoms will then undergo coherent Rabi oscillations. That is, the individual Rabi oscillations of the atoms will have a constant phase difference between themselves (which we assume to be zero directly after the laser pulse is applied). However, there will be effects in a physical system that will introduce decoherence by changing the individual phases of the Rabi oscillations or through loss from the system. One such effect is the spontaneous decay of the atom to its ground state, which emits a radiation quantum. While this sounds similar to the process in a Rabi oscillation, a spontaneous emission will occur at random times, whereas the periodic Rabi oscillations are due to a stimulated emission of the radiation quanta, which we achieve by e.g. exciting the system by a coherent laser pulse. Since the spontaneous decay also emits a radiation quantum, which can later be reabsorbed, the spontaneous emission will only cause a phase shift in the Rabi oscillation. As the atoms will undergo spontaneous decay at different times, this will introduce a phase shift between the Rabi oscillations and thereby a decoherence to the system. Another process that will cause decoherence is the leaking of radiation from the constrained region with the atoms, leaving fewer radiation quanta for the atoms to absorb to continue their Rabi oscillations.

5.3.2 Cooperativity as a figure of merit

One way to measure coherence is by the cooperativity of the system. The cooperativity estimates how many Rabi oscillations e.g. an atom will go through on average before it spontaneously decays or the emitted radiation is no longer reabsorbed. The cooperativity will therefore behave as

\[
C \sim \frac{g^2}{\Gamma \kappa},
\]

(5.9)
where $\Gamma$ is the spontaneous decay rate of the two-level system and $\kappa$ is the loss rate of the radiation. The cooperativity is often a more relevant figure of merit in experiments than the coupling strength $g$ because it also provides some indication about the loss and decay rates of the system.

5.3.3 Coupling regimes

Based on the value of the cooperativity and the coupling strength of the system, we can classify the system to be in different coupling regimes [105]. When the coupling strength $g$ is much smaller than the loss rates $\Gamma$ and $\kappa$ of the system, i.e. $C \ll 1$, we are in a weak coupling regime. Similarly, when $g$ is much larger than the loss rates ($\Rightarrow C \gg 1$), we are in a strong coupling regime. In the strong coupling regime, the system will on average undergo many Rabi oscillations before decoherence becomes significant, unlike the weak coupling regime. The number of coherent Rabi cycles increases with cooperativity.

When the coupling strength $g$ becomes so large that it is comparable to the frequency of the radiation field ($g/\omega \gtrless 0.1$ [105]), we are in a so-called ultrastrong coupling regime. In this coupling regime, common approximations such as neglecting the contribution from rapidly rotating terms (e.g. a contribution $\sim hga^\dagger b^\dagger + hgab$ to Eq. (5.1a)) no longer hold. (This approximation is called the rotating wave approximation and will be discussed in more detail later in Section 5.5.2). In this thesis, we will assume that we are in the strong coupling regime.

5.4 The magnon polariton

Now that we have examined the general case of the coupling between two harmonic oscillators and obtained a physical intuition for this coupling, we will proceed to cavity spintronics, where the harmonic oscillators under consideration are magnons and photons. Magnons are quantized spin fluctuations that we introduced previously in Chapter 4, whereas photons are quantized electromagnetic waves. We will specifically consider electromagnetic waves in microwave cavities. The microwave cavity photons are essentially what we considered in the Jaynes–Cummings model with the radiation quanta in an enclosed region. The microwave cavities are enclosed regions, where the boundary of the region consists of an approximately perfectly conducting material. Due to the boundary condition at the perfectly conducting material, which requires that the component of the electric field parallel to the interface vanishes, there are only certain modes that can exist inside the microwave
cavity. The electromagnetic field is then quantized. This quantization procedure can be found in introductory textbooks to quantum optics, such as Ref. [101].

A simple model of a cavity can be two parallel conducting plates separated by a distance $L$ in the $z$ direction. This is illustrated in Fig. 5.2. If we only consider photons propagating perpendicular to the plates, the quantized magnetic field inside the microwave cavity becomes

$$
H_p(r) = i \sum_{n,\lambda} \sqrt{\frac{n\omega_n}{V}} \hat{\omega} \times (p_{n,\lambda} \hat{e}_\lambda - p_{n,\lambda}^* \hat{e}_{\lambda}^*) \cos(k_n z) .
$$

(5.10)

Here, $\hat{\omega}$ is the propagation direction of the photon, $k_n = n\pi/L$ ($n = 1, 2, \ldots$) are the allowed wave numbers, $\omega_n = k_n c$ is the photon frequency (with $c$ being the speed of light), $V$ is the volume of the cavity, and $\mu_0$ is the vacuum permeability. The operator $p_{n,\lambda}^{(1)}$ is the photon annihilation (creation) operator for the mode with quantum number $n$ and polarization $\lambda$. The vectors $\hat{e}_\lambda$ are the polarization vectors, which satisfy $\hat{e}_\lambda \cdot \hat{k} = \hat{e}_\lambda \cdot \hat{\omega} = 0$ and $|\hat{e}_\lambda|^2 = 1$, as well as having to form a perpendicular basis. We will consider a circular polarization basis, where $\lambda = \pm$ and $\hat{e}_\pm = (\hat{x} \pm i\hat{y})/\sqrt{2}$.

Recall from Section 2.2 that the magnetization, and thereby spins, interact with magnetic fields through what is called the Zeeman interaction. Consequently, there
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will be an interaction between the magnetic field quanta of the photons in Eq. (5.10) and the spins in a magnetic material, which can be expressed as

\[ H_{m-p} = \sum_i \gamma S_i \cdot H_p(\mathbf{r}_i). \]  

(5.11)

Let us first consider the simple case where we only have a single spin interacting with the photons and apply a Holstein–Primakoff transformation as defined in Eq. (4.1); assuming that the spin is located at a point where \( \cos(k_n z) = 1 \), we find that

\[ H_{m-p} = \hbar \gamma \sqrt{\frac{\hbar \omega_n \mu_0}{2V}} \left[ (p_{n,+} \mathbf{a}^\dagger \sqrt{2s - \mathbf{a}^\dagger \mathbf{a}} + (p_{n,+}^\dagger - p_{n,-}) \sqrt{2s - \mathbf{a}^\dagger \mathbf{a}}) \right]. \]

(5.12)

If we assume a sufficiently large spin for the particle under consideration that makes the linearized HPT valid \( (2s \gg \langle \mathbf{a}^\dagger \mathbf{a} \rangle) \) and only consider the \( \lambda = + \) polarization (we will argue in the next section why we can neglect the \( \lambda = - \) polarization in this case), this can then be reduced to

\[ H_{m-p} = \hbar \gamma \sqrt{\frac{\hbar \omega_n \mu_0}{2V}} \left( p_{n,+} \mathbf{a}^\dagger + p_{n,+}^\dagger a^\dagger \right) \equiv \sum_n \hbar g_n^{(1)} \left( p_{n,+} \mathbf{a}^\dagger + p_{n,+}^\dagger a^\dagger \right). \]

(5.13)

We then see that this resembles the interaction term that we considered for the two general coupled harmonic oscillators in Eq. (5.1a), and the localized magnon and photon will therefore hybridize in this system. The resulting new excitations of the system that provide a basis in which the Hamiltonian is diagonal are called magnon polaritons.

We will now scale up our system to a case where we have \( N \) spins interacting with the photons. For simplicity, we will consider a single-sublattice model, i.e. a ferromagnet. Recall from Chapter 4 that the collective spin excitations (magnons) are the low-energy excitations in magnetic systems. We therefore proceed to a momentum-space basis where

\[ a_i = \frac{1}{\sqrt{N}} \sum_q a_q e^{-i q \cdot \mathbf{r}_i}. \]

(5.14)

We perform the same approximations as in the single-spin example and only consider HPT of the spin operators to the second order, as well as only consider the \( \lambda = + \) polarization of the photons. We also note that the speed of light is much greater than the magnon group velocity, and the photons will therefore primarily couple to the long-wavelength magnons to conserve energy and momentum. We assume that
the photons will only couple to the $|q| \approx 0$ magnons. We then find that the Zeeman interaction between the magnons and photons is

$$H_{m-p} = \sum_n \hbar g_n^{(1)} \left( p_{n,+} a_0^\dagger + p_{n,+}^\dagger a_0 \right) \sum_i \frac{1}{\sqrt{N}} = \sum_n \hbar \sqrt{N} g_n^{(1)} \left( p_{n,+} a_0^\dagger + p_{n,+}^\dagger a_0 \right).$$

(5.15)

Note that this is a very important result. In the $N$-spin system, the coupling strength to the cavity photons is enhanced by a factor of $\sqrt{N}$ compared to the single-spin case. This is a general feature that is not restricted to the spin system [106]. In the ferrimagnetic material YIG, which is commonly used in spintronics due to its low damping, the spin density is $\sim 2 \cdot 10^{22}$ cm$^{-3}$ [107]. If we then have a macroscopically sized sample of YIG, the factor of $\sqrt{N}$ can enhance the coupling strength by many orders of magnitude.

The first prediction of magnon polaritons was made a decade ago [108]. A few years later, experiments detected hybridization between ferromagnetic magnons and microwave resonators [109], microwave photons [110], and later optical photons [111–114]. The dispersion relation of ferromagnetic magnons can be tuned externally by applying a magnetic field. By properly choosing the dimensions of the microwave cavity, there will be a crossing point between the dispersion of the ferromagnetic magnons and the cavity photons as a function of the external magnetic field. The hybridization strength between the magnons and the cavity can then be found by measuring the anticrossing gap, as illustrated in Fig. 5.1. This anticrossing gap can e.g. be measured through the transmission and reflection coefficients of the microwave cavity. In the initial experiments, the coupling between the many-body spin system and the photons was on the scale of hundreds of MHz, whereas the coupling strength of the single spin was merely on the order of 38 mHz - 5 Hz [109, 110]. In more recent experiments, coupling strengths of several GHz and a cooperativity of $10^7$ have been measured [115], moving into the ultrastrong coupling regime. It has also been recently predicted that antiferromagnetic magnons can couple to microwaves in cavities [116].

### 5.5 Magnon hybridization between antiferromagnets and ferromagnets

It has been demonstrated experimentally that microwave cavities can be used to obtain a coupling of the magnons in two spatially separated ferromagnets [96, 98].
Whether the same principle can be used to obtain a coupling between an antiferromagnet and a ferromagnet is also of interest. In this section, we will discuss some of the key concepts and results in Paper [3] and elaborate on some of the approximations and methods used in the paper.

### 5.5.1 System Hamiltonian

Let us consider a Hamiltonian that can be divided into the following four parts:

\[ H = H_{AF} + H_F + H_p + H_{m-p}, \]  

where the first part describes the antiferromagnet, the second describes the ferromagnet, the third describes the microwave cavity, and the last part describes the interaction between the magnons in both magnets and the cavity photons. In Section 4.4, we observed how spin Hamiltonians can be diagonalized through a Bogoliubov transformation for antiferromagnets. The Bogoliubov transformation can also be applied to the ferromagnetic case. We will assume that the magnetic Hamiltonians have already been diagonalized. We will also only consider one of the cavity modes and assume that the cavity has been designed such that the \( n = 1 \) frequency is relatively close to both the antiferromagnetic and ferromagnetic frequencies. The noninteracting parts of the Hamiltonian can then be written as

\[ H_0 \equiv H_{AF} + H_F + H_p = \hbar \omega_n \alpha^\dagger \alpha + \hbar \omega_\beta \beta^\dagger \beta + \hbar \omega_\eta \eta^\dagger \eta + \hbar \omega_p \sum_{\lambda=\pm} p_\lambda^\dagger p_\lambda. \]  

Here, \( \alpha^{(i)} \) are the diagonal annihilation (creation) operators for the high-energy antiferromagnetic mode, and \( \beta, \beta^\dagger, \eta, \) and \( \eta^\dagger \) are equivalent operators for the low-energy antiferromagnetic mode and the ferromagnetic mode, respectively.

Our goal is to couple the antiferromagnetic and ferromagnetic magnons indirectly, mediated by the direct coupling to the cavity photons. Therefore, we wish to study a crossing point in the dispersion relation between the antiferromagnetic and ferromagnetic magnons. Fig. 5.3 shows for the simple example of an easy-axis antiferromagnet and a Zeeman-like ferromagnet that a crossing point exists between the low-energy antiferromagnetic magnons and the ferromagnetic magnons. Henceforth, we will therefore only consider the \( \beta \) magnons in the antiferromagnet and completely ignore the \( \alpha \) magnons. From Eq. (5.12), we can then define a general form of the magnon-photon interaction Hamiltonian:

\[ H_{m-p} = \sum_{\lambda=\pm} \hbar \left\{ p_\lambda \left[ g_{\lambda AF} \beta^\dagger + (g_{\lambda AF}^\dagger)^* \beta + g_{\lambda F} \eta^\dagger + (g_{\lambda F}^\dagger)^* \eta \right] \right\} + \text{H.c.}, \]  

(5.18)
where $g_{AF/F}^{\pm}$ is the coupling strength between the antiferromagnet/ferromagnet and the $\pm$ polarization of the cavity mode. The magnitudes of these coupling strengths are given in Paper [3].

### 5.5.2 Rotating wave approximation

The magnon-photon interaction Hamiltonian in Eq. (5.18) contains 16 individual coupling terms. Before we do anything further with our system Hamiltonian, we wish to see if we can simplify this interaction by determining whether any of the interaction terms can be neglected. If we consider the Hamiltonian in the interaction picture, where we have split the Hamiltonian into the noninteracting and interacting parts $H = H_0 + H_{m-p}$, we have

$$H_I = e^{iH_0 t}/\hbar H_{m-p} e^{-iH_0 t}/\hbar = H_0 + e^{iH_0 t}/\hbar H_{m-p} e^{-iH_0 t}/\hbar. \quad (5.19)$$

Moreover, in the interaction picture, the bosonic operators are given by

$$\hat{\beta}(t) = e^{-i\omega_{t}^\beta}, \quad \eta(t) = e^{-i\omega_{t}^\eta}, \quad \hat{\eta}(t) = e^{-i\omega_{t}^\eta} \quad (5.20)$$

as well as their Hermitian conjugates. Note that the terms in the interacting part of the Hamiltonian $H_{m-p}$ that pairs a creation operator with an annihilation operator have a time dependence such as $e^{i(\omega_{t}^\beta/\eta - \omega_{p}) t}$, whereas the terms
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that consist of two creation or two annihilation operators have a time dependence \( \exp \left[ \pm i (\omega_{\beta/\eta} + \omega_p) t \right] \). If we assume that \( |\omega_{\beta/\eta} - \omega_p| \ll |\omega_{\beta/\eta} + \omega_p| \), the rapidly oscillating terms that consist of pairs of creation or annihilation operators will quickly average out to zero compared to the slowly oscillating terms. This inequality can be enforced by choosing the frequency of the cavity photons to be close to the frequency at the crossing point between the antiferromagnetic and ferromagnetic dispersion relations. By discarding the rapidly oscillating terms from the Hamiltonian and returning to the Schrödinger picture, the magnon-photon interaction Hamiltonian becomes

\[
H_{\text{m-p \ RWA}} \approx \hbar \left[ p_+ \left( g_{\text{AF}}^+ \beta^\dagger + g_{\text{F}}^+ \eta^\dagger \right) + p_- \left( g_{\text{AF}}^- \beta + g_{\text{F}}^- \eta \right) \right] + \text{H.c.} \tag{5.21}
\]

This approximation is known as the rotating wave approximation (RWA) [101].

5.5.3 Unitary transformation

We have now simplified the Hamiltonian in the picture where we have an interaction between the magnons and the photons. However, our goal is to determine whether this magnon-photon interaction can mediate an indirect magnon-magnon interaction between the antiferromagnetic and ferromagnetic magnons. To determine whether this is the case, we perform a unitary transformation of the Hamiltonian. A unitary transformation does not change the eigenvalues of the Hamiltonian [117], and consequently, the physics is also unchanged. On the other hand, by performing a unitary transformation of the Hamiltonian, one can obtain a form where a possible magnon-magnon coupling would be more apparent and easy to identify, as we will see shortly. The magnon-magnon interaction will be the largest where their energies are the same, i.e. at the point where \( \omega_\beta = \omega_\eta \). We also assume that the frequency of the cavity photons is detuned from this crossing point by a frequency \( \Delta = \omega_p - \omega_{\beta,\eta} \). We will then consider the unitary transformation \( \mathcal{H}' = U \mathcal{H} U^\dagger \), where we have defined

\[
U = \exp \left\{ \sum_{\lambda = \pm} p_\lambda \left( \frac{g_{\text{AF}}^\lambda \beta^\dagger + g_{\text{F}}^\lambda \eta^\dagger}{\Delta} \right) - p_\lambda \left( \frac{g_{\text{AF}}^\lambda \beta + g_{\text{F}}^\lambda \eta}{\Delta} \right) \right\} \equiv \exp \{ \tilde{u} \} \tag{5.22}
\]

We have assumed that the coupling constants \( g_{\text{AF/F}}^\lambda \) are real.

In the dispersive limit, where the cavity detuning is assumed to be significantly larger than the magnon-photon coupling strengths (i.e. \( \Delta \gg g_{\text{AF/F}}^\lambda \)), we can perform a series expansion of the Hamiltonian to the second order in \( g_{\text{AF/F}}^\lambda /\Delta \).
this series expansion, we take advantage of the Hadamard Lemma, which states that
\[ e^{\hat{A}\hat{B}e^{-\hat{A}}} \approx \hat{B} + [\hat{A}, \hat{B}] + \frac{1}{2!} [\hat{A}, [\hat{A}, \hat{B}]] + \frac{1}{3!} [\hat{A}, [\hat{A}, [\hat{A}, \hat{B}]]] + \ldots \] (5.23)

Introducing \( \mathcal{H}_\Delta = \hbar \Delta (p^+ p^- + p^+_R p^-_R) \), we note the following commutator relations:
\[ [\hat{u}, \mathcal{H}_0 - \mathcal{H}_\Delta] = 0, \quad [\hat{u}, \mathcal{H}_\Delta] = -\mathcal{H}^{\text{RWA}}_{m-p}. \] (5.24)

Consequently, to the second order, we have
\[
\mathcal{H}' \approx \mathcal{H}_0 + \frac{1}{2} [\hat{u}, \mathcal{H}^{\text{RWA}}_{m-p}] \\
= \hbar \left( \omega_\beta - \frac{(g_{\text{AF}})^2 + (g_{\text{AF}}^+)^2}{\Delta} \right) \beta \beta + \hbar \left( \omega_\eta - \frac{(g_{\text{F}})^2 + (g_{\text{F}}^+)^2}{\Delta} \right) \eta \eta \\
+ \hbar \left( \omega_p - \frac{(g_{\text{AF}})^2 + (g_{\text{AF}}^+)^2}{\Delta} \right) p^+_L p^- + \hbar \left( \omega_p + \frac{(g_{\text{AF}})^2 + (g_{\text{AF}}^+)^2}{\Delta} \right) p^+_R p^- \\
- \hbar \left( \frac{g_{\text{AF}} g_{\text{F}} + g_{\text{AF}}^+ g_{\text{F}}^+}{\Delta} \right) (\beta \eta + \eta \beta). \] (5.25a)

In the last line of the above equation, we see that we have a magnon-magnon coupling between the antiferromagnetic and ferromagnetic magnons if (i) the magnons couple to the same polarization of the cavity photons and if (ii) the two polarization contributions do not cancel each other out. The other correction terms describe a shift in the frequency of the magnons and photons due to the interactions. Notably, the above unitary transformation replaced the explicit magnon-photon couplings by an explicit magnon-magnon coupling.

### 5.5.4 Geometrical aspects of polarization-dependent coupling

We have now found that we can achieve an indirect magnon-magnon coupling if both the antiferromagnetic and ferromagnetic magnons can couple to the same microwave polarization. However, this constitutes a problem; as shown in Fig. 5.3, the crossing point between the dispersion relations is between the left-handed mode of the antiferromagnetic magnons and the ferromagnetic mode, which is right-handed. This means that at the crossing point, the antiferromagnetic magnons and ferromagnetic magnons have opposite spins! Consequently, if we consider a circular polarization basis, the antiferromagnetic magnons will couple to the left-handed circular polarization and not to the right-handed one, whereas the ferromagnetic magnons will...
Figure 5.4. Illustration of an antiferromagnet (AF) and ferromagnet (F) inside a microwave cavity, given by two perfectly conducting plates separated by a distance $L$. A magnetic field $H_0$ tunes the magnon frequencies, and the magnetic component $H_p$ of the quantized electromagnetic field mediates a coupling between the antiferromagnetic and ferromagnetic magnons. Figure taken from Paper [3].

couple to the right-handed polarization and not to the left-handed one. Therefore, in this case, there can be no indirect magnon-magnon coupling mediated by the microwaves because the two polarizations are independent of each other.

The above conclusion assumes that the magnons have integer spin ($S = \pm \hbar$). However, if we have a case where one of the magnon modes is significantly squeezed or hybridized (through e.g. dipolar interactions or nonuniaxial magnetic anisotropies), the magnons will have noninteger spin, as shown in Section 4.5. It can be shown that if a magnon has a noninteger spin, it can couple to both polarizations and not just one. However, it will generally couple much more strongly to one polarization than the other, and the main difference from the integer-spin case is that instead of not coupling to one of the polarizations at all, there is now a small coupling present. Although the case where either (or both) the antiferromagnetic magnons or ferromagnetic magnons have a spin that is noninteger will lead to an indirect magnon-magnon coupling, this coupling will be rather weak.

In addition to considering the polarization of the microwaves, one can also consider the propagation direction of the photons relative to the magnetic moments.
In Eq. (5.10), we chose the geometry where the propagation direction of the photons was parallel to the magnetic moments (z direction). We can also consider a geometry where the propagation direction of the photons is perpendicular to the magnetic moments, e.g., a propagation along the x direction. Such a geometry is illustrated in Fig. 5.4. We can then choose a new set of circular polarization vectors, given by $\hat{e}_\pm = (2 \pm i\hat{y})/\sqrt{2}$. The microwaves will now also couple to the longitudinal z-component of the magnetic moments, unlike before. Mathematically, this will introduce terms in the magnon-photon interaction Hamiltonian $\mathcal{H}_{\text{m-p}}$ that are linear in the photon annihilation/creation operators, as well as terms that contain one photon operator and two magnon operators (e.g. $\sim \hat{p}_{\beta,\eta}^{\dagger} \eta \eta$). If we assume that $|\omega_p - \omega_{\beta,\eta}| \ll \omega_p$, the linear terms can readily be discarded in the RWA. However, we need to be somewhat more careful with the cubic terms. In principle, these terms can oscillate slowly enough to be significant in the RWA if the magnons couple to the $n = 2$ mode of the microwaves, which has twice the frequency of the cavity mode.
that we previously considered. We note that by the following heuristic argument:

\[
\sum_i \eta_i \eta_i = r_{\text{magnons}} \rightarrow \langle \eta_i \eta_i \rangle = \frac{r_{\text{magnons}}}{N_F} \rightarrow \langle \eta_i^{(1)} \rangle \sim \sqrt{\frac{r_{\text{magnons}}}{N_F}},
\]

trilinear terms in the Hamiltonian such as \( p_{n,+} \eta \eta \) contribute, on average, a factor of \( \sqrt{r_{\text{magnons}}/N_F} \) less than bilinear terms such as \( p_{n,+} \eta \), where \( N_F \) is the number of spins in the ferromagnet. Because we assume that the number of magnons \( n_{\text{magnons}} \) in the system is much smaller than the number of spins, we conclude that the cubic coupling term’s contribution to the magnon-photon coupling can be neglected compared to the contribution from the quadratic coupling term. Consequently, the microwaves effectively do not couple to the longitudinal part of the magnetization to the second order in the magnon operators, and only the transverse projection of the microwaves couple to the magnons. In Fig. 5.5 (c) and (d), we see that this means that both polarizations will have the same coupling to the magnons. Together with our previous result in Eq. (5.25b), this means that in this choice of geometry, we have a significant magnon-magnon coupling!

### 5.5.5 Full dispersion in the rotating wave approximation

Now that we have established that we can obtain a coupling between antiferromagnetic magnons and ferromagnetic magnons inside a microwave cavity by carefully choosing the geometry, it can be useful to investigate how such a coupling will appear in the dispersion relation of the system. In Section 5.1, we found that the interaction between harmonic oscillators typically appears as an anticrossing gap where there would normally be a crossing point in the dispersion relations if the oscillators did not interact. Therefore, a coupling between the antiferromagnetic and ferromagnetic magnons will appear as an anticrossing at the crossing point between their dispersion relations. We will now solve the system exactly and see if this is the case.

The Hamiltonian in Eq. (5.16) can be written as

\[
\mathcal{H} = \begin{pmatrix}
\beta^\dagger & \eta^\dagger & p_-^\dagger & p_+^\dagger
\end{pmatrix}
\begin{pmatrix}
h_\omega & 0 & h g_{\text{AF}} & h g_{\text{AF}} \\
0 & h_\omega & h g_{\text{AF}} & h g_{\text{AF}} \\
h g_{\text{AF}} & h g_{\text{AF}} & h_\omega & 0 \\
h g_{\text{AF}} & h g_{\text{AF}} & 0 & h_\omega
\end{pmatrix}
\begin{pmatrix}
\beta \\
\eta \\
p_- \\
p_+
\end{pmatrix},
\]

(5.27)
Figure 5.6. Example of how direct and indirect couplings manifest in the dispersion relations. The dashed lines are the dispersion relations without interaction in the system, and the solid lines are the new dispersion relations with the magnon-photon interaction present. We consider the case where $\omega_\beta = 1 - x$, $\omega_\eta = x$, and $\omega_p = 0.4$. We use dimensionless frequencies for simplicity in this illustrative example. In (a), both magnons $\beta$ and $\eta$ couple equally to both polarizations of the cavity, with $g_F^\pm \equiv g_F = 0.05$ and $g_{AF}^\pm \equiv g_{AF} = g_F/3$. This leads to an indirect coupling between the magnons, as shown by the anticrossing of magnitude $g_{mm} \approx 2g_{AF}g_F/\Delta$. In (b), we have chosen $g_F^+ = g_F$, $g_{AF}^- = g_F/3$, and $g_F^- = g_{AF}^+ = 0$. We find that this does not lead to an indirect magnon-magnon coupling because the magnons couple to independent cavity modes. The difference of $\sqrt{2}$ between the gap in (a) and (b) is due to the coupling to two polarizations in (a) rather than just one polarization in (b).
assuming a rotating wave approximation. Note that this Hamiltonian only contains explicit couplings between the magnons and the photons and that there is no explicit coupling between the antiferromagnetic and ferromagnetic magnons. Because the Hamiltonian only contains quadratic terms in the bosonic operators, it is possible to diagonalize this Hamiltonian exactly. Diagonalization of this system yields very complicated analytical expressions but can be illustrated nicely in a plot given some numerical values of the energies and coupling strengths. We present a simple example of this case in Fig. 5.6, which illustrates how the magnon-photon interaction affects the dispersion relations and how one can observe the different coupling strengths in the dispersion relations.

In Paper [3], we find that for certain material combinations, it is possible to achieve a significant coupling between antiferromagnetic magnons and ferromagnetic magnons. This coupling strength can be on the order of hundreds of MHz.

5.5.6 Coupling strength and cooperativity of antiferromagnets

We have now seen that in principle, one can couple antiferromagnetic magnons both directly to microwave photons and indirectly to ferromagnetic magnons. However, the coupling strength of antiferromagnetic magnons to photons is weaker than the interaction between ferromagnetic magnons and photons due to vanishing magnetization. In easy-axis antiferromagnets, the coupling strength is reduced by an inefficiency factor from the anisotropy to exchange interaction ratio [3]

\[ g_{AF} \propto \frac{\omega_E}{\omega_k} \]

assuming that the frequency and spin density are identical for the ferromagnet and antiferromagnet.

For the cooperativity in the system, which describes the coherence, we have \( C \sim g^2/(\Gamma \kappa) \) as defined in Eq. (5.9). Here, \( \Gamma \) describes the decay rate of the spins and is proportional to the linewidth of the system. In ferromagnets, the linewidth is proportional to \( \alpha\omega \), while in antiferromagnets, it is proportional to \( \alpha\omega\sqrt{\omega_E/\omega_k} \) [2]. Noting that the resonance frequency of the antiferromagnetic magnons is on the order of \( \sqrt{\omega_k\omega_E} \), the cooperativity of an antiferromagnet is reduced by a factor of

\[ \frac{C_{AF}}{C_F} \propto \frac{\omega_k}{\omega_E} \]
compared to a ferromagnet under similar conditions. The reduction in cooperativity is therefore much more significant than the reduction in coupling strength because the ratio $\omega_k/\omega_E$ is typically very small. It can, however, be as large as 7.4% in materials such as NaNiO$_2$ [118]. Note that this reduction in cooperativity also does not account for differences in spin density, Gilbert damping, and so forth. It is not inconceivable that antiferromagnetic materials where these factors would be favorable when taken into account exist, but the lack of experimental data for antiferromagnetic materials makes it difficult to note a general trend here compared to ferromagnetic materials. Experiments have been able to achieve cooperativities as high as $C \sim 10^7$ using YIG [115], which does not have a particularly high spin density compared to other magnetic materials due to the complex structure of its unit cell. With this taken into consideration, the reduction in cooperativity from the anisotropy to exchange ratio needs not necessarily stand in the way of obtaining significant cooperativity values in antiferromagnetic cavity spintronics. The cooperativity values of antiferromagnets should, however, in all likelihood be lower than those of ferromagnets for the most reasonable scenarios.
Magnon-mediated fermion interactions

Magnons not only interact with other bosonic quasiparticles but also interact with fermionic particles via their spin. In this chapter, we will study how such interactions can mediate an interaction between two separate fermions. When these magnon-mediated interactions cause the fermions to interact attractively, we can obtain highly exotic states of matter, such as superconductors [119–121]. One way to describe these interactions and the resulting physical phenomena is through thermal quantum field theory. This chapter will introduce this formalism and provide the basis for the results presented in Paper [4]. We will also more closely examine how the magnon-fermion interaction depends on the interface structure of the antiferromagnetic insulator. Since antiferromagnetic insulators have more than one sublattice, these sublattices can form various types of magnetic interfaces, as we have seen previously. In the case of spin pumping in Chapter 3, we observed that the different types of interfaces can lead to very different results. In this chapter, we will more closely examine the underlying physics to better understand how some phenomena highly depend on the magnetic interface structure.
6.1 Thermal quantum field theory

In Paper [4], we use a very useful technique in condensed matter theory to study how fermions can interact via an exchange of magnons. This technique is the use of path integrals in thermal quantum field theory, where we are studying fermionic and bosonic fields in thermal equilibrium. We will start by providing a brief overview of the basic ideas in this formalism. However, we leave the mathematical derivations to the textbooks, as there are several good introductory books to this field, e.g. Refs. [45, 122]. The basic introduction to the path integral formalism in this section is based on the description in these textbooks.

Let us start by considering a system described by the Hamiltonian $H(t)$ prepared in a state $|\Psi_i\rangle$ at some time $t_i$. We focus on many-body systems given by Hamiltonians in a second-quantization representation. The probability amplitude of finding the system in some state $|\Psi_f\rangle$ at time $t_f$ is then given by the following matrix element of the time evolution operator $\hat{U}(t_f, t_i)$:

$$H\Psi_f|\hat{U}(t_f, t_i)\Psi_i\rangle \equiv H\Psi_f|T\exp\left[-\frac{i}{\hbar} \int_{t_i}^{t_f} dt H(t)\right]|\Psi_i\rangle,$$  

(6.1)

where $T$ is the time-ordering operator. We will focus on the special case where we work in a basis consisting of coherent states. It will soon become apparent why we are free to work in such a basis and why this greatly simplifies the situation. A coherent state has the peculiar property that it is an eigenstate of the annihilation operator:

$$\hat{\phi}|\phi\rangle = \phi|\phi\rangle, \quad \langle \bar{\phi}|\hat{\phi} = \langle \bar{\phi}|\phi.$$  

(6.2)

Here, $\phi$ is the eigenvalue of the annihilation operator $\hat{\phi}$, and $\bar{\phi}$ is the complex conjugate of $\phi$. The coherent state basis is overcomplete and is therefore not an orthonormal basis where $\langle \hat{\phi}_i|\phi_j\rangle = \delta_{ij}$. Although this can occasionally make the situation more complicated, the advantages of the coherent state greatly outweigh its disadvantages in this case. As long as the Hamiltonian is normal ordered, i.e. all the annihilation operators are to the right of all the creation operators, we can exchange all the operators in the Hamiltonian in Eq. (6.1) with their eigenvalues. For bosonic operators, this corresponds to exchanging the operators with complex numbers. For fermionic operators, the operators can be replaced by so-called Grassman numbers that satisfy a Grassman algebra. This means that the numbers anticommute with themselves and other fermionic operators but commute with observables [45].

The idea of the path integral formalism is that the expectation value in Eq. (6.1) can be calculated by summing over each possible path in the phase space spanned...
by the canonical coordinates that connect the initial and final states, as illustrated in Fig. 6.1. In a coherent state basis, the eigenvalue $\phi$ of the annihilation operator and its complex conjugate $\bar{\phi}$ effectively play the roles of the canonical coordinates of the system. The contribution of each path to the expectation value in Eq. (6.1) is weighted by the action of the path [45]

$$
\langle \Psi_f | \hat{U}(t_f, t_i) | \Psi_i \rangle = \int_{\text{paths } [\Psi_i \rightarrow \Psi_f]} D\phi D\overline{\phi} \exp \left[ i \mathcal{S} \left( \phi, \overline{\phi} \right) / \hbar \right] ,
$$

(6.3)

where $\mathcal{S} \left( \phi, \overline{\phi} \right)$ is the action given by

$$
\mathcal{S} \left( \phi, \overline{\phi} \right) = \int_{t_i}^{t_f} dt \mathcal{L}(\phi, \overline{\phi}, t) = \int_{t_i}^{t_f} dt \left[ i\hbar \phi \partial_t \phi - \mathcal{H}(\phi, \overline{\phi}, t) \right] .
$$

(6.4)

Here, $\mathcal{L}(\phi, \overline{\phi}, t)$ is the Lagrangian of the system. One of the beautiful aspects of the coherent state path integral formalism is that time ordering occurs automatically [45, 122]. Since we replace the operators by their eigenvalues (which are complex numbers and Grassman numbers for bosonic and fermionic operators, respectively) and since these are evaluated at each time step starting at time $t_i$ to time $t_f$ in chronological order along the path, we can simply ignore the time-ordering operator when calculating the expectation value in Eq. (6.1) in the way given in Eq. (6.3).

Let us now move beyond the use of path integrals for the purpose of evaluating the time evolution of quantum states and consider how we can use them to describe

Figure 6.1. A state $|\Psi_i(t_i)\rangle$ can evolve to a state $|\Psi_f(t_f)\rangle$ via many different paths in a phase space spanned by the canonical coordinates $\phi$ and $\bar{\phi}$. The most probable path is the path of least action, which is often described as the classical path.
the statistical properties of a system in thermal equilibrium. The primary quantity that we wish to calculate in statistical physics is the partition function of the system. This function contains most of the information of interest about the system in thermal equilibrium, meaning that once we have calculated the partition function, we can fairly easily study the properties of the system. The partition function $Z$ is given by a trace over the Boltzmann weight \[ Z = \text{Tr} [\exp (-\beta \mathcal{H})] = \sum_\lambda \langle \lambda | \exp (-\beta \mathcal{H}) | \lambda \rangle, \] (6.5) where $\beta = 1/(k_B T)$, with $k_B$ being the Boltzmann constant and $T$ being the temperature of the system. When calculating the trace over the Boltzmann weight, we can use any basis of wave functions that we wish, leaving us free to operate with the coherent states introduced in Eq. (6.2). Interestingly, note that one can relate the partition function in Eq. (6.5) to the time evolution probability amplitude in Eq. (6.1). In thermal equilibrium, the Hamiltonian of the system is independent of time because we do not have any time-dependent driving sources. We then find that each term contributing to the sum on the right-hand side of Eq. (6.5) can be written as a time evolution probability amplitude under the substitution $(t_f - t_i) \rightarrow -i \beta$. In other words, by evolving the initial state to some imaginary time, we can use the path integrals to obtain the partition function and thereby the information about the system at thermal equilibrium. The paths contributing to the partition function are periodic, as shown in Eq. (6.5). In a coherent state basis, the partition function can be found to be \[ Z = \sum_\phi (\pm \bar{\phi}) | \exp (-\beta \mathcal{H}) | \phi \rangle, \] (6.6) where the positive sign is when the state is a coherent state of bosons and the negative sign is when we have a coherent state of fermions. This negative sign is due to the Grassman algebra of the eigenvalues of the fermionic fields [45, 122]. In other words, for bosons, we sum over all periodic paths that are symmetric under the time evolution to an imaginary time $t_f = t_i - i \beta$, whereas for fermions, we sum over all antiperiodic paths that are antisymmetric under the same time evolution. In the path integral language of Eq. (6.3), the partition function can then be expressed as \[ Z = \int_{\text{all (anti)periodic paths}} \mathcal{D}\phi \mathcal{D}\bar{\phi} \exp \left[ -\tilde{S} (\bar{\phi}, \phi) / \hbar \right]. \tag{6.7} \] The action is now expressed in imaginary time as \[ \tilde{S} (\bar{\phi}, \phi) = \int_0^{\beta} d\tau \left[ \hbar \bar{\phi} \partial_\tau \phi + \mathcal{H} (\bar{\phi}, \phi) \right], \tag{6.8} \]
6.2. Emission and absorption of magnons at magnetic interfaces

with \( \tau = it \) being imaginary time. Any expectation value of a time-ordered function depending on the bosonic or fermionic fields can then be calculated using the partition function through the identity [45]

\[
\langle T f(\hat{\phi}, \phi) \rangle = \frac{1}{Z} \int_{\text{all (anti)periodic paths}} D\phi D\hat{\phi} \exp \left[ -\hat{\mathcal{S}}(\hat{\phi}, \phi) / \hbar \right] f(\hat{\phi}, \phi). \tag{6.9}
\]

To satisfy the periodic boundary conditions of the path integrals, it is often beneficial to work in a Matsubara basis of the canonical coordinates \( \phi \) and \( \phi \). Bosonic fields are restricted to obey \( \phi_B(\tau = \hbar \beta) = +\phi_B(\tau = 0) \) and similarly for its conjugate, whereas fermionic fields have the antisymmetric relation \( \phi_F(\tau = \hbar \beta) = -\phi_F(\tau = 0) \). This periodicity can be enforced by performing a Fourier series expansion of the fields, given by

\[
\phi_B(\tau) = \sum_{n=-\infty}^{\infty} \phi_B(i\omega_n)e^{-i\omega_n \tau}, \quad \phi_F(\tau) = \sum_{n=-\infty}^{\infty} \phi_F(i\nu_n)e^{-i\nu_n \tau} \tag{6.10}
\]

for bosonic and fermionic fields, respectively. This series expansion is known as a Matsubara expansion and is given in terms of the bosonic Matsubara frequencies \( \omega_n = 2n\pi / (\hbar \beta) \) and fermionic Matsubara frequencies \( \nu_n = (2n + 1)\pi / (\hbar \beta) \). The inverse relations of the Matsubara expansion are given by

\[
\phi_B(i\omega_n) = \frac{1}{\hbar \beta} \int_0^{\hbar \beta} d\tau \phi_B(\tau)e^{i\omega_n \tau}, \quad \phi_F(i\nu_n) = \frac{1}{\hbar \beta} \int_0^{\hbar \beta} d\tau \phi_F(\tau)e^{i\nu_n \tau}. \tag{6.11}
\]

Similarly, it is often beneficial to perform a Fourier transform of any spatial dependence of the fields to a momentum representation.

### 6.2 Emission and absorption of magnons at magnetic interfaces

Now that we have a means to calculate the expectation values of bosonic and fermionic fields at thermal equilibrium, the next step in determining how magnon-mediated fermion interactions behave is studying interactions between a single fermion and a magnon. Fermions, such as electrons, can interact with the spin at magnetic interfaces via the \( s-d \) interaction [123, 124]

\[
\mathcal{H}_{s-d} = -\sum_{\mathbf{r}_i \in \mathcal{A}} J_{s-d}(\mathbf{r}_i) \rho(\mathbf{r}_i) \cdot \mathbf{S}(\mathbf{r}_i). \tag{6.12}
\]

Here, \( J_{s-d}(\mathbf{r}_i) \) is the strength of the interfacial \( s-d \) exchange coupling at position \( \mathbf{r}_i \) (which lies in the interface cross section \( \mathcal{A} \)), \( \mathbf{S}(\mathbf{r}_i) \) is the spin in the magnetic
Figure 6.2. Feynman diagrams illustrating the different interaction processes between fermions $\psi$ (straight black lines) and magnons $\phi$ (red wavy lines) at magnetic interfaces. The indices $\sigma, \sigma' = \pm \hbar / 2$ denote the (quasi)particle spin; the indices $k, q$ and so forth denote the (quasi)particle momentum; and $i\nu_m$ and $i\omega_n$ are the Matsubara frequencies. (a) A fermion flips its spin and thereby emits a magnon with momentum $q$ and spin $2\sigma$. (b) A fermion absorbs a magnon with momentum $q$ and spin $2\sigma$. (c) A fermion instantly emits and reabsorbs a virtual magnon.

$\hat{\rho}(r_i)$ is the electronic spin density operator defined as

$$\hat{\rho}(r_i) = \frac{1}{2} \sum_{\sigma, \sigma'} \psi_{\sigma}^\dagger(r_i) \sigma_{\sigma\sigma'} \psi_{\sigma'}(r_i),$$

(6.13)

where $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ is a vector of the Pauli matrices and $\psi_{\sigma}^\dagger(r_i)$ annihilates (creates) a fermion with spin $\sigma$ at position $r_i$. The $s$-$d$ interaction in Eq. (6.12) considers the exchange interaction between an itinerant fermion and a localized spin operator. This describes the case at an interface between a nonmagnetic conducting material, such as normal metals and semiconductors where we have freely moving electrons, and magnetic insulators where the electrons are localized. To consider the interaction between a fermion and a magnon, we can perform a "bosonization" of the spin operators $S(r_i)$ to a magnon basis, for instance, with the Holstein–Primakoff transformation (HPT) introduced in Section 4.2. If we use the HPT and only keep terms to the second order in the magnon operators, we obtain interaction processes between the fermions and the magnons, as illustrated by the Feynman diagrams in Fig. 6.2. As shown, fermions and magnons can interact at magnetic interfaces via spin flips of the fermions and a corresponding emission or absorption of a magnon. For ferromagnetic insulators, we only have magnons with one spin value in such processes, whereas for antiferromagnetic insulators, these processes
6.3 Effective magnon-mediated potential

6.3.1 Perturbation theory at thermal equilibrium

We now know how a single fermion and magnon can interact. To describe how such processes that involve the emission and absorption of magnons can lead to a magnon-mediated interaction between two fermions, we can treat the interaction between the single fermion and magnon as a perturbative interaction. To obtain a scenario where a magnon can mediate an interaction between two fermions, we need to expand at least to the second order in the processes illustrated in Fig. 6.2. When only considering the dominant contribution to the magnon-mediated fermion-fermion interaction, it is also sufficient to expand to the second order in the fermion-magnon interaction. By studying the vertices in Fig. 6.2, we find that there is only one combination that can lead to an interaction between two separate fermions that is mediated by a magnon. This combination is when the vertices in Fig. 6.2 (a) and Fig. 6.2 (b) are combined. All other combinations will either have vanishing expectation values or only lead to a renormalization of the single-fermion energies due to the presence of the magnons. In other words, from perturbation theory, we find that two fermions can interact through one of them emitting a magnon that is absorbed by the other. Then, by applying the techniques from thermal quantum field theory introduced in Section 6.1, we can perform a thermal average of the magnons in the system when we have thermal equilibrium at some temperature $T$. This allows us to express the process of two fermions interacting via the exchange of a magnon in terms of some effective interaction potential $U_\sigma(q, i\omega_n)$, as illustrated in Fig. 6.3. We derived this effective magnon-mediated potential between two fermions in Paper [4] for antiferromagnetic magnons. In this manuscript, we applied the potential to study the condensation of so-called indirect excitons, where electrons and holes form a coherent state across an insulating barrier. In the remainder of this chapter, we will take a closer look at the behavior of this derived magnon-mediated potential.

6.3.2 Interface structure dependence

Because the fermions interact with magnons at a magnetic interface through their spin, the form of the magnon-mediated fermion-fermion interaction is highly dependent on the magnetic structure at the interface(s) to the fermion reservoir(s). This
Two fermions interact via an emission and absorption of a magnon that transfers a momentum $q$ and a Matsubara frequency $\omega_n$ in addition to a spin $2\sigma$ from one fermion to the other. The states $N_{\text{in/out}}$ ($N = 1, 2$) denote the initial and output states of each of the two fermions. By considering the thermal average of the magnons in the system, we can express the interaction via the emission and absorption of magnons in terms of an effective potential $U_\sigma(q; i\omega_n)$ between the two fermions.

is particularly true for multi-sublattice magnets such as antiferromagnets, where different types of magnetic ordering at the interface are possible, as illustrated in Fig. 3.4.

Let us consider the general case of a compensated interface of an easy-axis antiferromagnetic insulator, where both sublattices are present at the interface, as illustrated in Fig. 3.4 (c). The conclusions for the specific cases of a perfectly compensated interface (equal coupling to both sublattices) and an uncompensated interface (only coupling to one of the sublattices) will naturally follow from this discussion. Note that we will only consider perfectly matched interfaces, where there is a one-to-one matching of the atoms in the nonmagnetic layer and the antiferromagnetic layer. To account for the multiple sublattices present at the interface and that these may couple unequally to the fermion spins via the $s$-$d$ interaction, we split the $s$-$d$ interaction coupling strength $J_{s-d}$ into two parts. These parts are defined such that they take on the value $J_{s-d,A}$ ($J_{s-d,B}$) if the nearest neighbor spin in the magnetic layer is with sublattice $A$ ($B$) and zero otherwise. For a compensated interface, these coupling constants then have a spatial dependence. This can, for
Effective magnon-mediated potential

Table 6.1. Momentum and Matsubara frequencies of the incoming and outgoing fermionic fields before and after scattering via the magnons for different components of the scattering potential.

<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_1'$</th>
<th>$s_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>$k$; $\nu_m$</td>
<td>$k - q$; $i\nu_m - i\omega_n$</td>
<td>$k'$; $i\nu_l + i\omega_n$</td>
</tr>
<tr>
<td>$s_2$</td>
<td>$k$; $\nu_m$</td>
<td>$k - q$; $i\nu_m - i\omega_n$</td>
<td>$k'$; $i\nu_l + i\omega_n$</td>
</tr>
<tr>
<td>$s_1'$</td>
<td>$k$; $\nu_m$</td>
<td>$k - q$; $i\nu_m - i\omega_n$</td>
<td>$k'$; $i\nu_l + i\omega_n$</td>
</tr>
<tr>
<td>$s_2'$</td>
<td>$k$; $\nu_m$</td>
<td>$k - q$; $i\nu_m - i\omega_n$</td>
<td>$k'$; $i\nu_l + i\omega_n$</td>
</tr>
</tbody>
</table>

instance, be described by the functions

$$J^{\lambda}_{s-d,A}(r) = \frac{J^{\lambda}_{s-d,A}}{2} \left[ 1 + \cos \left( \frac{\pi}{a} y \right) \cos \left( \frac{\pi}{a} z \right) \right] = J^{\lambda}_{s-d,A} \left( 1 + \frac{1}{4} \sum_{q_{AF}} e^{i q_{AF} r} \right),$$ (6.14a)

$$J^{\lambda}_{s-d,B}(r) = \frac{J^{\lambda}_{s-d,B}}{2} \left[ 1 - \cos \left( \frac{\pi}{a} y \right) \cos \left( \frac{\pi}{a} z \right) \right] = J^{\lambda}_{s-d,B} \left( 1 - \frac{1}{4} \sum_{q_{AF}} e^{i q_{AF} r} \right),$$ (6.14b)

where $r$ is a vector located in the interface plane, which we consider to be the $yz$ plane. The exact form of the functions is not crucial to the following discussion; the essential part is that these functions have a periodicity that is determined by the antiferromagnetic sublattice wave vector $q_{AF} = \pi(j_x\hat{y} + j_z\hat{z})/a$, where $j_x, j_z = \pm$ and $a$ is the antiferromagnetic lattice spacing. We have also added a label $\lambda$ to the $s$-$d$ interaction coupling strengths that denotes which fermion the magnetic spin couples to since we in general can have a magnon-mediated interaction between two distinct types of fermions. This can, for instance, be used to describe fermions in different reservoirs, e.g. in a trilayer structure where the antiferromagnetic insulator is sandwiched between two distinct fermion reservoirs, a system that we will consider in more detail later in this chapter. Using the techniques discussed previously in this chapter, we can express the contribution of the magnon-mediated interactions to the fermionic action as

$$\hbar \beta \sum_{\lambda'\lambda} \sum_{\sigma'\sigma} \sum_{\eta=\alpha,\beta} \sum_{s_1, s_2} U^{\eta,s_1\lambda'}(q, i\omega_n) \bar{\psi}_{-\sigma,\lambda'}(1^{s_1}_{\text{out}}(1^{s_2}_{\text{out}}(2^{s_1}_{\text{in}}(2^{s_2}_{\text{in}}))\psi_{\sigma,\lambda}(1^{s_1}_{\text{in}}(1^{s_2}_{\text{in}})))).$$ (6.15)

A more detailed calculation showing this in the case of uncompensated interfaces can be found in the Supplementary Material to Paper [4]. The scattering states $1^{s_1}_{\text{in/out}}$ and $2^{s_2}_{\text{in/out}}$ of the fermionic fields are listed in Table 6.1. The strength of the interaction between the fermions is given by the effective magnon-mediated potential
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\[ U_{\sigma,\lambda \lambda'}^{\eta,ss'}(q, i\omega_n), \] which is found to be

\[ U_{\sigma,\lambda \lambda'}^{\alpha,ss'}(q, i\omega_n) = -\frac{\hbar^2 S}{32N} \frac{1}{\sigma i\hbar \omega_n + \epsilon_{\alpha, q}} \tilde{J}_{\alpha, \lambda}(q) \tilde{J}_{\alpha, \lambda'}(q), \] (6.16a)

\[ U_{\sigma,\lambda \lambda'}^{\beta,ss'}(q, i\omega_n) = -\frac{\hbar^2 S}{32N} \frac{1}{\sigma i\hbar \omega_n + \epsilon_{\beta, q}} \tilde{J}_{\beta, \lambda}(q) \tilde{J}_{\beta, \lambda'}(q). \] (6.16b)

Here, \( S \) is the dimensionless spin number of the magnetic atoms in the antiferromagnetic insulator, \( N \) is the number of magnetic atoms in the antiferromagnetic insulator, and \( \epsilon_{\alpha/\beta, q} \) is the energy of an \( \alpha/\beta \) eigenmagnon with momentum \( q \), which is given in Eq. (4.18). Note that in the above notation, \( \sigma = \uparrow \) is given by \( \sigma = +1 \) and \( \sigma = \downarrow \) by \( \sigma = -1 \). We have also introduced the effective coupling constants

\[ \tilde{J}_{\alpha, \lambda}(q) \equiv \frac{1}{2} \left( u_q J_{\alpha, d.d}^x \pm v_q J_{\alpha, d.d}^y \right), \] (6.17a)

\[ \tilde{J}_{\beta, \lambda}(q) \equiv \frac{1}{2} \left( v_q J_{\beta, d.d}^x \pm u_q J_{\beta, d.d}^y \right), \] (6.17b)

where \( u_q > 0 \) and \( v_q > 0 \) are the Bogoliubov coefficients for an easy-axis antiferromagnet defined in Eq. (4.11).

As shown in Table 6.1, the magnon-mediated interaction potential has three distinct scattering processes:

1. Normal scattering of both fermions by a momentum transfer \( q \) (contribution from \( ss' = -- \) in Eq. (6.15)).

2. One fermion undergoes normal scattering, whereas the other undergoes an Umklapp scattering process with the antiferromagnetic sublattice wave vector \( q_{AF} \) (contributions from \( ss' = --, +- \) in Eq. (6.15)). The Umklapp scattering process is possible when the antiferromagnetic layer has a different periodicity than the nonmagnetic layer. Here, the different periodicity causes the reduced first Brillouin zone of the antiferromagnet to be half the size of the first Brillouin zone in the nonmagnetic layer, assuming a compensated perfectly matched interface.

3. Both fermions undergo an Umklapp scattering process with the antiferromagnetic sublattice (contribution from \( ss' = ++ \) in Eq. (6.15)).

The scattering processes in Table 6.1 are illustrated in Fig. 6.4 for two different Fermi surfaces. We note that the magnon-mediated fermion interactions are only significant if all the scattered states lie within a thin shell around the Fermi surface, where the thickness of the shell is decided by the magnon energy \( \epsilon_{\alpha/\beta, q} \). This is
because we need to pair two populated states (i.e. within the surface) with two unpopulated states (outside the surface), and the relevant magnon scattering energies are typically much lower than the Fermi energy. We must then find a set of momenta \( \mathbf{k}, \mathbf{k}', \) and \( \mathbf{q} \) such that all the scattered states are within the thin shell. For normal scatterings, the main contributions will come from the case where \( \mathbf{k}' = -\mathbf{k} \). This is because for any state \( \mathbf{k} - \mathbf{q} \) that lies within the thin shell around the Fermi surface, the state \( \mathbf{k}' + \mathbf{q} \) will also lie within the shell (at least if the material is inversion symmetric), as shown in Fig. 6.4 (a). This is the ansatz used in the Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity [125]. However, the situation starts to become complicated when taking processes such as 2 and 3 in the above list into consideration, as we then need to fit states that have undergone an Umklapp scattering with the antiferromagnetic lattice into the thin shell around the Fermi surface. This problem is illustrated in Fig. 6.4 (a) for a circular Fermi surface. For a general Fermi surface, there can be very few, if any, scattering processes where...
it is possible to find a set of states within the thin shell. One exception is when the Fermi surface overlaps with the reduced Brillouin zone of the antiferromagnetic sublattices, as illustrated in Fig. 6.4 (b). For such Fermi surfaces, one can still obtain a significant magnon-mediated fermion-fermion interaction, as was theoretically studied in Ref. [126]. In the work presented in this thesis, we will focus on fermions that are well described by a quadratic dispersion, meaning we that are far away from the case of half filling that is illustrated in Fig. 6.4 (b). Because processes involving Umklapp scattering will typically not be significant for small circular Fermi surfaces for the reasons discussed above, it is most pertinent to instead focus on the normal scattering process in this scenario.

As shown in Table 6.1 and Eq. (6.16), normal scattering processes are proportional to $\tilde{J}_{\eta,\lambda}(q)\tilde{J}_{\eta,\lambda}(q)$ ($\eta = \alpha, \beta$), which is also somewhat problematic. For most antiferromagnetic materials, we have that $u_q \sim v_q$, meaning that if the $s$-$d$ coupling strengths $J_{s-d,A}^\lambda$ and $J_{s-d,B}^\lambda$ to the two antiferromagnetic sublattices take on similar values, the effective coupling constants $\tilde{J}_{\eta,\lambda}(q)$ become very small. However, if $J_{s-d,A}^\lambda$ and $J_{s-d,B}^\lambda$ are very different, $\tilde{J}_{\eta,\lambda}(q)$ can in fact become very large. One way to make these very different is by considering uncompensated interfaces instead of compensated interfaces, as illustrated in Figs. 3.4 (a) and 3.4 (b). The fermions then primarily couple to the spins of the sublattice present at the interface, and we can then neglect the coupling to the other sublattice by setting either $J_{s-d,A}^\lambda$ or $J_{s-d,B}^\lambda$ to zero. The effective coupling constant $\tilde{J}_{\eta,\lambda}(q)$ then becomes proportional to either $J_{s-d,A}^\lambda$ or $J_{s-d,B}^\lambda$ and is also enhanced by a Bogoliubov coefficient $u_q$ or $v_q$, which can typically be a relatively large number. This enhancement occurs because the fermions couple to the spin fluctuations on a single antiferromagnetic sublattice instead of coupling directly to the net spin of the eigenexcitations in the system. The spin fluctuations within each antiferromagnetic sublattice can be quite large, which can be verified rather straightforwardly by studying the inverse of the Bogoliubov transformation in Eq. (4.6). By taking the expectation value of the number of sublattice magnons $a_q$ and $b_q$ living on sublattices $A$ and $B$, respectively, we find

$$\langle a_q^\dagger a_q \rangle = |u_q|^2 \langle \beta_q^\dagger \beta_q \rangle + |v_q|^2 \langle \alpha_{-q}^\dagger \alpha_{-q} \rangle, \quad (6.18a)$$

$$\langle b_q^\dagger b_q \rangle = |u_q|^2 \langle \alpha_q^\dagger \alpha_q \rangle + |v_q|^2 \langle \beta_{-q}^\dagger \beta_{-q} \rangle. \quad (6.18b)$$

For each eigenmagnon $\alpha_q$, there is an average number of $|v_q|^2$ sublattice magnons on sublattice $A$ and an average number of $|u_q|^2$ sublattice magnons on sublattice $B$. A similar result is obtained for the eigenmagnons $\beta_q$. Using the Bogoliubov coefficients in Eq. (4.11), we find that in the long-wavelength limit in an exchange approxima-
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...tion (anisotropy $[\omega_k] \ll$ exchange $[\omega_E]$), the number of sublattice magnons per eigen-
magnon is $|v_0|^2 \approx |v_0|^2 \approx 2^{-3/2} \sqrt{\omega_E/\omega_k}$. Because the ratio $\omega_E/\omega_k$ can be quite large,
this leads to large spin fluctuations on the antiferromagnetic sublattices. When one can couple directly to these large excitations existing on the antiferromagnetic sub-
lattices, which can be achieved using uncompensated interfaces as mentioned earlier,
this can induce strong interactions between fermions that are mediated by the ant-
iferromagnetic magnons. This idea is exploited in Paper [4], where by utilizing
uncompensated interfaces, we achieve an enhanced magnon-fermion interaction and
thereby an enhanced fermion-fermion interaction mediated by the magnons. This
can be used to obtain significant condensation temperatures for e.g. indirect exciton condensates.

The enhancement by coupling to individual magnetic sublattices in antiferro-
magnets was suggested in a recent work by Kamra et al. in Ref. [127]. Therein, it
is shown that the ground state and eigenexcitations in easy-axis antiferromagnetic
insulators are highly squeezed Fock states, with an analogy to squeezed states in
quantum optics, and that each eigenexcitation consists of a large excitation at each
of the antiferromagnetic sublattices.

Let us briefly return to the discussion of the two different models for spin
pumping at antiferromagnetic interfaces in Section 3.3.2, Chapter 3. The present
discussion of the interface dependence of the magnon-fermion interaction explains
the difference between the two models of spin pumping for antiferromagnets because
spin pumping is also a result of magnon-fermion interactions at magnetic interfaces.
In the model proposed by Kamra and Belzig [57], they only consider normal scat-
tering processes between the magnon and the fermion. As we noted in the previous
paragraph, this interaction becomes quite weak for perfectly compensated interfaces.
However, in the model proposed by Cheng et al. [60], they include the Umklapp
scattering processes and consider a tight-binding model at half filling, which leads
to a Fermi surface as in Fig. 6.4 (b). Consequently, the results presented above ex-
plain how Cheng et al. are able to find significant spin pumping from compensated
interfaces in their considered case.

6.3.3 Controlling the sign of the interaction by interface
design

In addition to having the benefit of enabling strong magnon-mediated interactions,
uncompensated interfaces also have another interesting effect when the fermions
couple to the magnons at two distinct magnetic interfaces. An example of such a system is a trilayer system in which an antiferromagnetic insulator is sandwiched between two fermion reservoirs, as illustrated in Fig. 6.5. As we will soon see, in such systems, it is possible to control whether the magnon-mediated interaction between the two fermion reservoirs is attractive or repulsive by varying the thickness of the antiferromagnet by a single atomic layer. This allows for more variation in the applications of the magnon-mediated interactions. For instance, we can tune the system between having attractive effective electron-electron interactions to the opposite case where the magnons cause the electrons in the two reservoirs to further repel each other. The latter case is investigated in Paper [4]. Moreover, when the magnon-mediated interaction is combined with other interactions, such as the Coulomb interaction, this can be used to control the spin state of the two interacting fermions. Although the Coulomb interaction is independent of spin, the magnon-mediated interaction only works in one spin channel: the $S_z = 0$ spin-triplet channel [4] (i.e. $|↑↓⟩ + |↓↑⟩/\sqrt{2}$). Assuming that the Coulomb and magnon-mediated interactions can work in the same momentum channels, which is the case for indirect exciton condensation [4], one can then make the $S_z = 0$ spin-triplet pairing more/less favorable by tuning the magnon-mediated potential between being attractive or repulsive.

We will now show how one obtains this tunability of the sign of the magnon-mediated interaction in trilayer systems where an antiferromagnetic insulator is sandwiched between two fermion reservoirs, as shown in Fig. 6.5. Now that we study uncompensated interfaces, the coupling constants to the magnetic sublattices can for simplicity be treated as spatially uniform within each interface, unlike for the case of a compensated interface as in Eq. (6.14). For uncompensated interfaces where we have a perfect one-to-one matching of the atoms in the nonmagnetic and antiferromagnetic layers, the only contribution to the magnon-mediated fermion interaction in Eq. (6.15) is from normal scattering\footnote{In this case, the nonmagnetic and antiferromagnetic layers have the same periodicity and the same first Brillouin zone, and the fermion momentum is therefore invariant under an Umklapp scattering with the antiferromagnetic lattice} (i.e. $ss' = −−$). The magnon-mediated potential for uncompensated interfaces can be written as the potential $U_{ss',−−}$ in Eq. (6.16) under the substitution $J_{q,−−}^{0,0}(q) → J_{q}^{0,0}(q), J_{q}^{0,0}(q)$, where we have introduced the new effective coupling constants

\begin{align}
J_{q}^{0,0}(q) &= v_q J_{s-d, A}^0 - u_q J_{s-d, B}^0 , \quad \text{(6.19a)} \\
J_{q}^{0,0}(q) &= v_q J_{s-d, B}^0 - u_q J_{s-d, A}^0 , \quad \text{(6.19b)}
\end{align}
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\[ J_{\lambda=L}^\alpha(q) = -u_q J_{s-d,B}^\lambda \]
\[ J_{\lambda=R}^\alpha(q) = -v_q J_{s-d,A}^\lambda \]

\[ J_{\lambda=L}^\beta(q) = -u_q J_{s-d,A}^\lambda \]
\[ J_{\lambda=R}^\beta(q) = -v_q J_{s-d,B}^\lambda \]

Figure 6.5. Interaction of two fermions via the exchange of a magnon through an antiferromagnetic insulator sandwiched between two fermion reservoirs. In (a), a spin \( +h \) magnon (\( \alpha \) eigenmagnon) propagates from left to right, whereas in (b), a spin \( -h \) magnon (\( \beta \) eigenmagnon) propagates from right to left. The effective coupling strengths \( J_{\alpha/\beta}(q) \) between the fermions in the left and right reservoirs (denoted by \( \lambda = L \) and \( \lambda = R \), respectively) to the eigenmagnon are given above and below the interface for the right and left reservoirs, respectively. The figures are reproduced from Paper [4].

The label \( \lambda \) on the coupling constant now indicates whether it is the \( s-d \) interaction at the left interface of antiferromagnetic layer (\( \lambda = L \)) or the \( s-d \) interaction at the right interface of the antiferromagnetic layer (\( \lambda = R \)). Since we have an uncompensated interface, only one of \( J_{s-d,A}^\lambda \) and \( J_{s-d,B}^\lambda \) is nonzero for a given \( \lambda \). Note that \( u_q \) and \( v_q \) are positive and real according to their definitions in Eq. (4.11). These new effective coupling constants are now defined such that they take on the same sign as \( J_{s-d,A/B}^\lambda \) if the spin of the eigenmagnon is in the same direction as the spin of the magnetic atoms at the uncompensated interface of the antiferromagnetic insulator. Similarly, \( J_{\alpha}^\lambda \) and \( J_{\beta}^\lambda \) have the opposite sign as \( J_{s-d,A/B}^\lambda \) if the eigenmagnon spin is antiparallel to the spins at the uncompensated interface. This is illustrated in Fig. 6.5. As an example, \( J_{\alpha}^\lambda \) has the same sign as \( J_{s-d,A}^\lambda \) at interfaces with sublattice \( A \), as the \( \alpha \) eigenmagnons have spin \( S_z = +h \), and spins on sublattice \( A \) point along \( +\hat{z} \) in equilibrium. Here, we have assumed that \( S_z > 0 \) on sublattice \( A \) and \( S_z < 0 \) on sublattice \( B \), in accordance with the definitions in Chapter 4 (e.g. in the Holstein–Primakoff transformation in Eq. (4.1)). Note that the sublattices in Paper [4] are defined oppositely to this, thereby leading to a slightly different definition of the effective coupling constants in the thesis compared to that in the manuscript.
As shown in Eq. (6.19) and Fig. 6.5, when we have two magnetic interfaces, the coupling constants $J_{\alpha/\beta}(q)$ at the two interfaces can take on opposite or equal signs, as illustrated in Fig. 6.5 (a) and Fig. 6.5 (b), respectively. Since the magnon-mediated potentials $U_{\sigma,LR}^{\eta,-\sigma}$ and $U_{\sigma,RL}^{\eta,-\sigma}$ are proportional to the product of the coupling constants at the two individual interfaces, we can then have situations where $U_{\sigma,LR}^{\eta,-\sigma} < 0$ and $U_{\sigma,RL}^{\eta,-\sigma} > 0$, depending on what interfaces we have. From Eq. (6.16), $U_{\sigma,LR}^{\eta,-\sigma} < 0$ if $J_{\alpha(\beta)}^{L}(q)$ and $J_{\alpha(\beta)}^{R}(q)$ have the same sign, and $U_{\sigma,RL}^{\eta,-\sigma} > 0$ if $J_{\alpha(\beta)}^{L}(q)$ and $J_{\alpha(\beta)}^{R}(q)$ have the opposite sign. In other words, if both fermions couple ferromagnetically ($J_{L,R}^{\alpha/\beta}(q) > 0$) or antiferromagnetically ($J_{L,R}^{\alpha/\beta}(q) < 0$) to the same eigenmagnon, the potential has the opposite sign with respect to the case where one fermion couples ferromagnetically to the eigenmagnon, and the other fermion couples antiferromagnetically to the same eigenmagnon. Notably, whether the fermions have a symmetric or asymmetric coupling to the eigenmagnons can readily be enforced by designing the interfaces. This result can be observed by considering two different types of structures:

1. The left and right interfaces are with the opposite sublattices, e.g., the left interface is with sublattice $B$ and the right interface is with sublattice $A$. We assume here and in the next point that $J_{\alpha d,A/B}^{L,R} > 0$ for simplicity. The $\alpha$ eigenmagnon then couples antiferromagnetically to the fermions in the left reservoir and ferromagnetically to the fermions in the right reservoir. The inverse is true for the $\beta$ eigenmagnons. The couplings are therefore asymmetric for both eigenmagnons, as illustrated in Fig. 6.5 (a).

2. The left and right interfaces have the same sublattice. Considering the case where only sublattice $A$ is present at both interfaces, we have that the $\alpha$ eigenmagnon couples ferromagnetically to the fermions in both reservoirs and that the $\beta$ eigenmagnon couples antiferromagnetically to the fermions in both reservoirs. The couplings are therefore symmetric for both eigenmagnons, as illustrated in Fig. 6.5 (b).

In both of the above scenarios, the contributions from the two eigenmagnons always add constructively (i.e. both eigenmagnons either mediate an attractive or repulsive interaction between the reservoirs). Consequently, one can then find that in the case of uncompensated interfaces, one can vary the potential from attractive to repulsive, or vice versa, by changing the thickness of the antiferromagnetic insulator by a single atomic layer. This allows for great tunability of the magnon-mediated interactions, as discussed previously.
Up to this point, we have primarily examined the use of antiferromagnetic insulators in spintronics. However, one of the research papers in this doctoral work, Paper [5], does not directly fall under the scope of the title of this thesis. Instead, this paper focuses on selected ferromagnetic conductors in two dimensions. Specifically, the results of this research show how one can use spin-orbit torques in these materials to control the magnetic phases of the material by applying a charge current. The methods and techniques utilized in this paper have been discussed in the previous chapters of this thesis. To provide a better understanding of the topic itself and of the results presented in Paper [5], this chapter will instead serve as an introduction to the theory of magnetic phases and phase transitions in two dimensions and some key models thereof. We will see that one of these phase transitions can also quite interestingly yield information about the superfluid phase of the indirect exciton condensate briefly mentioned in Chapter 6 and discussed in more detail in Paper [4].
7.1 Mermin–Wagner theorem

When studying phases and phase transitions in lower dimensions, a common rule of thumb that states whether a phase transition exists at a finite temperature in a certain dimension is the so-called Mermin–Wagner theorem. Mermin and Wagner studied the isotropic Heisenberg model in Eq. (2.3) for various dimensions, and in 1966, they published a paper with the following conclusions [128]:

“It is rigorously proved that at any nonzero temperature, a one- or two-dimensional isotropic spin-$S$ Heisenberg model with finite-range exchange interaction can be neither ferromagnetic nor antiferromagnetic. The method of proof is capable of excluding a variety of types of ordering in one and two dimensions.”

While they focused on the isotropic Heisenberg model, as they state, one can use similar arguments to exclude other types of long-range ordering in one and two dimensions [129]. A more general form of the theorem is that there is no phase transition of a local order parameter at finite temperatures in the form of a spontaneous breaking of a continuous symmetry of the system if the interaction effectively has a finite range and the system is strictly a one- or two-dimensional system.

The key element for the Mermin–Wagner theorem is that fluctuations are much more prevalent in lower dimensions than in higher dimensions, making the energy cost to destroy the order of the system much smaller. This is nicely demonstrated by the density of states of the fluctuations for different dimensions. Consider a quadratic dispersion of the fluctuations in the system (i.e. the excitations from the ordered state have an energy that scales as $(E - E_{\text{gap}}) \propto |k|^2$), for which the density of states is plotted for one to three dimensions in Fig. 7.1. Here, the energy gap $E_{\text{gap}}$ is the energy cost to excite the lowest-energy fluctuation, which for the quadratic dispersion is the infinite wavelength fluctuation ($|k| = 0$). For the isotropic Heisenberg model, the excitations, which are magnons as discussed in Chapter 4, are gapless for both ferromagnets and antiferromagnets. This was observed for the antiferromagnetic case in our example calculation of the magnon spectrum of the isotropic Heisenberg model in Section 4.3. One can increase the energy gap required to excite the low-energy magnons by e.g. introducing an easy-axis magnetic anisotropy to the system.

As shown in Fig. 7.1 (a), in one dimension, there is a considerable amount of available excited states just above the energy gap. The density of states actually diverges at the energy gap. In two dimensions, the density of states is just a constant
Figure 7.1. Density of states $D_{d}(E)$ as a function of energy for a quadratic dispersion $(|E - E_{\text{gap}}| \propto |k|^2)$ in $d$ dimensions for (a) $d = 1$, (b) $d = 2$, and (c) $d = 3$. For the quadratic dispersion, the density of states scales as $(E - E_{\text{gap}})^{d-2}$. The figures do not share a common $y$ axis.

above the energy gap. In three dimensions, however, the number of low-energy fluctuations above the gap is suppressed compared to the one- and two-dimensional cases. Here, the density of states instead increases with the energy such that more energy is required to excite enough fluctuations to destroy the system order. This enables a phase transition at finite temperatures in three dimensions. The following quote from Ref. [46] nicely summarizes the above discussion and captures the essence of the Mermin–Wagner theorem:

“The Mermin–Wagner theorem can be understood as the statement of a competition of energy and entropy.”
7.2 Magnetic phases and phase transitions in two dimensions

Despite the pessimistic outlook from the perspective of the Mermin–Wagner theorem, there are several loopholes to the theorem that indeed allow for magnetic phase transitions in two dimensions. We will now briefly go through some of the basics of phase transitions before we study two of the most famous magnetic phase transitions in two dimensions: the 2D Ising model and the 2D $XY$ model. These models exhibit phase transitions at finite temperatures that more or less circumvent the Mermin–Wagner theorem in different manners, which shall be explained later.

7.2.1 Phase transitions

A phase transition describes a fundamental change in the qualitative ordering or behavior of a state of matter. Most of us are familiar with phase transitions in everyday life, such as the melting of ice to water and the boiling of water to steam. There is a plethora of such phase transitions in condensed matter physics, and examples include transitions between different magnetic orders and the transitions to a superconducting or superfluid state. In this chapter, we are primarily interested in magnetic phase transitions in ferromagnetic materials, but we will later see that these transitions also yield considerable information about other phase transitions in nonmagnetic materials.

Phase transitions are typically described by a change in the order parameter of the system. For instance, a ferromagnetic phase is described by the magnetization as an order parameter. Once the ferromagnet undergoes a phase transition to a so-called paramagnetic phase, where there is no magnetic ordering in the absence of an external magnetic field, the average magnetization changes from having a finite value in a certain direction to being zero in all directions. We can classify the ferromagnetic and paramagnetic phases, as well as the phase transition, by studying the behavior of the order parameter: the magnetization. This phase transition from the ferromagnetic phase to the paramagnetic phase is caused by the thermal excitation of magnons. At some temperature, the cost of exciting these thermal fluctuations becomes so low that the amount of thermal fluctuations in the system destroys the ferromagnetic ordering. For the ferromagnetic phase transition, this temperature is known as the Curie temperature.

Similar to ferromagnets, antiferromagnets have an order parameter that describes the antiferromagnetic phase and phase transitions, which is the Néel order
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Figure 7.2. Underlying the spin-flop transition in antiferromagnets, there are two competing states as a function of an applied magnetic field $H$ along the easy axis: collinear ordering or a flopped/canted ordering. (a) Below the spin-flop field $H_{SF}$, the collinear state is most favorable, whereas above $H_{SF}$ the ground state is flopped state. The ground state free energy follows the lowest of the two curves in (a). There is therefore a discontinuity in the first derivative of the free energy at the spin-flop field $H_{SF}$, causing a discontinuous jump in the order parameters in (b). This is known as a first-order phase transition.

However, to distinguish a collinear antiferromagnetic phase from a canted antiferromagnetic phase or a ferrimagnetic phase (where one also has a net magnetization in both cases), one would have to use two order parameters: the Néel order parameter and the magnetization. The relative orientation between the two then decides whether we have a canted antiferromagnet or a ferrimagnet. The spin-flop transition studied in Section 2.3 is a phase transition where the antiferromagnet transitions from a collinear state to a canted state by varying the external magnetic field along the easy axis of the antiferromagnetic insulator. The variation of the free energy and order parameters in the spin-flop transition is studied in Fig. 7.2.

As we discussed in Section 2.5.3, the susceptibility of the order parameters in the collinear phase with respect to an applied magnetic field perpendicular to the order parameters becomes very large at the spin-flop transition; in fact, it diverges in a linear response ansatz. This enhancement or divergence of the susceptibility at the phase transition is a common artifact or signature of phase transitions, which we exploited to amplify the signals that one could obtain from e.g. spin pumping and spin Hall magnetoresistance, as discussed in Sections 3.3.2 and 3.7.1.

\[ ^1 \]Why the staggered magnetization also has this name is now perhaps more apparent
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7.2.2 Ising model

Moving to two-dimensional models of ferromagnetism, we will start by considering the Ising model. The Hamiltonian of the Ising model \[130\] can be written as

\[ H_{\text{Ising}} = -J \sum_{(i,j)} S_i,z S_j,z . \] (7.1)

We consider the ferromagnetic Ising model, where \( J > 0 \) for nearest-neighbor interactions only. The Ising model does not exhibit a phase transition at finite temperatures in one dimension, but quite interestingly, it exhibits one if we move to two dimensions. How can this be the case without violating the Mermin–Wagner theorem? For the Ising model in Eq. (7.1), we note that this model only considers the spins in the \( z \) direction. In other words, the spins in the Ising model either point up or down, meaning that there is a discrete and not a continuous symmetry of the system, unlike the isotropic Heisenberg model. This key difference allows us to circumvent the Mermin–Wagner theorem. To obtain a physical intuition of why this is the case, we can consider the following. The Ising model can be viewed as a Heisenberg model with an infinite easy-axis anisotropy along the \( z \) axis. This then completely suppresses any small fluctuations away from equilibrium where the spin has a small component in the \( xy \) plane. Returning to the discussion in Section 4.3 regarding the energy cost of local fluctuations vs collective excitations, the long-wavelength magnons will no longer be the lowest-energy excitations in the system, and the local spin-flip excitations will instead take this role. As we observed for the antiferromagnetic case in Section 4.3, the local spin-flip excitations cost much more energy than the long-wavelength magnons for the isotropic Heisenberg model. Essentially, this means that in the Ising model, the energy gap for the excitations (see Fig. 7.1 (b)) that destroy the ferromagnetic phase becomes significant such that at sufficiently low temperatures, there are not enough thermal fluctuations to destroy the magnetic order.

Not only does the two-dimensional Ising model exhibit a phase transition at finite temperatures but it also has an analytical solution, as was derived by Lars Onsager in 1944 \[131\]. The full temperature dependence of the magnetization (\( M \propto \langle S_z \rangle \)) in the two-dimensional Ising model was found to be \[132\]

\[ \frac{|M|}{M_s} = \left[ 1 - \frac{1}{\sinh (2\beta J)} \right]^{1/8} , \] (7.2)

where \( \beta = 1/(k_B T) \) and \( M_s \) is the saturation magnetization (i.e. value of the magnetization when all spins point in the same direction). The magnetization vanishes
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above the Curie temperature \( T_c = 2J/\left(k_B \ln \left(1 + \sqrt{2}\right)\right) \) [131]. The magnetization in the two-dimensional Ising model is plotted as a function of temperature in Fig. 7.3.

Notably, if one compares the behavior of the magnetization in the Ising model in Fig. 7.3 to the behavior of the antiferromagnetic order parameters in Fig 7.2 (b) around their respective critical points, one finds that their behavior is qualitatively different. There is a discontinuous jump in the order parameters at the critical point in the antiferromagnetic spin-flop transition; however, in the two-dimensional Ising model, the order parameter is a continuous function of the temperature, but its derivative is discontinuous at the critical point. The phase transition in the two-dimensional Ising model is thus a second-order or \textit{continuous phase transition}. If one introduces the normalized temperature deviation from the Curie temperature \( \Delta \tau \equiv (T_c - T)/T_c \) and performs a series expansion of the order parameter (magnetization) just below the critical point to the lowest order in \( \Delta \tau \), one finds that

\[
\left| \frac{M}{M_s} \right|_{T \rightarrow T_c} \propto \Delta \tau^B + O \left( \Delta \tau^{B+1} \right)
\]

(7.3)

with \( B = 1/8 \). Here, \( B \) is a \textit{critical exponent}, describing the leading order behavior
of the order parameter close to the critical point.

This power-law dependence close to the critical point is not unique to the order parameter. For continuous phase transitions, one can describe many properties of the system by such power laws close to the critical point. For instance, as mentioned earlier, the susceptibility of the system often diverges at the critical point. In the two-dimensional field-free Ising model, the susceptibility diverges as \( \chi \equiv \left( \frac{\partial M}{\partial h} \right)_{h \to 0} \propto |\Delta T|^{-\gamma} \) directly above and below the critical temperature, with \( \gamma = 7/4 \) being the critical exponent for the susceptibility [133]. Here, \( h \) is a magnetic field along the spin axis. Another quantity of interest is the spatial dependence of the correlation function

\[
G(r - r') \equiv \langle [S_z(r)S_z(r')] - \langle S_z(r) \rangle \langle S_z(r') \rangle \rangle \propto \frac{1}{|r - r'|^{d-2+\eta}} \exp\left(-\frac{|r - r'|}{\xi}\right), \quad (7.4)
\]

which is a measure of the correlation between the fluctuations in the order parameter at positions \( r \) and \( r' \) [133]. Generally, the correlation between the fluctuations decays exponentially, but exactly at the critical point \( T = T_c \), the correlation length \( \xi \) diverges as \( \xi \propto |\Delta T|^{-\nu} \), where \( \nu = 1 \) is the value of the critical exponent for the two-dimensional Ising model. At the critical point, we then go from having an exponential decay of the correlation in the fluctuations to an algebraic dependence \( \propto |r - r'|^{-(d-2+\eta)} \), with \( d \) being the number of dimensions, and \( \eta \) is the critical exponent known as the anomalous dimension. The anomalous dimension is the deviation in the algebraic power scaling from what one would obtain using mean field theory. For the two-dimensional Ising model, the anomalous dimension is \( \eta = 1/4 \).

What the divergence in the correlation length means is that while a typical length scale in the fluctuations exists above and below the critical temperature, this is not the case at the critical point. At the point of the phase transition, fluctuations occur at all length scales, and the fluctuations have a long-range correlation over the entire system. This behavior occurs despite the fact that the Ising model we considered only has short-ranged nearest-neighbor interactions! This feature is not only the case for the Ising model but also for all continuous phase transitions.

\(^2\)Normally, the symbol \( \beta \) is used to describe the critical exponent of the order parameter, but \( B \) is used here instead to avoid confusion with the inverse temperature \( \beta = 1/(k_B T) \).
7.2. Magnetic phases and phase transitions in two dimensions

7.2.3 XY model

Let us now complicate our model and move from the two-dimensional Ising model to the two-dimensional XY model, given by the Hamiltonian

$$H_{XY} = -J \sum_{\langle i,j \rangle} (S_i^x S_j^x + S_i^y S_j^y).$$

(7.5)

We now allow the spins to lie in a plane instead of just along one axis, as in the Ising model. As in the previous subsection, we consider the ferromagnetic case ($J > 0$) with nearest-neighbor interactions only. The XY model then describes e.g. an easy-plane ferromagnet, but it can also describe physical effects such as superfluidity [134]. For the two-dimensional Ising model, we argued that the discrete values of the order parameter allowed us to circumvent the Mermin–Wagner theorem. However, now that we have allowed for continuous values of the order parameter within a plane, how do we circumvent the Mermin–Wagner theorem for the two-dimensional XY model? Answer: the Mermin–Wagner theorem is not circumvented and thereby forbids true long-range magnetic order in this model, meaning that in an infinite system, we have $\langle S \rangle = 0$ and a vanishing net spin for finite temperatures. Because the average spin/magnetization is zero in any given direction, the magnetic phase of the XY model does not spontaneously break the continuous spin symmetry in the isotropic $xy$ plane. This does not mean, however, that the model does not exhibit interesting magnetic phases or phase transitions. Notably, the two-dimensional XY model exhibits a very interesting phase transition that is very distinct from the more conventional phase transitions in e.g. the Ising model.

We observed in the previous subsection that the phase transition in the Ising model is characterized by the continuous change in the order parameter (magnetization) from a finite value below the Curie temperature $T_c$ to vanishing above $T_c$. This does not occur for the XY model, as the net spin/magnetization is zero for any finite temperature. Instead, the phase transition manifests itself in other properties of the system. For instance, by studying the generalization of the correlation function in Eq. (7.4) to the two-dimensional XY model,

$$G_{XY}^{2D}(r - r') \equiv \langle S(r) \cdot S(r') \rangle - \langle S(r) \rangle \cdot \langle S(r') \rangle = \langle S(r) \cdot S(r') \rangle,$$

(7.6)

one finds that it behaves very differently at low and high temperatures. At low temperatures, this correlation function follows an algebraic power law $\sim |r - r'|^{-\eta}$ with $\eta = k_BT/4\pi J$ for sufficiently large $|r - r'|$ [135, 136], whereas for high temperatures, the correlation follows an exponential decay $\sim \exp(-|r - r'|/\xi)$. As it is
impossible to asymptotically match the power law with the exponential decay, the correlation function has to undergo a qualitative transition at some finite transition temperature. This transition is quite different from the one in the two-dimensional Ising model. In the Ising model, we observed in the previous subsection that the correlation length diverged both above and below the phase transition and that the correlation function in Eq. (7.4) was described by a power law exactly at the Curie temperature. In the \textit{XY} model, however, the correlation function in Eq. (7.6) is described by a power law in the \textit{entire} low-temperature phase. This power law is described by the anomalous dimension \(\eta\), which actually depends on the temperature of the system. The correlation length \(\xi\) only diverges from the high-temperature side of the phase transition as \(\xi \propto \exp(\text{const}/\sqrt{T-T_{\text{BKT}}})\) [137], which diverges much faster than the algebraic divergence in the Ising model described by the critical exponent \(\nu\). Here, \(T_{\text{BKT}} = \pi J/k_B\) [136] is the critical temperature of the Berezinskii–Kosterlitz–Thouless (BKT) phase transition. Note that at the temperature \(T_{\text{BKT}}\), the anomalous dimension in the \(XY\) model and Ising model take on the same value, \(\eta = 1/4\). By comparing the correlation functions for the Ising model and the \(XY\) model, we find that the entire low-temperature phase in the \(XY\) model has similarities to the Ising model exactly at the critical point, such as the power law dependence and divergent correlation length. In some sense, one can therefore think of the entire low-temperature phase of the \(XY\) model as being critical. In addition to the divergence of the correlation length at \(T_{\text{BKT}}\), there is also a jump in the \textit{spin-wave stiffness} (also known as \textit{helicity modulus}) or the \textit{superfluid density} [134, 138]. These can then be used as a measure of the order parameter in the BKT phase transition and can also be used in its experimental detection [139].

The peculiar phase transition in the two-dimensional \(XY\) model did not fit into the framework of more conventional phase transitions, such as the melting of ice, or the magnetic phase transitions in the two-dimensional Ising model or three-dimensional isotropic Heisenberg model. The phase transition in the two-dimensional \(XY\) model was described by Berezinskii, Kosterlitz, and Thouless in the early 1970s [135–137, 140], and hence the name BKT phase transition. In 2016, Thouless, Kosterlitz, and Haldane won the Nobel prize \textit{“for theoretical discoveries of topological phase transitions and topological phases of matter”} [141], where Thouless and Kosterlitz’s description of the phase transition in the two-dimensional \(XY\) model was an important part of the reason for them winning the prize. What makes the phase transition in the \(XY\) model topological? Berezinskii, Kosterlitz, and Thouless described the phase transition in terms of spin vortices and antivortices, as illustrated
in Fig. 7.4. These individual spin structures are topologically protected, meaning that no small perturbation can destroy the topological charge associated with the winding number of the (anti)vortex. What Berezinskiĭ, Kosterlitz, and Thouless discovered was that at low temperatures, the vortices and antivortices form tightly bound vortex-antivortex pairs that have little to no effect on the spin ordering far from the pair. However, at the critical temperature $T_{BKT}$ of the BKT phase transition, entropy makes it favorable to break up the vortex-antivortex pairs, which causes long-range spin-spin correlations to start dropping exponentially. Above this temperature, it is also energetically favorable to add more vortex-antivortex pairs to the system, which can be done because a topologically trivial state (e.g. a spatially uniform spin structure) is topologically equivalent to a vortex-antivortex pair as the sum of the topological charges is equal to zero for both systems. In the high-temperature phase, vortex-antivortex pairs are then spontaneously created and can then break apart from one another. This process is illustrated in Fig. 7.5.

In the two-dimensional Ising model, we have what is known as true long-ranged order; thus, the spin-spin correlation $\langle S(\mathbf{r}) \cdot S(\mathbf{r}') \rangle$ is finite regardless of the distance $|\mathbf{r} - \mathbf{r}'|$. This can be understood intuitively by recalling that below the Curie temperature, all spins would like to point in the same direction, and consequently, all spins are correlated with each other. Although true long-ranged order does not exist
in the two-dimensional $XY$ model, there is a so-called *quasi long-ranged order* at low temperatures. We see that when $k_BT \ll 4\pi J$ ($\eta \ll 1$), the spin-spin correlation is...
very weakly decaying as a function of the separation between the spins. This means that while for infinite distances the spin-spin correlation goes to zero, spins can still be highly correlated over very large distances. In other words, while we must have that the net spin of the system vanishes for infinite systems, if we just focus on a smaller segment of the system, we can have a finite value for the net spin. However, the expectation values of such segments that are significantly spatially separated will point in different directions because the Mermin–Wagner theorem forbids any spontaneous breaking of the symmetry for the global system as a whole.

### 7.2.4 Universality classes

Some readers might have been reading about the Ising and $XY$ models and been thinking “this is all well and good, but why should we care that much about the phase transitions in idealistic models such as these? Systems with an infinitely strong easy-axis anisotropy or a perfectly isotropic easy plane will surely not be found in any realistic physical system.” This is where the concept of universality classes comes in and the theory of phase transitions starts to become really interesting. It turns out that the phase transitions in the Ising and $XY$ models can describe critical phenomena in entirely different systems if they belong to the same universality class. In practice, this means that phase transitions in the same universality class share the same critical exponents and behavior close to the critical point. The universality class is decided by the dimensionality of the system and the dimensionality of the order parameter. For the Ising model, we have a scalar order parameter of dimensionality one. Naturally, a uniaxial ferromagnet will have the same dimensionality of the order parameter as the Ising model, even if the uniaxial anisotropy is finite, and they therefore belong to the same universality class. The same applies to a wide variety of nonmagnetic systems, e.g., in the liquid-gas phase transition, we also have a scalar order parameter: the density. Consequently, a liquid-gas phase transition in $d$ spatial dimensions belongs to the same universality class as the Ising model in $d$ spatial dimensions [46].

The reason why such different systems behave exactly the same near a phase transition is that systems are scale invariant at this critical point. This is illustrated by the divergence of the correlation length between the fluctuations at the phase transition. Consequently, the microscopic details and mechanisms of the ordering become irrelevant to the asymptotic behavior of the system as a whole. Note, however, that this universality only applies to the system behavior near the critical point. The location of the critical point depends on the microscopic details, and it is
therefore not universal. As a simple example, a two-dimensional Ising ferromagnet will have a different Curie temperature from a uniaxial ferromagnet with a finite anisotropy. This can be intuitively understood as the Curie temperature has to go to zero when the anisotropy vanishes because an isotropic Heisenberg model has no phase transition in two dimensions according to the Mermin–Wagner theorem.

While the topological BKT phase transition in the two-dimensional $X_Y$ model is very different from phase transitions in models such as the Ising model, the same concept can be found here, and it constitutes its own universality class. The BKT phase transition appears in a number of exotic systems, including the transition in a two-dimensional Coulomb gas from a state of tightly bound electric dipoles (taking the role of the vortex-antivortex pairs) to a plasma of freely moving charged particles [142] and the transition from a normal to superfluid state in two dimensions [139].

In the previous chapter, we briefly discussed the concept of condensation of indirect excitons via magnon-mediated interactions. The indirect exciton condensate also exhibits a BKT phase transition, and it is closely related to the two-dimensional Coulomb gas and superfluids, as a condensate of excitons can have a dissipationless superfluid transport [143]. Note, however, that the critical phase transition temperature calculated in Paper [4] is not that of the BKT phase transition where the excitons form a superfluid but rather the temperature where the bound pairs of electrons and holes start forming a coherent state. These temperatures are, on the other hand, very similar in the weak coupling limit [144].

\section{Current control of magnetic phases in two-dimensional $\text{Fe}_3\text{GeTe}_2$}

The two-dimensional Ising and $X_Y$ models in magnetic systems have long primarily been of theoretical interest, as manufacturing two-dimensional magnetic materials for experiments has been understandably quite challenging. However, the successful isolation of the two-dimensional material graphene in 2004 [145] paved the way for isolating and studying various two-dimensional materials. Over the past two to three years, one has been able to manufacture two-dimensional materials that exhibit a magnetic ordering at finite temperatures [146–153]. These materials are so-called van der Waals materials, consisting of weakly bound layers. In one of these materials, $\text{Fe}_3\text{GeTe}_2$ (FGT), experimentalists were able to manufacture samples of

---

\footnote{An exciton after all is a bound pair of a negatively charged electron and a positively charged electron hole}
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Figure 7.6. Crystal structure of two-dimensional Fe$_3$GeTe$_2$. The crystal structure can be seen to have an inversion symmetry along the $y$ and $z$ axes, as well as a threefold rotational symmetry around the $z$ axis. The figure is taken from Paper [5] and redrawn after Ref. [153].

Various layer thicknesses down to the monolayer limit and study the layer dependence of the critical exponent $B$ in the Ising model, as defined in Eq. (7.2). They found that $B$ varied from taking on a value close to the estimate from the three-dimensional Ising model in the multilayer limit to estimating a range for $B$ for the monolayer limit that included the value in the two-dimensional Ising model [152]. This shows that they were able to study the crossover from three to two dimensions of the critical exponents in the Ising model. FGT has also been shown to be an interesting material, as other experimentalists have been able to tune the Curie temperature of the monolayer up to room temperature via an ionic gate [153].

In Paper [5], we use Neumann’s principle and the method introduced by Hals and Brataas in Ref. [79], as discussed in Section 3.6, to study the spin-orbit torques allowed by symmetry in FGT. The crystal structure of FGT is illustrated in Fig. 7.6, and it is invariant under the symmetry operations [5]

\[
R^y = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad R^x = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad R^{3z} = \frac{1}{2} \begin{pmatrix} -1 & \sqrt{3} & 0 \\ -\sqrt{3} & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (7.7)
\]

We found that to the first order in the charge-current density and to the second order in the magnetization, the spin-orbit torque can be written as [5]

\[
\tau = -|\gamma| \mathbf{m} \times \mathbf{H}_{\text{SOT}} \equiv -|\gamma| \mathbf{m} \times \Gamma_0 \begin{pmatrix} m_x J_x - m_y J_y \\ -m_y J_x - m_x J_y \\ 0 \end{pmatrix}. \quad (7.8)
\]

for a spatially uniform magnetization. Here, $J_x$ and $J_y$ are the $x$ and $y$ components of the charge-current density, respectively, and $\Gamma_0$ is a free parameter describing...
the strength of the spin-orbit interaction. Note that this form of the spin-orbit
torque not only applies to FGT but also to all materials with the same symmetry
classification $D_{3h}$, which includes other two-dimensional magnetic materials [154].
In Paper [5], we noted that the spin-orbit torque in Eq. (7.8) could be written as a
torque originating from an effective free energy density given by

$$f_{\text{SOT}} = M_s \Gamma_0 \left[ J_y m_x m_y - \frac{1}{2} (m_x^2 - m_y^2) \right] = -\frac{M_s \Gamma_0 |J|}{2} \sin^2 \theta \cos (2\phi + \phi_J),$$

where $(m_x, m_y, m_z) \equiv (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$, $|J| = \sqrt{J_x^2 + J_y^2}$, and $\tan \phi_J \equiv J_y/J_x$. The effective field resulting from this effective free energy density as defined in Eq. (2.11) results in the same spin-orbit torque as defined in (7.8). Notably, this particular spin-orbit torque is controlled by only a single free parameter $\Gamma_0$ and can be interpreted as in-plane current-induced magnetic anisotropies. These anisotropies scale linearly with the applied current density, and the anisotropy axes depend on the direction of the applied current. The anisotropies come in the form of a pair of magnetic easy and hard axes, which are perpendicular to each other. In addition to the current-induced anisotropies, FGT also has a strong easy-axis anisotropy out of the plane, which makes it an Ising-like ferromagnet that also allows for ferromagnetic order in two dimensions.

In Fig. 7.7, we study how the magnetic anisotropies of FGT look for different charge-current density magnitudes. Notably, as we increase the current density, we go from having an out-of-plane easy axis to an in-plane easy axis, and at some critical current density, we obtain a magnetic easy plane. FGT is thus a promising playground for studying the BKT transition in a magnetic $XY$-like system, as well as the crossover from an Ising-like to an $XY$-like system in two dimensions, both of which have not yet been done in magnetic systems to the best of our knowledge. Moreover, as the Curie temperature and $T_{\text{BKT}}$ take on similar values for a given exchange coupling $J$, this shows great potential for observing the BKT transition at elevated temperatures in FGT because of its relatively high Curie temperature $\sim 130$ K [152]. This indicates that the low-temperature phase of easy-plane FGT could potentially be accessed by using liquid oxygen or liquid nitrogen.

The transition from an Ising-like to an $XY$-like system can also be seen by studying the magnon gap (lowest excitation energy of the system) and the Curie temperature as a function of the applied current, as shown in Fig. 7.8. We recall from the discussion in Section 7.2.2 that the finite Curie temperature in the two-dimensional Ising model was due to the suppression of the low-energy fluctuations in the form of an energy gap in the fluctuations (magnons). As shown in Fig. 7.8, in
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|J| = 0  |J| < |Jc|  |J| = |Jc|  |J| > |Jc|

Figure 7.7. At zero applied current, FGT has an out-of-plane magnetic easy axis illustrated by the green arrows. The light blue square indicates the plane of the FGT layer. By passing a charge current through the plane, one breaks the magnetic isotropy in the plane and creates a pair of in-plane easy and hard axes, as illustrated by the blue and red arrows, respectively. However, for low current densities, these anisotropies remain smaller than the equilibrium out-of-plane anisotropy, and the in-plane anisotropy is therefore just an intermediate anisotropy axis (shown in blue to distinguish from the material’s easy axis in green). At a critical current density |Jc|, the in-plane anisotropy equals the out-of-plane anisotropy, and we obtain a magnetic easy plane, shown by the opaque green square. Above the critical current density, the in-plane anisotropy becomes the easy axis of the system, and the out-of-plane anisotropy becomes an intermediate anisotropy axis.

Figure 7.8. (a) Magnon gap ε_{gap} relative to the equilibrium out-of-plane anisotropy ε_z, and (b) Curie temperature of FGT as a function of applied in-plane current. Note that the Curie temperature is only an estimate calculated from linear response theory, which is explained in greater detail in Paper [5]. Figure (b) is taken from Paper [5].

In two dimensions, the Curie temperature, below which we can have a spontaneous net magnetization, is strongly correlated with the magnon gap of the system. As the magnon gap vanishes at the critical current density, so does the Curie temperature since the Mermin–Wagner forbids any spontaneous breaking of symmetry in the easy-plane phase in two dimensions. At this point, we can instead observe the BKT
phase transition. This finding allows for an experimental approach for tuning a system between the Ising and $XY$ universality classes in two dimensions, which should host an abundance of interesting and exotic physics.
Conclusion

We have provided the basis for understanding the fundamental concepts that are utilized and discussed in the five research papers in the remaining part of the thesis. These research papers cover a variety of topics of interest for future investigations and applications of antiferromagnetic insulators and two-dimensional ferromagnets.

A focus has been on the electrical detection and generation of spin currents in antiferromagnetic insulators in heterostructures with nonmagnetic conductors. While the theory of spin current detection and generation in ferromagnetic insulators is fairly well understood, similar phenomena with their antiferromagnetic counterpart is still actively under investigation. For instance, spin pumping from antiferromagnets has yet to be unequivocally detected. We have here investigated what materials and conditions are optimal for amplifying the pumped spin current from antiferromagnets, so that experimental detection becomes conceivable. We suggest that easy-axis antiferromagnets with a high anisotropy to exchange ratio near the spin-flop transition are great candidates for spin pumping experiments. This is because the susceptibility of the magnetic moments is significantly enhanced near this phase transition, which leads to a remarkable increase in the pumped spin current. While there has already been an experiment studying the easy-axis antiferromagnet MnF$_2$ near the spin-flop transition without the observation of a clear
spin pumping signal [62, 72], we also suggest other means of enhancing the signal by optimizing the polarization of the microwave source and the film thickness of the nonmagnetic conductor. We also show that the electrical generation of spin currents in antiferromagnetic insulators is enhanced for the same type of easy-axis antiferromagnetic insulators near the spin-flop transition.

We have seen that there exist different models of spin pumping from antiferromagnets with very different predictions [57, 60]. The different predictions indicate that spin pumping from antiferromagnets strongly depends on the structure of the magnetic interface. Once spin pumping from antiferromagnets has been experimentally verified, an interesting next step is to investigate the dependence of the spin pumping signal on the interface structure. Such measurements would yield critical information regarding the validity of the models of spin pumping in different regimes and grant a deeper understanding of spin dynamics in antiferromagnetic insulators.

In addition to studying the interface between antiferromagnetic insulator spintronics and conventional electronics, we have also studied a possible bridge between antiferromagnetic and ferromagnetic spintronics. Microwave cavities can induce a nonlocal interaction between distant magnetic systems mediated by the microwave photons in the cavity [96–98]. We have shown how this concept can also cause a nonlocal interaction between a ferromagnet and an antiferromagnet over macroscopic distances, even when the ferromagnetic and antiferromagnetic magnons have opposite spins. This shows great promise for integrating antiferromagnetic spintronics in various hybrid systems.

Antiferromagnetic materials have also shown to have very interesting applications other than their utilization in transport and storage of spin information. Recent proposals suggest that the large magnetic fluctuations in antiferromagnets can be utilized in the formation of quantum matter, such as superconductors. We have considered the interaction between two fermion reservoirs mediated by interactions with antiferromagnetic magnons in an antiferromagnetic insulating barrier, and derived an effective potential that describes this interaction. Interestingly, we show that this interaction can be tuned between being attractive and repulsive by varying the thickness of the antiferromagnetic material by a single atomic layer. Utilizing this, we show how an atomically thin antiferromagnetic insulator sandwiched between two doped two-dimensional semiconductors can be used to generate an indirect exciton condensate, a macroscopic coherent state of electrons and holes separated by an insulating barrier. The magnon-mediated interactions are able to achieve significant condensation temperatures, and can furthermore cooperate with
other interactions such as the Coulomb potential. Due to the strength and tunability of the interaction mediated by the antiferromagnetic fluctuations, antiferromagnetic materials have great potential in future research on strongly correlated fermion systems.

While theoreticians have been fond of modelling two-dimensional systems for a long time, putting the theories to the test has not always been feasible. Recent experimental advances have now made it possible to isolate two-dimensional magnetic materials, enabling the testing of various predictions. In light of this exciting experimental progress, we have analyzed the current-induced spin dynamics in one of these two-dimensional magnetic materials. We show that by tuning the magnitude of the applied charge current it is possible to create a magnetic easy plane in the ferromagnetic material $\text{Fe}_3\text{GeTe}_2$. This makes it possible to study the famous Berezinskii–Kosterlitz–Thouless phase transition in the magnetic $XY$ model, which will reveal information about e.g. the superfluid phase transition of the indirect exciton condensate mentioned previously, but presumably at significantly higher temperatures that can be accessed by using liquid nitrogen or liquid oxygen.
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Dynamical antiferromagnets can pump spins into adjacent conductors. The high antiferromagnetic resonance frequencies represent a challenge for experimental detection, but magnetic fields can reduce these resonance frequencies. We compute the ac and dc inverse spin Hall voltages resulting from dynamical spin excitations as a function of a magnetic field along the easy axis and the polarization of the driving ac magnetic field perpendicular to the easy axis. We consider the insulating antiferromagnets MnF$_2$, FeF$_3$, and NiO. Near the spin-flop transition, there is a significant enhancement of the dc spin pumping and inverse spin Hall voltage for the uniaxial antiferromagnets MnF$_2$ and FeF$_3$. In the uniaxial antiferromagnets it is also found that the ac spin pumping is independent of the external magnetic field when the driving field has the optimal circular polarization.

In the biaxial NiO, the voltages are much weaker, and there is no spin-flop enhancement of the dc component. Furthermore, there is a large variety of antiferromagnets and external field configurations that require knowledge beyond the first predictions of the magnitude of the pumped spin current of Ref. [20]. Recently, researchers explored spin transport through, e.g., the insulating antiferromagnets NiO and MnF$_2$. Unlike the treatment of Ref. [20], in NiO, there are two significant anisotropies to consider. As a starting point in the exploration of high-frequency spintronics, it is also important to tune the resonance frequencies to a lower gigahertz range for easier detection by conventional electronics. The application of an external magnetic field can lower the resonance frequency. However, the details of the magnetic field and its ac component polarization dependence also remain to be classified, a task that we will perform here.

In this Rapid Communication, we compute the inverse spin Hall ac and dc voltages generated by spin pumping. We hope that our studies will further motivate these voltages to be experimentally measured. Such studies will provide a needed deeper insight into antiferromagnetic resonance phenomena, features much less explored than their ferromagnetic counterparts in recent decades.

We consider an insulating antiferromagnet–normal metal bilayer, as illustrated in Fig. 1. We also consider a variety of magnetic anisotropies and magnetic field configurations and strengths. Therefore, the results apply to more complex systems such as biaxial antiferromagnets with elliptical precessional modes. The model also accounts for spin backflow due to the spin accumulation in the metal. We also study how the inverse spin Hall voltages depend on the polarization of the magnetic field for different systems, which we find to have a strong influence on the resulting signal. Our main findings are that, when applying an external magnetic field along the easy axis close to the spin-flop transition, we can decrease the resonance frequency while simultaneously significantly increasing the inverse spin Hall signal. The increase in the signal can even overcome the previously anticipated limiting factor in antiferromagnet spin pumping: the ratio of the anisotropic energy to the exchange energy [20].

We consider a small antiferromagnet in the macrospin limit whereby all spin excitations are homogeneous. The antiferromagnet has two sublattices, with temporal magnetizations $M_1$ and $M_2$. The dynamics are described by
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FIG. 1. The precession of \( \mathbf{m} \) and \( \mathbf{n} \) around their equilibrium values pumps spins into the adjacent normal metal of thickness \( d_N \). In turn, the spin accumulation \( \mu^s \) in the normal metal causes a backflow of spins into the antiferromagnet. The spin current in the normal metal causes ac and dc electric fields in the \( x \) and \( z \) directions, respectively, through the inverse spin Hall effect.

Staggered magnetizations \( \mathbf{L} = (M_1 - M_2)/2 = \mathbf{L}_0 \) and the magnetization \( \mathbf{M} = (M_1 + M_2)/2 = \mathbf{L}_m \). These fields satisfy the constraints \( \mathbf{n}^2 + \mathbf{m}^2 = 1 \) and \( \mathbf{n} \cdot \mathbf{m} = 0 \). At equilibrium, the sublattice magnetizations are antiparallel. An ac magnetic field, with a general polarization, drives the magnetic moments at resonance.

The antiferromagnets that we consider are described by the free energy

\[
F = \frac{LV}{\gamma} \left[ \omega_E (\mathbf{m}^2 - \mathbf{n}^2) + \omega_x (m_x^2 + n_x^2) - 2\omega_0 m_x n_x - 2\omega_0 m_y n_y \right],
\]

where \( \gamma \) is the gyromagnetic ratio, \( V \) is the volume of the antiferromagnet, \( \omega_E \geq 0 \) is the exchange frequency, and \( \omega_0 \geq 0 \) and \( \omega_0 \geq 0 \) are the hard axis (\( z \) axis) and easy axis (\( x \) axis) anisotropy frequencies. The frequency \( \omega_0 \) quantifies the influence of the external magnetic field along the easy axis, whereas \( \omega_z \) and \( \omega_x \) quantify the influence of the ac magnetic field in the \( yz \) plane. In Table I, we list the exchange and anisotropy frequencies for MnF\(_2\), FeF\(_2\), and NiO.

The dynamic Landau-Lifshitz-Gilbert (LLG) equations that describe the precession of \( \mathbf{n} \) and \( \mathbf{m} \) are

\[
\dot{\mathbf{n}} = \frac{1}{\tau_s} (\omega_0 n + \omega_x m) + \mathbf{r}_s,
\]

\[
\dot{\mathbf{m}} = \frac{1}{\tau_s} (\omega_0 n + \omega_x m + \mathbf{r}_s),
\]

TABLE I. Exchange and anisotropy frequencies.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \omega_E (10^{12} \text{ s}^{-1}) )</th>
<th>( \omega_0 (10^{12} \text{ s}^{-1}) )</th>
<th>( \omega_x (10^{12} \text{ s}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnF(_2) [22]</td>
<td>9.3</td>
<td>1.5 \times 10^{-1}</td>
<td></td>
</tr>
<tr>
<td>FeF(_2) [23]</td>
<td>9.5</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>NiO [24,25]</td>
<td>1.7 \times 10^2</td>
<td>2.3 \times 10^{-3}</td>
<td>1.3 \times 10^{-1}</td>
</tr>
</tbody>
</table>

with the effective fields \( \omega_0 = -(\gamma/L)\partial F/\partial \mathbf{n} \) and \( \omega_x = -(\gamma/L)\partial F/\partial \mathbf{m} \). The dissipation and spin-pumping torques are

\[
\mathbf{r}_s = \alpha [\mathbf{n} \times \mathbf{m} + \mathbf{m} \times \mathbf{n}],
\]

\[
\mathbf{r}_m = \alpha [\mathbf{n} \times \mathbf{m} + \mathbf{n} \times \mathbf{m}],
\]

where the total Gilbert damping coefficient \( \alpha \) is a sum of the intrinsic damping and the spin-pumping-enhanced damping: \( \alpha = \alpha_0 + \alpha_{SP} \) [20,26].

A linear response expansion around the equilibrium values of \( \mathbf{n} \) and \( \mathbf{m} \) determines the antiferromagnetic resonance (AFMR) frequencies. For simplicity, we only present the resonance frequencies in the exchange limit \( \omega_E, \omega_0, \omega_x \ll \omega_0 \). This limit is valid for many antiferromagnets but not for FeF\(_2\) due to a large anisotropy. In our numerical calculations below, we do not make this approximation. In the exchange limit, the four resonance frequencies below spin flop are [27]

\[
\omega_{n,m}^{\alpha,\beta} \approx \omega_0^\alpha + \omega_0^\beta \pm \sqrt{\omega_0^\alpha \omega_0^\beta + 4\omega_0^\alpha \omega_0^\beta},
\]

where \( \omega_0^\alpha = \omega_0^\alpha (2\omega_0 + \omega_\perp) \). The critical field strength at which the spin-flop transition occurs is \( |\omega_0^\alpha| = \sqrt{\omega_0^\alpha (2\omega_0 + \omega_\perp)} \) in both uniaxial and biaxial antiferromagnets. We will only consider magnetic fields below this value.

Herein, we focus on the right-handed low-energy mode since we want to decrease the resonance frequency. In the absence of an external magnetic field, the resonance frequency of this mode is 0.27 THz for MnF\(_2\), 1.41 THz for FeF\(_2\), and 0.14 THz for NiO. By applying a magnetic field close to the spin-flop transition, we can reduce these resonance frequencies down to the gigahertz range. Such a reduction should enable detection of AFMR and the resulting significant spin-pumping-induced ac and dc ISHE voltages.

The pumped spin current from a dynamical antiferromagnet into a normal metal is [20]

\[
\mathbf{I}_p^L = \frac{h g_\perp}{2\pi} (\mathbf{n} \times \mathbf{m} + \mathbf{m} \times \mathbf{n}),
\]

where \( g_\perp \) is the transverse ("mixing") conductance. The spin pumping from the antiferromagnetic insulator causes a spin accumulation in the normal metal, which in turn produces a spin backflow current [11]. In antiferromagnetic insulators, the backflow spin currents within the sublattices add constructively [20,28]:

\[
\mathbf{I}_p^L = \frac{h g_\perp}{2\pi} (\mathbf{m} \times (\mathbf{\mu}_n^s \times \mathbf{n}) + \mathbf{n} \times (\mathbf{\mu}_n^s \times \mathbf{n})),
\]

where \( \mathbf{\mu}_n^s \) is the spin accumulation in the normal metal.

The most significant contributions to the spin current are second order in the deviations from equilibrium along the easy axis and first order along the perpendicular directions. Nevertheless, the leading-order terms in the total spin current only depend on the first-order deviations of the magnetic moments from their equilibrium values, \( \mathbf{n}_0 = \mathbf{e}_z \) and \( \mathbf{m}_0 = \mathbf{0} \). It is therefore sufficient to consider the linear response expansions

\[
\mathbf{n} = \mathbf{n}_0 + \frac{1}{2} (\delta \mathbf{m} e^{i\omega t} + \delta \mathbf{n} e^{-i\omega t}),
\]

\[
\mathbf{m} = \frac{i}{\gamma} (\delta \mathbf{n} e^{i\omega t} - \delta \mathbf{m} e^{-i\omega t}),
\]
where the transverse deviations are \( \delta n = \delta n_x e_x + \delta n_y e_y \) and \( \delta m = \delta m_x e_x + \delta m_y e_y \), \( \omega \) is the driving frequency of the ac magnetic field.

The spin accumulation \( \mu^N \) is a solution of the spin diffusion equation

\[
\frac{\partial \mu^N(x,t)}{\partial t} = \gamma_0 H_{ex} \times \mu^N + D_N \frac{\partial^2 \mu^N}{\partial y^2} - \frac{\mu^N}{\tau_{af}},
\]

where the terms on the right-hand side of Eq. (8) are properties of the normal metal such as the diffusion coefficient \( D_N \), the gyromagnetic ratio \( \gamma_N \), and the spin-flip relaxation time \( \tau_{af} \).

For our choice of parameters, it peaks at \( d_N = \frac{1}{2} \lambda_N \).
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The spin accumulation \( \mu^N \) require that the spin current vanishes at the outer edge of the normal metal such as the diffusion coefficient \( D_N \), the gyromagnetic ratio \( \gamma_N \), and the spin-flip relaxation time \( \tau_{af} \). The components of the spin accumulation of the normal metal Hall causes a charge current perpendicular to the spin current’s direction and polarization through the ISHE. This charge current is given by [30,31]

\[
J_{ISHE}(y,t) = \frac{2e}{A h} \mathbf{e}_z \times \mathbf{I}^s(y,t),
\]

where \( \theta_N \) is the spin Hall angle in the normal metal and \( A \) is the area of the AF/N interface. Since the system is an open circuit, the charge current accumulates charges at the interfaces. In turn, a generated electric field ensures that the net charge current through the metal vanishes. To determine this electric field, we integrate the charge current \( J_{ISHE} \) over the metallic system to find the electric field needed to cancel the charge current. See the Supplemental Material [32] for the full derivation.

The dc component of this electric field becomes

\[
E_{dc}^r = \frac{1}{2} \left( 1 - \frac{1}{\cosh (d_N/\lambda_N)} \right) \hbar \mu^N_{sf},
\]

the first harmonic ac component is

\[
E^r_{ac}(t) = \frac{\mathcal{E}_N}{2} \Re \left[ \frac{\mu^r_{sf} + i \mu^i_{sf}}{\cosh (\omega t/\lambda_N)} \right] e^{i \omega t},
\]

and the second harmonic ac component is

\[
E^r_{ac}(t) = 2 \mathcal{E}_N \Re \left[ \frac{1}{\cosh (\omega t/\lambda_N)} \right] \mu^r_{sf} e^{2i \omega t}. \tag{12}
\]

Here, we have introduced the conversion coefficient \( \mathcal{E}_N = \theta_{NF} D_N / (\delta y \gamma_N) \), where \( \gamma_N \) is the conductivity of the normal metal. The factors \( \mu^r_{sf} \) are the rth Fourier components of the spin accumulation at the AF/N interface \( y = 0 \). We compute that they are

\[
\mu^r_{sf} = \frac{i \hbar}{4 \pi} \left[ \frac{\Gamma(\omega) + \frac{1}{\sqrt{2}} \delta N}{\Gamma(\omega) + \delta N} \right],
\]

\[
\mu^i_{sf} = \frac{i \hbar}{4 \pi} \left[ \frac{\Gamma(\omega) + \frac{1}{\sqrt{2}} \delta N}{\Gamma(\omega) + \delta N} \right],
\]

\[
\mu^i_{sf} = \frac{g_i}{4 \pi \Gamma(2/3)} \left( \mu^r_{sf} \delta n_r + \mu^i_{sf} \delta n_i \right) \tag{13c}
\]

for the first and second harmonic arc components, and

\[
\mu^r_0 = \frac{g_i}{2 \sqrt{1/2}} \left[ \Re (\mu^r_{sf} \delta n_r + \mu^i_{sf} \delta n_i) \right] - \hbar \omega \Im (\delta n_r \delta n_i). \tag{14}
\]

All other components of the spin accumulation vanish. The components of the spin accumulation of Eqs. (13) and (14) are expressed in terms of the functions

\[
\Gamma(\omega) = \frac{\hbar v AD_N \Lambda(\omega)}, \tag{15a}
\]

\[
\Gamma_2(\omega) = \frac{\hbar v AD_N [\Lambda(\omega) + \Lambda(\omega)]}, \tag{15b}
\]

\[
\Gamma_1(\omega) = \frac{\hbar v AD_N [\Lambda(\omega) - \Lambda(\omega)]}, \tag{15c}
\]

with \( \Lambda(\omega) = \kappa^r_{sd} (\tan \theta_N \delta_n) / \omega \). Here, we have defined \( \kappa^r_{sd} = (1 + i \omega \tau_{af} / (\Omega_d^2 \omega^2) \), \( \kappa^i_{sd} = \kappa^r_{sd} \mp i \gamma_N \hbar \omega / D_N \), the spin diffusion length \( \lambda_N^r = \sqrt{D_N \tau_{af}} \), and the one-spin density of state \( \nu \). Note that \( \mu^r_{sf} \) and consequently \( E^r_{ac} \) vanish in the absence of a magnetic field \( [\Gamma(\omega) = 0] \) and when the precession of the staggered magnetization is circular \( (\delta n_r = \pm i \delta n_i) \).

We will now use our model to compute the ISHE signal as a function of external magnetic fields in an AF/Pt bilayer. By inserting the linear response ansatz of Eq. (7) into the LLG equations in Eq. (2), we determine the functions \( \delta n \) and \( \delta m \). The components of the ac magnetic field that drives these perturbations are given by \( \omega_0 = | \omega_0 | \exp (i \delta \omega t + i \delta \phi) \) for \( j = x,z \). The phase difference \( \delta \phi \), determines the polarization of the ac field, and significantly affects the resulting spin current. In our calculations, we let \( | \omega_0 | = | \omega_0 | \).

As the material properties of Pt, we use \( \delta x = 0.01 \) ps [11], \( \nu = 4.55 \times 10^5 \) m/s [33], \( \sigma_N = 5 \times 10^6 \) (Ohm m)^{-1} [34], \( \lambda_N^r = 1.5 \) nm, \( \theta_N = 0.075 \) [35]. These properties are at 10 K. The transverse spin conductance \( g_{\perp} \) is of the same order of magnitude as that of a ferromagnetic or ferrimagnetic material [20]. We therefore estimate this to be \( g_{\perp} / A = 3 \times 10^{16} \) m^{2} eV^{-1} [36,37]. Experimental measurements of \( g_{\perp} \) are needed and are further motivated by the present calculations.

The magnitude of the ISHE signal depends on the thickness of the Pt layer. It increases approximately linearly with \( d_y \) for \( d_N / \lambda_N^r \ll 1 \) and is inversely proportional to \( d_y \) for \( d_N / \lambda_N^r \gg 1 \). This qualitative behavior is similar to that in ferromagnetic/normal metal bilayers (cf. Fig. 3(a) in Ref. [11]).

The peak of the ISHE signal is at some value \( d_N \approx \lambda_N^r \) and for our choice of parameters, it peaks at \( d_N \approx 0.8 \lambda_N^r = 1.2 \) nm.
We use this thickness of the Pt layer for the remaining calculations. The optimal thickness of the Pt layer weakly depends on the value of $g_{\perp}/A$ and should therefore be determined experimentally.

Figure 2 plots the dc and the first harmonic ac components of the ISHE electric field for MnF$_2$ [(a) and (b)], FeF$_2$ [(c) and (d)], and NiO [(e) and (f)] as a function of external magnetic field along the easy axis for different polarizations of the ac magnetic field. The ac field is 1 mT, and $\alpha = 0.01$.

We propose a different experimental geometry to enhance the spin-pumping signal. The use of the ac magnetic field in a plane perpendicular to the easy axis and a polarization $\theta_0 = -\phi/2$ increases the dc ISHE signal by a factor of 2. Additionally, by reducing the thickness of the Pt layer from 7 nm to the thickness where the ISHE signal attains its maximum (in our calculations, this is 1.2 nm), we can further amplify the signal by a factor of 2. Together, these improvements will increase the signal strength by an order of magnitude. Whether the signal is due to spin pumping can then be tested by the dependence on the polarization of the ac magnetic field according to our model. A circular polarization with $\theta_0 = -\phi/2$ doubles the signal strength compared to a linear polarization. On the other hand, a circular polarization with $\theta_0 = -\phi = -\pi/2$ results in no dc spin pumping. In contrast, microwave rectification effects should be much less sensitive to the polarization.

In summary, we computed the inverse spin Hall signal as a function of the ac magnetic field and precessional motion of the magnetizations, and the results can also be used in more complex biaxial antiferromagnets. We demonstrate that the dc signal increases substantially near the
spin-flop transition in uniaxial antiferromagnets. Furthermore, the signal strongly depends on the polarization of the ac magnetic field. We also suggest an improved experimental geometry that considerably enhances the dc signal resulting from spin pumping.
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Abstract
Precessing spins can induce currents between antiferromagnetic insulators and normal metals. We compute these AC and DC spin currents across the interface, including the effects of spin backflow. We also calculate the resulting AC and DC inverse spin Hall electric fields in the normal metal. We express all currents and fields in terms of the dynamics of the staggered field and the magnetization.
Spin-pumping is the emission of spin-currents into adjacent conductors from precessing spins. Ref. 1 introduced a quantitative theory for the resulting spin-current through ferromagnet-normal metal interfaces. The spin flow causes a spin accumulation in the normal metal. Ref. 2 computed the resulting DC spin accumulation. There are also AC components and Ref. 3 studied these in detail, and furthermore, included the inverse spin Hall effect in the normal metal. We will generalize this approach by replacing the ferromagnets with antiferromagnetic insulators.

We disregard the imaginary part of the transverse ("mixing") conductance since it is likely to be small in most circumstances\(^4\). Then, the pumped spin-current is\(^4\)

\[
I_p = \frac{\hbar g_\perp}{2\pi} (\mathbf{n} \times \dot{\mathbf{n}} + \mathbf{m} \times \dot{\mathbf{m}}),
\]

where \(g_\perp\) is the transverse conductance, \(\mathbf{n} = (\mathbf{m}_1 - \mathbf{m}_2)/2\) is the staggered field and \(\mathbf{m} = (\mathbf{m}_1 + \mathbf{m}_2)/2\) is the magnetization. At equilibrium, the staggered field is along the easy axis, \(\mathbf{n}_0 = \mathbf{e}_x\), and the magnetization vanishes.

Next, we need to take into account the backflow spin current into the antiferromagnet resulting from the spin accumulation. In antiferromagnets, the backflow spin current is similar to the case of ferromagnets since the spin currents from the two sub-lattices add constructively

\[
I_b = -\frac{g_\perp}{4\pi} [\mathbf{m}_1 \times (\mathbf{\mu}_N^x \times \mathbf{m}_1) + \mathbf{m}_2 \times (\mathbf{\mu}_N^x \times \mathbf{m}_2)] + \frac{g_\perp}{2\pi} [\mathbf{m} (\mathbf{\mu}_N^N \cdot \mathbf{m}) + \mathbf{n} (\mathbf{\mu}_N^N \cdot \mathbf{n}) - \mathbf{\mu}_N^N],
\]

where \(\mathbf{\mu}_N^N\) is the spin accumulation in the normal metal. The backflow spin current of Eq. (2b) and the pumped spin current of Eq. (1) are related by Onsager reciprocity relations\(^4\).

To compute the spin backflow we need to determine the spatiotemporal variation of the spin accumulation in the normal metal. This spin accumulation should fulfill the spin diffusion equation

\[
\frac{\partial \mathbf{\mu}_N^N (\mathbf{r}, t)}{\partial t} = \gamma_N \mathbf{H}_{\text{ex}} \times \mathbf{\mu}_N^N + D_N \frac{\partial^2 \mathbf{\mu}_N^N}{\partial y^2} - \frac{\mathbf{\mu}_N^N}{\tau_{\text{sf}}^N},
\]

where the terms on the right hand side of Eq. (3) are properties of the normal metal such as the diffusion coefficient \(D_N\), the gyromagnetic ratio \(\gamma_N\), the spin-flip relaxation time \(\tau_{\text{sf}}^N\), and the external magnetic field \(\mathbf{H}_{\text{ex}} = \mathbf{e}_x \omega_x / \gamma_{AF}\). We have disregarded the small off-resonance
AC component of the magnetic field. As a consequence, the magnetic field only causes spin
precession that couples the transverse, y- and z-components of the spin accumulation.

The spin diffusion equation of Eq. (3) needs to be supplemented by boundary conditions.
At the outer edge of the normal metal, y = dN, the spin current vanishes. In contrast, the
spin current is continuous across the antiferromagnet-normal metal interface, where y = 0.
We carry out a Fourier transformation of the spin accumulation in time. With the two
boundary conditions, the solution to Eq. (3) is:

\[ \mu_N^{(y, \omega)}(y, \omega) = \sum_{i=1}^{2} e^{i \omega \frac{\cosh[\kappa_i(y - d_N)]}{\sinh[\kappa_i d_N]} \cdot \frac{2j_{is}(y = 0, \omega)}{h \nu D_N \kappa_i}}. \]  

In Eq. (4), we use a circular basis, \( \mathbf{e}_1 = \mathbf{e}_z \), \( \mathbf{e}_2 = \mathbf{e}_- = (\mathbf{e}_y - i \mathbf{e}_x)/\sqrt{2} \), \( \mathbf{e}_3 = \mathbf{e}_+ = (\mathbf{e}_y + i \mathbf{e}_x)/\sqrt{2} \). In this basis, we introduce the spin current density components at the interface:

\[ j_{is} = \frac{I_s^x}{A}, \quad j_{2s} = (I_s^y + iI_s^z) / (\sqrt{2}A) \quad \text{and} \quad j_{3s} = (I_s^y - iI_s^z) / (\sqrt{2}A), \]

where \( A \) is the interface cross section and \( I_s^{x/y/z}(1) = [I_s^x(y = 0, \omega) + I_s^y(y = 0, \omega)] \cdot \mathbf{e}_{x/y/z} \) are the cartesian Fourier components of the total spin current at the interface. We have also defined the quantities

\[ \kappa_i^2 = (1 + i \omega \tau_{sd}^N)/\lambda_{sd}^N, \quad \kappa_{(2,3)}^2 = \kappa_1^2 + i \gamma_N \omega z / (\gamma_{AF} D_N) \]

and the spin diffusion length \( \lambda_{sd}^N = \sqrt{D_N \tau_{sd}^N} \).

Temporal variations of the staggered field and the magnetization drive the spin currents.
We characterize the out-of-equilibrium deviations of these fields by a perturbation parameter \( \delta \). We will now consider how the different components scale with the small variations proportional to \( \delta \) during the spin dynamics. Since \( \mathbf{m}_1 \) and \( \mathbf{m}_2 \) are real unit vectors, \( \mathbf{n} \) and \( \mathbf{m} \) must fulfill \( \mathbf{n}^2 + \mathbf{m}^2 = 1 \) and \( \mathbf{n \cdot m} = 0 \). These conditions are satisfied to second order in the perturbation parameter \( \delta \) when we expand the fields as

\[ \mathbf{n} = (1 - \delta^2 n_x^{(2)}(t)) \mathbf{e}_z + (\delta n_y^{(1)}(t) + \delta^2 n_y^{(2)}(t)) \mathbf{e}_y + (\delta n_z^{(1)}(t) + \delta^2 n_z^{(2)}(t)) \mathbf{e}_z, \quad \text{(5a)} \]
\[ \mathbf{m} = -\delta^2 m_x^{(2)}(t) \mathbf{e}_z + (\delta m_y^{(1)}(t) + \delta^2 m_y^{(2)}(t)) \mathbf{e}_y + (\delta m_z^{(1)}(t) + \delta^2 m_z^{(2)}(t)) \mathbf{e}_z, \quad \text{(5b)} \]

where the second order longitudinal corrections \( \delta^2 n_x^{(2)}(t) \) and \( \delta^2 m_x^{(2)}(t) \) must obey

\[ \delta^2 n_x^{(2)}(t) = \frac{1}{2} \left[ (\delta n_y^{(1)}(t))^2 + (\delta n_z^{(1)}(t))^2 + (\delta n_y^{(1)}(t))^2 + (\delta n_z^{(1)}(t))^2 \right], \quad \text{(6a)} \]
\[ \delta^2 m_x^{(2)}(t) = \delta n_y^{(1)}(t) \delta n_z^{(1)}(t) + \delta n_z^{(1)}(t) \delta n_z^{(1)}(t). \quad \text{(6b)} \]

We can now insert the expansion of Eq. (5) into the expression for the spin-pumping
current in Eq. (1). For the spin current component polarized along the easy axis \( \mathbf{e}_z \), we
find that the leading order corrections are of second order in $\delta$. On the other hand, for the spin current components that are polarized transverse to the easy axis, the leading order corrections are first order in $\delta$. Furthermore, all leading order terms only depend on $\delta n_y^{(1)}(t)$, $\delta n_z^{(1)}(t)$, $\delta m_y^{(1)}(t)$ and $\delta m_z^{(1)}(t)$, which simplifies the following discussions considerably.

To leading order, it is then sufficient to only consider the linear corrections in $n$ and $m$. In the following analysis, we therefore only use the linear response expansion of the fields that are driven at the frequency $\omega_{AC}$ of the AC magnetic field

\begin{align}
\mathbf{n} & = \mathbf{n}_0 + \frac{1}{2} \left( \delta \mathbf{n} e^{i\omega_{AC}t} + \delta \mathbf{n}^* e^{-i\omega_{AC}t} \right), \\
\mathbf{m} & = \frac{1}{2} \left( \delta \mathbf{m} e^{i\omega_{AC}t} + \delta \mathbf{m}^* e^{-i\omega_{AC}t} \right).
\end{align}

(7a) (7b)

The out-of-equilibrium deviations $\delta \mathbf{n} = \delta n_y \mathbf{e}_y + \delta n_z \mathbf{e}_z$ and $\delta \mathbf{m} = \delta m_y \mathbf{e}_y + \delta m_z \mathbf{e}_z$ are perpendicular to $\mathbf{n}_0 = \mathbf{e}_x$. In general, these deviations depend on the AC field frequency and the free energy. Their magnitudes are significant only close to the resonance frequencies.

Next, we will consider the contributions to the spin backflow current of Eq. (2b). We note that the backflow current results from the primary source, the pumped spin current of Eq. (1). Therefore, the backflow current cannot exceed the leading order in the pumped spin current. In turn, this implies that the spin accumulation $\mu_s^N(y, \omega)$ component along the $x$-direction is of a second order in $\delta$. On the other hand, the leading contribution to the spin accumulation is of a first order in the spin deviations along the transverse $y$- and $z$-directions.

To proceed, we expand the pumped spin current in a Fourier series

$$ I_p^s = \sum_n I_p^s e^{i\omega_{AC}t}. $$

(8)

In this series, we decompose the spin-current into a DC term, first AC harmonics, and higher AC harmonics. The pumped DC spin current is of a second order in the deviations from the equilibrium spin configuration and it is polarized along the easy axis:

$$ I_p^s = \frac{i\hbar \omega_{AC} g_{\parallel}}{4\pi} \left( \delta n_y^* \delta n_z - \delta n_z^* \delta n_y + \delta m_y^* \delta m_z - \delta m_z^* \delta m_y \right) \mathbf{e}_z. $$

(9)

The polarization of the first AC harmonic pumped spin current is transverse to the easy axis,

$$ I_p^s = \frac{i\hbar \omega_{AC} g_{\parallel}}{4\pi} (\delta n_y \mathbf{e}_z - \delta n_z \mathbf{e}_y). $$

(10)
and $I^\mu_n = (I^\mu_{-n})^*$. To the second order in the spin deviations, the higher harmonics vanish, $I^\mu_n = 0$ when $|n| \geq 2$.

In the expression for the spin backflow current of Eq. (2b), we can disregard the dependence on $\mathbf{m}$ since $\mathbf{m}(\mu^N_z \cdot \mathbf{m})$ is a third order correction. By including terms only up to second order in $\delta \mathbf{m}$ and $\delta \mathbf{n}$, we can then approximate the spin backflow current of Eq. (2b) as

$$I^\mu_n \approx \frac{g_j}{2\pi} [e_x (\mu^N_z \cdot \mathbf{n}) - \mu^N_n].$$

(11)

Similar to the spin current, we also Fourier transform the spin accumulation at the interface ($y = 0$) into DC and AC components:

$$\mu^N_n(t) = \sum_n \mu^N_ne^{i\omega t}.$$

(12)

The spin backflow current can also be expanded as

$$I^\mu_n = \sum_n I^\mu_ne^{i\omega t},$$

(13)

where the harmonic components $I^\mu_n$ are

$$I^\mu_n = \frac{g_j}{2\pi} \left( \frac{1}{2} \left[ \mu^\mu_{n-1} \delta n_0 + \mu^\mu_{n-1} \delta n_z + \mu^\mu_{n+1} \delta n_y + \mu^\mu_{n+1} \delta n_z \right] - \mu^\mu_0 \right).$$

(14)

Note that $(I^\mu_n)^* = I^\mu_{-n}$, $\mu^\mu_n = \mu_{-n}$. The product $\mu^\mu_{n-1} \delta n_{y/2} \mu^\mu_{n+1} \delta n_{y/2}$ is an $n$-th harmonic contribution since $\delta n_{y/2} (\delta n_{y/2}^*)$ contains the first harmonic factor $e^{i\omega t}$ ($e^{-i\omega t}$).

We find a closed set of equations for the spin accumulation in the following way. We invert the relation of Eq. (4) to find the total spin current in terms of the spin accumulation. In this inversion process, it is useful to introduce the functions

$$\Gamma_i(y, \omega) = \frac{1}{2} \frac{h\nu ADN}{\kappa_i(\omega)} \frac{\sinh [\kappa_i(\omega)(d_N - y)]}{\cosh [\kappa_i(\omega)d_N]},$$

(15a)

$$\Gamma_2(y, \omega) = \frac{h\nu ADN}{4} \left[ \frac{\kappa_2(\omega)}{\cosh [\kappa_2(\omega)d_N]} \sinh [\kappa_2(\omega)(d_N - y)] + \kappa_3(\omega) \frac{\sinh [\kappa_3(\omega)(d_N - y)]}{\cosh [\kappa_3(\omega)d_N]} \right],$$

(15b)

$$\Gamma_3(y, \omega) = \frac{i h\nu ADN}{4} \left[ \frac{\kappa_2(\omega)}{\cosh [\kappa_2(\omega)d_N]} \sinh [\kappa_2(\omega)(d_N - y)] - \kappa_3(\omega) \frac{\sinh [\kappa_3(\omega)(d_N - y)]}{\cosh [\kappa_3(\omega)d_N]} \right],$$

(15c)

and $\Gamma_1(\omega) = \Gamma_i(y = 0, \omega)$ ($i = 1, 2, 3$). The resulting expression for the total spin current should equal the sum of the pumped spin current of Eq. (9) and Eq. (10), and the backflow
spin current of Eq. (14). Moreover, the expressions must hold for each component of the Fourier expansion since they should be valid at all times. Then, we find that the spin accumulation along the easy axis at the interface is:

\[
\mu_n^x = \frac{1}{\Gamma_3 (n\omega_{AC})} \left[ I_n^{p(x)} + \frac{q_1}{4\pi} \left( \mu_{n-1}^x \delta n_y + \mu_{n-1}^y \delta n_x + \mu_{n+1}^z \delta n_y + \mu_{n+1}^z \delta n_x \right) \right].
\]  

(16)

We see that the components along the easy axis are coupled to the perpendicular components in the yz-plane due to the DC component of the spin accumulation. This is caused by the magnetic field aligned along the easy axis couples the transverse components of the spin accumulation in the diffusion equation (3). Hence, to find the perpendicular components of the spin accumulation at the interface, we have to solve the matrix equation for the transverse components

\[
\begin{pmatrix} \Gamma_2 (n\omega_{AC}) + \frac{q_1}{2\pi} & \Gamma_3 (n\omega_{AC}) \\ -\Gamma_3 (n\omega_{AC}) & \Gamma_2 (n\omega_{AC}) + \frac{q_1}{2\pi} \end{pmatrix} \begin{pmatrix} \mu_n^y \\ \mu_n^z \end{pmatrix} = \begin{pmatrix} I_n^{p(y)} \\ I_n^{p(z)} \end{pmatrix} = \begin{pmatrix} I_n(y = 0, n\omega_{AC}) \\ I_n(y = 0, n\omega_{AC}) \end{pmatrix}.
\]

(17)

In the absence of a magnetic field \(\Gamma_3(\omega) \to 0\), the coupling between the transverse components \(\mu_n^y\) and \(\mu_n^z\) vanishes. We solve Eq. (17) for \(\mu_n^{y,z}\) and find that

\[
\begin{pmatrix} \mu_n^y \\ \mu_n^z \end{pmatrix} = \frac{1}{(\Gamma_2 (n\omega_{AC}) + \frac{q_1}{2\pi})^2 + \Gamma_3^2 (n\omega_{AC})} \begin{pmatrix} \Gamma_2 (n\omega_{AC}) + \frac{q_1}{2\pi} & -\Gamma_3 (n\omega_{AC}) \\ \Gamma_3 (n\omega_{AC}) & \Gamma_2 (n\omega_{AC}) + \frac{q_1}{2\pi} \end{pmatrix} \begin{pmatrix} I_n^{p(y)} \\ I_n^{p(z)} \end{pmatrix}.
\]

(18)

Since \((\Gamma_2 (n\omega_{AC}) + \frac{q_1}{2\pi})^2 + \Gamma_3^2 (n\omega_{AC})\) is finite for the parameters of interest and \(I_n^{p(y,z)} = 0\) for \(|n| \neq 1\), we find that \(\mu_n^{y,z} = 0\) for \(|n| \neq 1\). We have then determined the spin accumulation at the interface in the normal metal along the transverse y and z directions:

\[
\begin{align*}
\mu_n^y &= -\frac{ih\omega_{AC} g_{\perp}}{4\pi} \left( \frac{\Gamma_2 (\omega_{AC}) + \frac{q_1}{2\pi}}{(\Gamma_2 (\omega_{AC}) + \frac{q_1}{2\pi})^2 + \Gamma_3^2 (\omega_{AC})} \right) \frac{\delta n_x + \Gamma_3 (\omega_{AC}) \delta n_y}{\Gamma_3 (\omega_{AC})}, \\
\mu_n^z &= -\frac{ih\omega_{AC} g_{\perp}}{4\pi} \left( \frac{\Gamma_2 (\omega_{AC}) + \frac{q_1}{2\pi}}{(\Gamma_2 (\omega_{AC}) + \frac{q_1}{2\pi})^2 + \Gamma_3^2 (\omega_{AC})} \right) \frac{\delta n_y - \Gamma_3 (\omega_{AC}) \delta n_x}{\Gamma_3 (\omega_{AC})}.
\end{align*}
\]

(19a)

These transverse solutions can then be used to obtain the solutions for the longitudinal component, \(\mu_n^x\), from Eq. (16). The pumping component \(I_n^{p(x)}\) is only non-zero when \(n = 0\), thereby only contributing to the DC component \(\mu_0^x\). However, there are also second harmonics in the longitudinal component of the spin accumulation. This is caused by the coupling with \(\mu_{n\pm 1}^{y,z}\) from the backflow, the only finite components of \(\mu_{n\pm 1}^{y,z}\). In summary, we find that \(\mu_n^x\) is finite when \(n = 0, \pm 2\), and zero for all other values of \(n\).
The Fourier components of the total spin current at the interface \((y = 0)\) then become
\[
I_0 = \Gamma_1(0) \mu_x e_x, \quad (20a)
\]
\[
I_1 = [\Gamma_2(\omega_{AC}) \mu_1^y + \Gamma_3(\omega_{AC}) \mu_1^z] e_y + [\Gamma_2(\omega_{AC}) \mu_1^x - \Gamma_3(\omega_{AC}) \mu_1^y] e_z, \quad (20b)
\]
\[
I_2 = \Gamma_1(2\omega_{AC}) \mu_2^z e_x \quad (20c)
\]
and all higher harmonics vanish, \(I_n = 0\) \(\forall |n| \geq 3\). Also, \(I_{-n} = (I_n)^*\). The total spatiotemporal spin current in the normal metal is then
\[
I^N_y(y, t) = \left[ \Gamma_1(y, 0) \mu_0^y + 2Re(\Gamma_1(y, 2\omega_{AC}) \mu_2^x e^{2\omega_{AC}t}) \right] e_x
+ 2Re(\Gamma_2(y, \omega_{AC}) \mu_1^y e^{\omega_{AC}t} + \Gamma_3(y, \omega_{AC}) \mu_1^z e^{\omega_{AC}t}) e_y
+ 2Re(\Gamma_2(y, \omega_{AC}) \mu_1^x e^{\omega_{AC}t} - \Gamma_3(y, \omega_{AC}) \mu_1^y e^{\omega_{AC}t}) e_z. \quad (21)
\]

We will now use this result to compute the inverse spin Hall effect (ISHE) to the lowest order in the spin-Hall angle. The charge current in the normal metal generated by the ISHE is\(^{6,7}\)
\[
J_{\text{ISHE}}^N(y, t) = \theta_N \frac{2e}{\hbar} e_y \times I^N_y(y, t), \quad (22)
\]
where \(\theta_N\) is the spin Hall angle in the normal metal. This charge current causes a build-up of charge accumulation at the interface. In turn, the charge accumulation generates a counter diffusion charge flow so that the net charge current in the open system vanishes.

This electric field is then
\[
E(t) = -\frac{2\theta_N e}{\hbar \sigma_N d_N} e_y \times \int_0^{d_N} I^N_y(y, t) dy = E_{x}^{DC}(t) e_z + (E_{x}^{AC}(t) + E_{x}^{DC}(t)) e_z, \quad (23)
\]
where \(\sigma_N\) is the conductivity of the normal metal. From this we find that the DC electric field becomes
\[
E_{x}^{DC} = \frac{\theta_N e v d_N}{\sigma_N d_N} \left( 1 - \frac{1}{\cosh(d_N/\lambda_{SA})} \right) \mu_0^y. \quad (24)
\]
The first harmonic AC component is
\[
E_{x}^{AC}(t) = \frac{\theta_N e v d_N}{\sigma_N d_N} \text{Re} \left[ \left( \frac{1}{\cosh(\kappa_3(\omega_{AC})d_N)} - \frac{1}{\cosh(\kappa_2(\omega_{AC})d_N)} \right) \mu_1^y e^{\omega_{AC}t}
- (2 - \frac{1}{\cosh(\kappa_2(\omega_{AC})d_N)} - \frac{1}{\cosh(\kappa_3(\omega_{AC})d_N)} \right) \mu_1^z e^{\omega_{AC}t} \right] \quad (25)
\]
Finally, the second harmonic AC component is
\[
E_{x}^{AC}(t) = \frac{2\theta_N e v d_N}{\sigma_N d_N} \text{Re} \left[ \left( 1 - \frac{1}{\cosh(\kappa_1(2\omega_{AC})d_N)} \right) \mu_2^y e^{2\omega_{AC}t} \right]. \quad (26)
\]
While the DC component and the second harmonic AC component are quadratic in the spin deviations, the first harmonic AC component is linear in the perturbations.
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I. INTRODUCTION

Antiferromagnets have many qualities that make them attractive for use in spintronic devices. For example, the absence of stray fields allows for dense storage of components without undesired cross talk between the active elements. The most interesting feature of antiferromagnets is that their high resonance frequencies pave the way toward terahertz circuits [1].

Current-induced spin-transfer torques (STTs) can induce ferromagnetic resonance [2] in both metallic and insulating ferromagnets [3,4]. An antidampinglike STT is even under magnetization reversal [5]. Consequently, the magnetic moments in the two sublattices of a collinear antiferromagnetic insulator experience the same STT, which enables STT-driven spin dynamics in antiferromagnets. Current-induced STT is a powerful method for probing the magnetization dynamics in magnetic layers [6,7]. An electric signal can simultaneously drive and detect the magnetization dynamics. An ac voltage leads to an alternating spin current through the spin Hall effect [8], which drives the magnetic moments at resonance. Subsequently, the spin Hall magnetoresistance (SMR) and spin pumping (SP) induce dc voltages through the inverse spin Hall effect (ISHE) [9].

SMR [10,11] is the dependence of the normal-metal resistance on the orientation of the magnetic moments in an adjacent magnetic layer relative to the applied current. When the magnetic moments precess, the resistance of the metal correspondingly oscillates. The mixing of the oscillating resistance and charge current generates a dc voltage bias that can provide insights into the magnetization dynamics. Recent experiments have indicated that SMR also occurs in antiferromagnetic-insulator/normal-metal (AF/N) bilayers [12–16]. Theoretical predictions have also been made for conducting antiferromagnets [17].

Similar to ferromagnets, SP is also active in antiferromagnets [18]. However, to the best of our knowledge, there are no direct experimental detections of antiferromagnetic SP. The lack of direct experimental signatures is possibly due to the high resonance frequencies and low susceptibilities of the magnetic moments in antiferromagnets, which make experimental detection challenging. However, we have recently theoretically shown that the susceptibilities and thus the dc SP substantially increase near the spin-flop transition, where the resonance frequency is low [19]. Therefore, we expect that antiferromagnetic SP will be a prominent effect if we drive our system close to the spin-flop transition.

In this paper, we compute the dc voltages resulting from SMR and SP in antiferromagnetic-insulator/normal-metal bilayers. The driving source is an ac voltage bias on the normal metal. We consider the excitation of a sublattice macrospin mode, henceforth referred to as the macrospin mode, where the magnetization dynamics within each sublattice is spatially uniform throughout the antiferromagnet. In addition to the macrospin mode, we also consider the excitation of transverse standing spin waves. These standing waves have a higher resonance frequency than that of the uniform precession modes, and these waves can be excited by tuning the frequency of the applied voltage bias. The detection of such waves would reveal a wide variety of properties of the antiferromagnetic material. The resonance frequencies can be used to determine contributions to the free energy of the antiferromagnet, such as exchange and anisotropy frequencies and the exchange lengths of the sublattices. The amplitudes and linewidths of the resonance peaks can also be used to determine both the intrinsic and SP-induced damping and thus the transverse spin conductance of the AF/N interface. Finally, we also show how the SMR and SP dc voltages can be separated by sandwiching the antiferromagnetic material between two metals and measuring the dc biases in the metals independently.
FIG. 1. An ac voltage applied to a normal metal with strong spin-orbit coupling generates spin currents that flow into the antiferromagnetic insulator, exciting the magnetic moments. The direction of the applied voltage and the easy axis of the antiferromagnet are parallel to the AF/N interface, and there is an angle of \( \theta \) between them. An external field \( H_0 \), along the easy axis of the antiferromagnet controls the resonance frequency and the magnetic susceptibilities.

This approach requires that the dissipation of the pumped spin current through the antiferromagnet is negligible. We therefore study for what thicknesses of the antiferromagnetic layer and for what resonance frequencies this is a valid assumption.

The remainder of this paper is organized as follows. In Sec. II, we present the model that describes the magnetization dynamics in an antiferromagnetic insulator and the accumulation of spins in an adjacent nonmagnetic metal. In that section, we primarily focus on an AF/N bilayer, as illustrated in Fig. 1. The solution of the model for the bilayer system is then presented in Sec. III. This solution is used to obtain analytical expressions for the dc voltages resulting from SP and SMR, given by Eq. (31). These expressions are our main result for the bilayer system. In Sec. IV, we extend the solution of the model presented in Sec. II to a N[AF/N] trilayer system (as illustrated in Fig. 4 below). For the trilayer system, our main contribution is illustrating how this system can be used to measure the SP and SMR voltages independently. These contributions cannot be distinguished in the bilayer system because they have the same frequency dependence.

II. MODEL

A. Equations of motion

The sublattice magnetizations of the antiferromagnetic insulator are \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \). We describe the dynamics of these magnetizations in terms of the dimensionless average magnetization and Néel order parameter vectors \( \mathbf{m} \) and \( \mathbf{n} \), which are defined as \( L \mathbf{m} = (\mathbf{M}_1 + \mathbf{M}_2)/2 \) and \( L \mathbf{n} = (\mathbf{M}_1 - \mathbf{M}_2)/2 \), where \( L \) is the saturation magnetization of each sublattice. These vectors satisfy the constraints \( \mathbf{m}^2 + \mathbf{n}^2 = 1 \) and \( \mathbf{m} \cdot \mathbf{n} = 0 \). The coupled equations of motion for \( \mathbf{m} \) and \( \mathbf{n} \) are given by the Landau-Lifshitz-Gilbert (LLG) equations

\[
\dot{\mathbf{m}} = \frac{1}{2} (\omega_{\text{m}} \times \mathbf{m} + \mathbf{m} \times \mathbf{\omega}_n) + \frac{1}{2} \mathbf{m} + \mathbf{n}^\text{GD} + \mathbf{n}^\text{SP} + \mathbf{n}^\text{STT},
\]

\[
\dot{\mathbf{n}} = \frac{1}{2} (\omega_{\text{n}} \times \mathbf{n} + \mathbf{n} \times \mathbf{\omega}_m) + \frac{1}{2} \mathbf{m} + \mathbf{n}^\text{GD} + \mathbf{n}^\text{SP} + \mathbf{n}^\text{STT}.
\]

In the LLG equations (1), the Gilbert damping torques are

\[
\mathbf{r}_m^\text{GD} = \alpha_0 (\mathbf{m} \times \dot{\mathbf{m}} + \mathbf{m} \times \dot{\mathbf{n}}),
\]

\[
\mathbf{r}_n^\text{GD} = \alpha_0 (\mathbf{n} \times \dot{\mathbf{m}} + \mathbf{n} \times \dot{\mathbf{n}}),
\]

the interfacial SP torques are

\[
\mathbf{r}_m^\text{SP} = \alpha' \delta_{\text{AF}} (y) (\mathbf{m} \times \dot{\mathbf{m}} + \mathbf{n} \times \dot{\mathbf{n}}),
\]

\[
\mathbf{r}_n^\text{SP} = \alpha' \delta_{\text{AF}} (y) (\mathbf{n} \times \dot{\mathbf{m}} + \mathbf{n} \times \dot{\mathbf{n}}),
\]

and the STTs are

\[
\mathbf{r}_m^\text{STT} = \alpha' \delta_{\text{AF}} (y) \left[ \mathbf{m} \times \left( \mathbf{m} \times \mu_n^m (y,t) \right) \right] + \mathbf{n} \times \left[ \mathbf{n} \times \mu_n^m (y,t) \right],
\]

\[
\mathbf{r}_n^\text{STT} = \alpha' \delta_{\text{AF}} (y) \left[ \mathbf{m} \times \left( \mathbf{n} \times \mu_n^m (y,t) \right) \right] + \mathbf{n} \times \left[ \mathbf{m} \times \mu_n^m (y,t) \right].
\]

Here, we have introduced the SP-induced enhanced damping parameter \( \alpha' = \hbar \gamma g_s / (4 \pi N A d_{\text{AF}}) \), and \( \alpha_0 \) is the intrinsic Gilbert damping parameter. \( \gamma \) is the AF/N interface area, \( \gamma \) is the gyromagnetic ratio, \( g_s \) is the transverse spin conductance at the AF/N interface, and \( d_{\text{AF}} \) is the thickness of the antiferromagnetic layer. The STTs depend on the spin accumulation \( \mu_n^m \) in the normal metal.

The frequencies \( \omega_{\text{m,n}} \) corresponding to the effective fields are \( \omega_{\text{m,n}} = - f(y)/L \cdot \delta f/\delta \mathbf{m} \) and \( \omega_{\text{m,n}} = - f(y)/L \cdot \delta f/\delta \mathbf{n} \), where \( f \) is the free-energy density in a continuum approximation,

\[
f = \frac{L}{\gamma} \left[ \omega_{\text{m}} \mathbf{m}^2 - 2 \omega_{\text{n}} \mathbf{n}^2 - 2 \lambda \mathbf{n} \cdot \mathbf{m} \right] - \omega_0 \left[ \mathbf{n}^2 + \mathbf{m}^2 - \lambda^2 \left( \mathbf{m}^2 + \mathbf{n}^2 \right) \right].
\]

Here, \( \omega_{\text{m,n}} \) is the exchange frequency, \( \omega_0 \) is the easy-axis anisotropy frequency, \( \omega_0 \) is the frequency that describes the external magnetic field along the easy axis, and \( \lambda \) is the exchange length. The exchange length is defined as \( \lambda^2 = \alpha'^2 \omega_0 / (4 \omega_0) \) [20], where \( \alpha \) is the length of the antiferromagnetic unit cell.

We will compute the induced dc voltages to the second order in the spin excitations. For this purpose, computing the spin excitations to the first order in their deviations from equilibrium is sufficient. For simplicity, we assume an ideal compensated antiferromagnetic-insulator-metal interface. In this case, we can excite only standing waves in the transversal direction, along the interface normal. Impurities, an uneven interface, or a sufficiently high temperature can also facilitate the excitations of waves in other directions. Within our assumptions, we linearize the LLG equations and use a harmonic transversal standing-wave ansatz of the solutions:

\[
\mathbf{m}(y,t) = \frac{1}{2} [i \mathbf{m}(y)e^{i \omega t} + \mathbf{m}^*(y)e^{-i \omega t}],
\]

\[
\mathbf{n}(y,t) = n_0 + \frac{1}{2} [i \mathbf{n}(y)e^{i \omega t} + \mathbf{n}^*(y)e^{-i \omega t}].
\]
FIG. 2. Standing waves of the Néel order parameter in the transversal direction of the antiferromagnet ($y \in [-d_{AF}, 0]$) in the limit when $\phi_{AF} = 0$ and $k_{AF}^{N}d_{AF} = N\pi$.

where $\omega$ is the frequency of the dynamical source, $\hbar \omega = \hat{\omega}$, and

\[
\delta \mathbf{m}(y) = \delta m_{x} \cos \left[k_{y}^{N}(d_{AF} + y) + \phi_{x}^{N}\right]\hat{\mathbf{x}} + \delta m_{y} \cos \left[k_{y}^{N}(d_{AF} + y) + \phi_{y}^{N}\right]\hat{\mathbf{y}} + \delta m_{z} \cos \left[k_{y}^{N}(d_{AF} + y) + \phi_{z}^{N}\right]\hat{\mathbf{z}}. \tag{7a}
\]

\[
\delta \mathbf{n}(y) = \delta n_{x} \cos \left[k_{y}^{N}(d_{AF} + y) + \phi_{x}^{N}\right]\hat{\mathbf{x}} + \delta n_{y} \cos \left[k_{y}^{N}(d_{AF} + y) + \phi_{y}^{N}\right]\hat{\mathbf{y}} + \delta n_{z} \cos \left[k_{y}^{N}(d_{AF} + y) + \phi_{z}^{N}\right]\hat{\mathbf{z}}. \tag{7b}
\]

Here, $\delta m_{x}$, $\delta m_{y}$, and $\delta m_{z}$ are complex precession amplitudes, $k_{x,y,z}^{N}$ are the wave numbers of the standing waves, and $\phi_{x,y,z}^{N}$ are relative phases. Figure 2 illustrates the different standing waves.

**B. Spin accumulation**

The spin-diffusion equation determines the spatiotemporal evolution of the spin accumulation $\mu_{N}^{s}(\mathbf{r}, t)$ in the normal metal,

\[
\frac{\partial \mu_{N}^{s}(\mathbf{r}, t)}{\partial t} = \gamma_{N} \mathbf{H}_{0} \times \mu_{N}^{s} + D_{N} \frac{\partial^{2} \mu_{N}^{s}}{\partial y^{2}} - \frac{\mu_{N}^{s}}{\tau_{d}^{N}}, \tag{8}
\]

where $\gamma_{N}$ is the gyromagnetic ratio in the normal metal, $\mathbf{H}_{0}$ is an external magnetic field, $D_{N}$ is the diffusion constant, and $\tau_{d}^{N}$ is the spin-flip relaxation time. When $\tau_{d}^{N}$ is considerably smaller than the other time scales of the system (applied ac voltage frequency and characteristic magnetic field frequency $\omega_{H} = \gamma_{N}|\mathbf{H}_{0}|$), the spin-diffusion equation can be approximated to be static. This approximation is true for metals such as Pt, which has a spin-flip relaxation time that is as low as 0.01 ps [21]. We use this simplification in our calculations, leaving us with a one-dimensional Helmholtz equation characterized by the spin-diffusion length $\lambda_{N}^{s} = D_{N}\tau_{d}^{N}$, with solutions given by hyperbolic functions.

The source of the spin accumulation in the normal metal is an ac voltage. This ac voltage leads to an ac charge current $I(t) = I_{0}^{N}(t)k'$ in the metal, which generates an oscillating spin current through the spin Hall effect [8]. We consider a harmonic ac current with frequency $\omega$. The total spin current in the normal metal is then

\[
I_{N}^{s}(y, t) = \frac{\hbar \omega \hbar \sigma_{d}^{N}}{2e} \frac{\partial \mu_{N}^{s}(y, t)}{\partial y}. \tag{9}
\]

where $\theta_{SH}$ is the spin Hall angle and $\sigma$ is the conductivity of the normal metal.

The boundary conditions that $\mu_{N}^{s}$ must satisfy are that the spin current across the normal-metal-vacuum interface must vanish $|I_{N}^{s}(y = d_{N}, t)| = 0$, where $d_{N}$ is the thickness of the metallic layer and that the spin current across the AF/N interface is continuous $|I_{N}^{s}(y = 0, t)| = |I_{AF}^{N}(y = 0, t)|$. The spin current in the antiferromagnetic insulator is given by contributions from SP and STTs, and it is approximated as

\[
I_{AF}^{s}(t) \approx \frac{\hbar}{2e}(\hbar\mathbf{n} \times \mathbf{n} + \mathbf{n} \times (\mathbf{n} \times \mathbf{B})). \tag{10}
\]

to the leading order in the applied ac voltage bias. We have disregarded contributions from the imaginary part of the transverse spin conductance since it is small in most materials. We also consider the exchange limit ($\omega_{H} \ll \omega_{E}$), which is a good approximation for many antiferromagnetic materials. In the exchange limit, the antiferromagnet is approximately collinear also at resonance, which means that the net magnetization is negligible. Any SP contributions from the magnetization will therefore be insignificant compared to the SP from the Néel order parameter. By solving the spin-diffusion equation (8) with the boundary conditions, we find that

\[
\mu_{N}^{s}(y, t) = \mu_{s}(t) \begin{pmatrix}
\sinh \left(\frac{2y - d_{N}}{2N_{s}^{s}}\right)/N_{s}^{s} \\
\sinh \left(\frac{d_{N}}{2N_{s}^{s}}\right)/N_{s}^{s}
\end{pmatrix}
\begin{pmatrix}
\mathbf{1} + \xi + \frac{1}{1 + \xi} \\
\cos \left(\frac{\pi}{2} - \frac{\pi}{2}\right)
\end{pmatrix}
\times (\mathbf{h}(\mathbf{n} \times \mathbf{n} - \mathbf{n} \times (\mathbf{n} \times \hat{\mathbf{z}))})_{y=0}. \tag{11}
\]

where we have introduced the dimensionless parameter

\[
\xi = \pi \hbar \sigma \mathbf{A} \tan \theta_{s}(d_{N}/N_{s}^{s})/(2N_{s}^{s}c_{2N_{s}^{s}2N_{s}^{s}}). \tag{12}
\]

and a characteristic spin accumulation

\[
\mu_{s}(t) = 2\hbar \omega_{H} \mathbf{e} \mathbf{N}^{s} \tan \theta_{s}(d_{N}/2N_{s}^{s})I_{AF}^{N}(t)/(A\mathbf{A}). \tag{13}
\]

**C. Magnetization dynamics**

The magnetization dynamics in the antiferromagnet can be divided into two separate regions: the dynamics at the interfaces and the dynamics in the bulk. At the AF/N interface, the STTs $\tau_{AFN}^{ST}$ drive the dynamics, and there are also dissipative SP torques $\tau_{SP}^{AFN}$. By integrating the LLG equations (1) in a low volume around the AF/N interface, we find the boundary conditions for $\mathbf{n}$:

\[
d_{AF}^{s}(\mathbf{n} \times \mathbf{n} + \frac{1}{N_{s}^{s}}(\mathbf{n} \times (\mathbf{n} \times \mu_{N}^{s})))_{y=0} = 0. \tag{14}
\]

We assume that the other interface ($y = -d_{AF}$) connects to vacuum or a substrate with neither SP nor spin transfer.
Subsequently, there is only a contribution to the boundary conditions from the exchange stiffness, which requires that the spatial derivative in the transversal direction vanishes.

By linearizing the boundary condition in Eq. (14) with the ansatz in Eq. (6), we obtain the following constraint on the wave number $k_z^2$:

$$k_z^2 d_{AF} \tan \left( k_z^2 d_{AF} \right) = \frac{d_{AF}^2 \mu_{AF}^2 k_z^2}{\lambda^2 \omega_0} \kappa,$$  \hspace{1cm} (15)

where we have introduced

$$\kappa = \left[ 1 + \frac{2 \epsilon g \lambda_{AF}^2 \cosh( d_{AF} / \lambda_{AF})}{A \pi \hbar} \right]^{-1} \frac{\kappa}{\xi + 1}.$$  \hspace{1cm} (16)

When the term on the right-hand side of Eq. (15) is small, we can expand the solution around the roots where $k_z^2 d_{AF} \approx N \pi$ ($N = 0, 1, 2, \ldots$) to determine the wave numbers. This limit corresponds to the low-damping limit where the decay of the standing waves in the antiferromagnetic layer is negligible. Note that the opposite (high-damping) limit implies that the precessions at the interface (and thus the SP and SMR voltages) become small; therefore, this limit is of little interest.

The constraint from the boundary conditions in Eq. (14) on the wave number $k_z^2$ depends on an amplitude of $\delta n$:

$$\delta n \left[ \lambda^2 k_z^2 \omega_0 \sin \left( k_z^2 d_{AF} \right) - i d_{AF} \omega_0 k \cos \left( k_z^2 d_{AF} \right) \right] = d_{AF} \cos \theta \alpha' | \mu_{AF} | / \hbar.$$  \hspace{1cm} (17)

Another equation is required to find solutions for $\delta n$, and $k_z^2$; therefore, we must solve the LLG equations in the bulk of the antiferromagnet.

In the bulk ($-d_{AF} < y < 0$), the LLG equation becomes a 4 x 4 matrix equation. A nontrivial solution requires the determinant of this matrix to be zero because there is no dynamical source in the bulk. The dynamics enters through the boundary conditions at the interface. Because the determinant is independent of the precession amplitudes $\delta m$ and $\delta n$, we can use this condition to determine the solutions for $k_z^2$ that allow a nontrivial solution of the precession amplitudes. The amplitude $\delta m$, can be then determined from Eq. (17), and the remaining amplitudes $\delta m_z$, $\delta m_y$, and $\delta n_z$ can be determined from the eigenvectors of the LLG bulk equations.

III. SPIN-TRANSFER-TORQUE-INDUCED ANTIFERROMAGNETIC RESONANCE

A. Frequency spectrum and susceptibilities

When we are in both the low-damping and exchange limits, the resonance frequencies of the $N$-mode standing-wave mode are $\omega_0^{N}(N) = \omega_0^{(N)} \pm |\omega_0|$, where

$$\omega_0^{(N)} = \omega_0 \left[ 1 + \left( \frac{N \pi \lambda}{d_{AF}} \right)^2 \right]^{1/2}.$$  \hspace{1cm} (18)

and $\omega_0 \approx \sqrt{\Delta \omega_0 \omega_0}$ is the gap frequency. The solutions of Eq. (17) around the $k_z^2 d_{AF} = N \pi$ roots are approximately complex Lorentzians,

$$\delta n_{y,z}^{(N)}(\omega) \approx \frac{(1)^{N+1}\alpha^{(N)} k \cos |\mu_{AF}|/2 \Delta \omega_0^{N}/2}{|\omega| - |\omega_0^{(N)}| + i \Delta \omega_0^{N}/2},$$  \hspace{1cm} (19)

where we have introduced the linewidth

$$\Delta \omega_0^{N} = 2(\omega_0 + \alpha^{(N)} k) |\omega_0^{(N)}| \sqrt{d_{AF}^2 / 2 \hbar \omega_0^{(N)}}.$$  \hspace{1cm} (20)

We have also introduced the effective SP damping parameter $\alpha^{(N)}$ for the $N$-mode spin wave, where $\alpha^{(N=N:\lambda)} = \alpha'$ and $\alpha^{(N=0)} = 2\alpha'$, which is analogous to the result for ferromagnetic spin waves [22].

The Lorentzian approximation in Eqs. (19) and (20) is valid to the lowest order in $|\omega|$. The only suppression arise from the high resonance frequencies of the antiferromagnet, and this suppression is also present in the magnetic-field-driven case in addition to the $\sqrt{\omega_0 / \omega_0}$ factor. The $z$ component of the Néel order parameter is related to the $y$ component by

$$\cos \left( k_z^2 d_{AF} \right) \delta n_z^{(N)} = \mp \text{sgn}(\omega_0) \cos \left( k_z^2 d_{AF} \right) \delta n_y^{(N)}.$$  \hspace{1cm} (21)

This is obtained through the eigenvectors of the bulk LLG equations in Eq. (1) in the region where $-d_{AF} < y < 0$. The magnetization $\delta m$ also has a circular polarization for uniaxial antiferromagnets, and its amplitude is suppressed by a factor of $\sqrt{\omega_0 / \omega_0}$.

B. Spin Hall magnetoresistance and spin pumping dc voltages

We can now use our solutions of the spin accumulation in Eq. (11) and precession amplitudes in Eqs. (19) and (21) to...
determine the total charge current resulting from the applied voltage and interaction with the antiferromagnet driven at resonance. This charge current density is [21]
\[ j(y,t) = \frac{I_0(t)}{A} \mathbf{\hat{y}} + \frac{\partial \sigma_0}{\partial y} \mathbf{\hat{y}} + \frac{\partial^{(2)} \mathbf{\hat{y}}}{\partial y^2}, \]  
(23)

By averaging over the normal metal, \[ \bar{j}(y,t) = \frac{1}{T} \int_0^T j(y,t) \, dt, \]
we find that the contributions to the \( y \) direction are
\[ \bar{j}^{\text{SMR}}(y,t) + \bar{j}^{\text{SP}}(y,t), \]
(24)

where
\[ \bar{j}^{\text{SMR}}(y,t) = \frac{I_0(t)}{A} \left[ 1 - \frac{\Delta \rho_0}{\rho} - \frac{\Delta \rho_0}{\rho} \left( 1 - n^2 \right) \right] \eta(y,n), \]
(25)
\[ \bar{j}^{\text{SP}}(y,t) = -\frac{\partial \sigma_0}{\partial x} \eta(n \times \mathbf{\hat{n}}), \]
(26)

Here, we have introduced
\[ \Delta \rho_0 = -\rho_0 \frac{2 \eta}{d_0} \tanh \left( \frac{d_0}{2 \eta} \right), \]
(27)
\[ \eta = \frac{1}{1 + \left( \frac{d_0}{2 \eta} \right)^2} \tanh \left( \frac{d_0}{2 \eta} \right), \]

and the SMR \( \Delta \rho_0 = -\eta \Delta \rho_0 / 2, \rho = 1/\alpha \) is the resistivity of the normal metal. The contributions from both the SMR and the SP induce a dc component in the resulting ISHE voltage in the normal metal. Assuming that \( I_0(t) = I_0 \cos(\omega t) \), we find that
\[ \langle j^{\text{SMR}}(y,t) \rangle = \frac{\Delta \rho_0 I_0^2}{2 \rho A} \sin \theta \tanh \left( \frac{d_0}{2 \eta} \right) \sin \theta. \]
(29)

To find the dc contributions from SP, we study the dc component of \( (n \times n) \cdot j \), and we compute that
\[ \langle (n \times n) \cdot j \rangle = -\alpha d_0 \left[ \frac{\partial \sigma_0}{\partial x} \cos \left( k_d x \right) \right] \sin \theta. \]
(30)

Let us now compare the results for the dc components of \( j^{\text{SMR}} \) and \( j^{\text{SP}} \) in Eqs. (25) and (26) to the ferromagnetic case [3]. We observe that the results are exactly the same when \( n \to \mathbf{M} \) and \( G \to 2G \), where \( \mathbf{M} \) is the magnetization unit vector in the ferromagnet and \( G \) is the real transverse spin conductance in Ref. [3].

Experiments measuring the SMR in NiO/Pt heterostructures indicate that the SMR is negative for antiferromagnets [13–16]. Because the only key difference between the antiferromagnetic case and the ferromagnetic case is that the Néel order parameter, not the magnetization, causes the SMR, the negative sign must be due to some property of the Néel order parameter. This is in agreement with the reasoning in Ref. [14], where the negative SMR is explained by the coupling of the Néel order parameter to the magnetic field. They typically couple perpendicularly to each other, whereas for ferromagnets, the magnetization couples along the magnetic field. The perpendicular coupling gives rise to a \( \pi/2 \) phase shift relative to the ferromagnetic case and a negative sign in the measured SMR.

If we consider the case in which the susceptibility of the Néel order parameter is of the same order of magnitude as the susceptibility of the magnetization in a ferromagnet, then the SMR and SP voltages in an antiferromagnet should be comparable to those in a ferromagnet. Equation (19) shows that the susceptibility scales with the inverse of the resonance frequency. The susceptibility of the Néel order parameter therefore becomes comparable to that of the magnetization in a ferromagnet when the system is driven close to the spin-flop transition, where the resonance frequency is small [19].

Inserting our solutions of the frequency-dependent amplitudes in Eqs. (19) and (21), the dc voltages as a function of applied ac voltage frequency become approximately
\[ V_{\text{dc}}^{\text{SMR}}(\omega) = \text{sgn}(\omega H_0) K \sin \theta \frac{\rho_0}{A} \left[ \frac{2}{\lambda^{(N)}} \right]^2 \sum_N \sum_{\lambda=\pm1} \left| \frac{\alpha^{(N)}}{\omega^{(N)}} \right|^2 \left| L_N^{(N)}(\omega) \right|^2, \]
\[ V_{\text{dc}}^{\text{SP}}(\omega) = -\text{sgn}(\omega H_0) K \sin \theta \frac{\rho_0}{A} \left[ \frac{2}{\lambda^{(N)}} \right]^2 \sum_N \sum_{\lambda=\pm1} \left| \frac{\alpha^{(N)}}{\omega^{(N)}} \right|^2 \left| L_N^{(N)}(\omega) \right|^2, \]
where \( V_{\text{dc}}^{\text{SMR/SP}} = \bar{j}^{\text{SMR/SP}}(y,t), \) and \( l \) is the length of the bilayer in the direction of the applied voltage. We have also introduced the symmetric Lorentzian
\[ L_N^{(N)}(\omega) = \frac{\left( \Delta \omega^{(N)} / 2 \right)^2}{\left| \omega^{(N)} \right|^2 + \left( \Delta \omega^{(N)} / 2 \right)^2}, \]
(32)

and the constant
\[ K = \frac{\kappa \eta}{d_0} \frac{d_0}{\lambda^{(N)}} \sin \theta \frac{d_0}{2 \eta}. \]
(33)

In our model, the SMR and SP voltages as functions of frequency are described via symmetric Lorentzians. However, we have not included the contributions from the Oersted field to the dynamics. The charge current causes an oscillating magnetic field that leads to an antisymmetric Lorentzian component [3]. One therefore needs to filter out the antisymmetric component before comparing experimental data with our model. We did not take the Oersted field in the free energy into account since the susceptibility associated with this magnetic field is a factor of \( 1 - \sqrt{d_0 / \omega g} \) smaller than the susceptibility associated with the spin accumulation [23]. Moreover, because the Oersted field is approximately uniform in a sufficiently thin antiferromagnetic film, it can couple only to the \( N = 0 \) mode. The symmetric Lorentzian can therefore be expected to be the dominant component of the signal for most antiferromagnetic materials and should be the only component for the \( N \neq 0 \) modes.

Next, we will compute the dc voltages for a MnF\(_2\)/Pt bilayer using the parameters in Tables I and II. Direct measurements

| TABLE I. Material parameters for MnF\(_2\). |
|-----------------|-----------------|----------------|
| \( \alpha_0 \) (s\(^{-1}\)) | \( \alpha_1 \) (s\(^{-1}\)) | \( L \) (A/m) |
| 9.3 \times 10\(^{-3}\) | 1.5 \times 10\(^{11}\) | 47 862 |
of some of the parameters are lacking. We therefore use these missing material parameters from similar systems. We use the Gilbert damping of NiO, $\alpha_0 = 2.1 \times 10^{-4}$ [29]. The transverse conductance at AF/N interfaces has been predicted to be of the same order of magnitude as the conductance at interfaces consisting of ferromagnets or ferrimagnets and a normal metal [18]. We therefore use a typical value of the transverse conductance for ferromagnet-normal-metal systems, $g_\perp /A = 3 \times 10^{18}$ m$^{-2}$ (ferromagnet/ Pt [30]). MnF$_2$ has a tetragonal crystal structure and therefore two lattice constants. The length $a$ of the antiferromagnetic unit cell is therefore not uniquely defined for this material. The value of $a$ used to evaluate the exchange length $\lambda$ [given by $\lambda^2 = a^2 \alpha_0 (4 \pi \alpha_0)$] will be the length of the unit cell in the propagation direction of the spin waves, i.e., the $y$ direction in our geometry. In our calculations, we use the average of the two lattice constants for our characteristic length $a$. The two lattice constants for MnF$_2$ are $a_1 = 4.88$ Å and $a_2 = 3.32$ Å [31], providing the average value $a = 4.10$ Å. This value results in an estimated exchange length of 1.6 nm. We note, however, that this value depends on the orientation of the antiferromagnet. The exchange length should therefore be estimated by measuring the separation between the resonance peaks.

The results obtained using these parameters are presented in Fig. 3, where we have used $l = 100$ μm, $d_{AF} = 2\times d_{AF}$, and $I^0 / A = 10^{10}$ A/m$^2$. For the angle $\theta$ between the applied voltage and the easy axis of the antiferromagnetic material, we use a value of $\theta = 35\degree$. Optimally, one would have the ac voltage source along the easy axis direction and another pair of electrodes for detecting the resulting dc voltage perpendicular to the easy axis. However, realizing such an experimental setup with two pairs of electrodes may be impractical. When measuring the signal along the same direction as the applied voltage source, as considered here, $\theta \approx 35\degree$ is the most efficient angle for simultaneously exciting and detecting the resonance. The SMR and SP dc voltages always have opposite signs, whereas their frequency dependence is exactly the same. The partial cancellation leads to a smaller net signal. The contributions from SMR and SP cannot be distinguished from one another in this bilayer system. We also observe that the SP voltage is always smaller than the SMR voltage. For a given direction of the external magnetic field, here assuming that $\omega_H > 0$, the signs of the dc signals depend solely on whether the precessions are right handed ($\omega_H > 0$, + mode) or left handed ($\omega_H < 0$, − mode). The dc voltages resulting from the higher-energy modes are not particularly large for our choice of parameters. This is primarily due to the high resonance frequencies of these modes. The standing waves will be easier to detect in materials with a gap frequency $\omega_0$ lower than that of MnF$_2$. Examples of antiferromagnets with a low gap frequency are RhMn$_3$, which has a gap of $\omega_0/2\pi = 9$ GHz [32], and GdFe$_2$(BO$_3$)$_3$, which has a gap of $\omega_0/2\pi = 29$ GHz [33]. For comparison, the gap frequency of MnF$_2$ is $\omega_0/2\pi = 267$ GHz.

As an alternative to finding materials with lower resonance frequencies, one can apply a stronger voltage to enhance the signals because the measured dc voltages are quadratic in the applied ac voltage.

In the next section, we will discuss a trilayer system that allows separating the SMR and SP voltages. Separating these voltages yields more information about the system, such as the ratio between the intrinsic damping and the SP-enhanced damping.

### IV. SEPARATION OF SPIN-HALL-MAGNETORESISTANCE AND SPIN-PUMPING VOLTAGES

#### A. N|AF|N system

We now extend and generalize our considerations to an antiferromagnetic insulator sandwiched between two normal metals, as illustrated in Fig. 4. We apply an ac voltage with a constant amplitude to an active normal metal as in the previous sections. Additionally, we use a passive normal metal to detect the SP contributions from the antiferromagnet. Because the passive normal metal does not exhibit any SMR dc voltage to the leading order in the applied voltage source, we measure the SMR and SP voltages independently.
FIG. 4. An antiferromagnet sandwiched between two normal metals. Magnetization dynamics in the antiferromagnet is induced by applying an ac voltage with a constant amplitude on the normal metal to the right, which leads to a spin current into the antiferromagnet. A spin current is then pumped into the left normal metal, which induces a charge current through the inverse spin Hall effect.

Taking advantage of the symmetry of our system, the spin accumulation in the passive normal metal can readily be obtained from Eq. (11). Because the only source for the spin accumulation is SP from the antiferromagnet, we find the spin accumulation to be
\[
\mu_{y,t}^{S}(y,t) = \frac{h}{1 + i \omega_{c}t} \left[ (n \times n)_{y} \cdot d_{AF} \left( \cosh \left( \frac{d_{NL}}{\kappa_{AF}} \right) \right) \right]^{-1} \times \cosh \left[ \left( y + d_{NL} + d_{AF} \right) / \kappa_{AF} \right].
\]
(34)

Here, the index L implies that the value should be evaluated to the left AF interface. Consequently, the average charge current in the passive normal metal along the x’ direction becomes
\[
j_{c,x'}^{L}(t) = \int_{-\infty}^{\infty} \{ \rho_{c,x}^{L} \} \cdot \mathbf{S'} = \frac{\delta_{\rho c1 \rho n1} \eta_{1} (n \times n)_{y}}{2 \delta_{c1} \kappa_{NL}} \left[ (n \times n)_{y} \right]_{y=-d_{NL}}.
\]
(35)

If we, for simplicity, assume no decay of the spin current in the antiferromagnet, then we can observe from Eq. (26) that
\[
\rho_{c,x'}^{L}(t)_{y} = \frac{\delta_{\rho c1 \rho n1} \eta_{1} (n \times n)_{y}}{2 \delta_{c1} \kappa_{NL}} \rho_{c,x'}^{L}(t)_{y=-d_{NL}}.
\]
(36)

In other words, when the properties of both metallic layers are known, we can indirectly measure the SMR dc voltage by measuring the ratio of the dc voltage in the passive normal metal \( N_{L} \) relative to the dc voltage in the active normal metal \( N_{R} \). This indirect measurement of the SMR voltage assumes that the decay of the pumped spin current is insignificant. We will now determine in what region this approximation holds.

B. Spin-current decay

The nonzero spin current across the left AF interface implies that the boundary conditions at \( \gamma = -d_{AF} \) must be extended to include SP and STTs:
\[
d_{AF} \partial_{\gamma} \left\{ \frac{\mathbf{n} \times \mathbf{n} + \frac{1}{\rho} \left( \mathbf{n} \times \mathbf{\mu}_{y,t}^{N} \right)_{\gamma=-d_{AF}} - \alpha_{0} \left[ \mathbf{k}^{2} \mathbf{n} \times \hat{\mathbf{n}} \right]_{\gamma=-d_{AF}} = 0. \right\}
\]
(37)

The boundary conditions at \( \gamma = 0 \) remain unchanged and are given by Eq. (14). As a result of the new boundary conditions at \( \gamma = -d_{AF} \), the solutions for the phases \( \phi_{y,t}^{N} \) in our linear response ansatz in Eq. (7) are no longer zero as they were in the bilayer system. The phases will now have a finite correction in \( \alpha' \). We can rewrite our boundary conditions at \( \gamma = 0, -d_{AF} \) as the following constraints on the wave numbers and phases:
\[
k_{y,t}^{N} d_{AF} \tan \phi_{y,t}^{N} = -i \frac{d_{c1}^{N}}{\kappa_{AF}^{2} \omega_{c}^{N}} \alpha_{0} \xi_{KL}.
\]
(38a)
\[
k_{y,t}^{N} d_{AF} \tan (k_{y,t}^{N} d_{AF} + \phi_{y,t}^{N}) = \frac{d_{c1}^{N}}{\kappa_{AF}^{2} \omega_{c}^{N}} \alpha_{0} \eta_{KL}.
\]
(38b)

We can decouple the above equations to obtain constraints that are dependent on only the wave number \( k_{y,t}^{N} \):
\[
\tan \left( k_{y,t}^{N} d_{AF} + \frac{1}{k_{y,t}^{N} d_{AF}} \left( \frac{d_{c1}^{N}}{\kappa_{AF}^{2} \omega_{c}^{N}} \right) \alpha_{0} \xi_{KL} \right) = k_{y,t}^{N} d_{AF} \tan \left( k_{y,t}^{N} d_{AF} \right) \approx k_{y,t}^{N} d_{AF} \tan \left( k_{y,t}^{N} d_{AF} \right) = 2 \frac{d_{c1}^{N}}{\kappa_{AF}^{2} \omega_{c}^{N}} \alpha_{0} \eta_{KL}.
\]
(39)

where we have introduced \( \overline{\omega_{c}} = (\alpha_{0} \xi_{KL} + \alpha_{0} \eta_{KL}) / 2 \). This constraint is similar to the constraint for the AF/N bilayer in Eq. (15) to the lowest order in \( \alpha' \), except that \( \alpha' \kappa \rightarrow 2 \overline{\omega_{c}} \kappa \). The enhanced damping due to SP is because we now pump spins across two interfaces rather than across one interface. The last constraint on \( k_{y,t}^{N} \) is equivalent to Eq. (17), where we now also have to take the nonzero phase \( \phi_{y,t}^{N} \) into account; thus, the boundary condition becomes
\[
d_{AF} \cos \theta_{NL} \kappa_{R} |n_{y,y}| / h = \beta n_{y} \left[ \mathbf{k}_{y,t}^{N} \sin \left( k_{y,t}^{N} d_{AF} + \phi_{y,t}^{N} \right) \right] - id_{AF} \alpha_{0} \kappa_{R} \cos \left( k_{y,t}^{N} d_{AF} + \phi_{y,t}^{N} \right).
\]
(40)

The decay of the spin current in the antiferromagnetic insulator is related to the imaginary components of \( d_{AF} k_{y,t}^{N} \). At resonance and to the lowest order in \( \alpha' \) and \( \alpha_{0} \), we find these to be
\[
|\text{Im} \{d_{AF} k_{y,N;0}^{N} \}| = \frac{d_{c1}^{N} \overline{\omega_{c}} \kappa_{0} \omega_{c}}{\lambda^{2} \Omega_{NL}}.
\]
(41a)
\[
|\text{Im} \{d_{AF} k_{y,N;0}^{N} \}| = \frac{d_{c1}^{N} \overline{\omega_{c}} \kappa_{0} \omega_{c}}{\lambda^{2} \Omega_{NL}}.
\]
(41b)

for the macrospin mode and
\[
|\text{Im} \{d_{AF} k_{y,N;0}^{N} \}| = \frac{2d_{c1}^{N} \overline{\omega_{c}} \kappa_{0} \omega_{c}}{\lambda^{2} N \Omega_{NL}}.
\]
(42a)
\[
|\text{Im} \{d_{AF} k_{y,N;0}^{N} \}| = \frac{2d_{c1}^{N} \overline{\omega_{c}} \kappa_{0} \omega_{c}}{\lambda^{2} N \Omega_{NL}}.
\]
(42b)

for the standing-wave modes, respectively.

Let us now study how the imaginary components in Eqs. (41) and (42) scale with \( d_{AF} \) and the resonance frequency \( \omega_{c} \). Since the SP-induced damping \( \alpha' \propto 1/d_{AF} \), \( \text{Im} \{d_{AF} k_{y,N;0}^{N} \} \) scales as \( (d_{AF} \omega_{c})^{\xi} \), where \( \xi = 1/2 \) for the macrospin mode and \( \xi = 1 \) for the standing waves (\( N > 0 \)). In the limit where
FIG. 5. Ratio of the spin pumping at the passive AF/N interface relative to the spin pumping at the active AF/N interface as a function of $d_{AF}$ for three of the low-energy left-handed $N_>$ modes at $\omega_{AF} = 0.97\lambda_{AF} (|\mathbf{H}| = 9.24 \text{ T})$.

$\alpha_0 < \alpha$, when the bulk damping is small compared to the interface damping, $\text{Im}(d_{AF}k_{y,N}^2)$ scales as $\text{Im}(d_{AF}k_{y,N}^2)$. However, when $\alpha_0$ becomes large compared to $\alpha$, the bulk damping dominates, and $\text{Im}(d_{AF}k_{y,N}^2)$ scales as $\alpha(d_{AF}k_{y,N}^2)^2$. We can then observe, as expected, that the spin current decays faster as a function of $d_{AF}$ for thicker films where the bulk damping dominates. Based on these scaling relations, we observe that we can minimize the decay of the spin current, thereby keeping the magnitude of the SP at the two interfaces similar to each other, by (i) keeping the antiferromagnetic layer sufficiently thin and (ii) reducing the resonance frequency by driving the system close to the spin-flop transition.

Assuming that the SP is dominated by the dynamics of $\mathbf{n}$, which is a good assumption for most collinear antiferromagnets, the transmission of the pumped spin current through the antiferromagnetic layer can be defined as

$$T_{\text{SP}}^{(N)} = \frac{((\mathbf{n} \times \mathbf{n})_{\omega_{AF} - \omega})_{\mathbf{k}_{y,N}^2}}{(\mathbf{n} \times \mathbf{n})_{\omega_{AF} + \omega})_{\mathbf{k}_{y,N}^2}}.$$  \hspace{1cm} (43)

This describes the ratio of the SP at the passive interface relative to the active interface where we excite the dynamics by injecting a spin current. When this ratio is close to unity, it is a good assumption that we are in the low-decay regime, and the pumped spin current across the two interfaces will be approximately the same. In the low-decay regime, the SMR and SP dc voltages can be separated by measuring the dc voltage in both normal metals independently.

We plot the transmission of the pumped spin current as a function of $d_{AF}$ in Fig. 5 for the three lowest energy modes. We use the same values for the system parameters as for the bilayer system in Sec. III B, and for simplicity, we let the properties of both metallic layers be identical. As shown, the pumped spin current of the modes with the lowest energy exhibits the fastest decay with increasing thickness of the antiferromagnetic layer. This result is as expected from the scaling behaviors in Eqs. (41) and (42), as $d_{AF}k_{y,N}^2/\lambda_{AF}$ is a small dimensionless number for the choice of parameters that we have previously considered. If $d_{AF}k_{y,N}^2/\lambda_{AF}$ is of order unity or larger, then we are in the large-damping limit, and we can therefore expect the decay of the spin-wave amplitudes to become significant. We also observe that the $N > 0$ modes decay in both the thin-film limit ($d_{AF} \sim \lambda$) and in the thick-film limit ($d_{AF} \gg \lambda$), in contrast to the behavior of the macrospin mode. This result is due to the high resonance frequencies of the standing waves when the thickness of the AF layer approaches the exchange length, as one can see from Eq. (18).

As the standing waves ($N > 0$ modes) decay considerably due to a high resonance frequency in the thin-film limit and due to the long transport distances in the thick-film limit, there will be a finite optimal-transmission thickness for these modes, as indicated by the transmission peaks in Fig. 5. For the macrospin mode, $T_{\text{SP}}^{(N)} \approx 1$ is a good approximation when the thickness of the antiferromagnetic layer is comparable to the exchange length. For the standing-wave modes there is always a notable decay for our choice of parameters. However, a transmission close to 90% is possible for thin AFs if the resonance frequency is relatively low.

To study the cause of the decay of the spin current, we compare the different contributions to the damping. For our choice of parameters, we have that $\alpha = \alpha_0$ at $d_{AF} = 440$ nm. As shown in Fig. 5, there is a significant decay of the spin current well below this thickness. This means that for our choice of parameters, the observed decay of the spin current is not primarily due to the intrinsic Gilbert damping in the bulk of the antiferromagnet. The noteworthy decay observed for relatively thin films is a consequence of the short exchange length of MnF$_2$. The spin waves are rather soft in this material. For stiffer materials with longer exchange lengths, i.e., materials with a larger exchange to anisotropy ratio, it is expected that the decay lengths will also be longer. The disadvantage of having long exchange lengths, however, is that this will also increase the resonance frequencies of the standing-wave modes, thereby making their detection more challenging. This is not the case for the macrospin mode, where the exchange length affects only the decay length of the spin waves.

Based on our results, one can observe that $T_{\text{SP}}^{(N)} \approx 1$ is a good approximation when $\text{Im}(d_{AF}k_{y,N}^2) \ll 1$. We can then utilize the analytical expressions for these imaginary components in Eqs. (41) and (42) to evaluate whether we are in a low-decay regime, where the SMR and SP dc voltages can be separated.

V. CONCLUSIONS

We have studied STT-induced antiferromagnetic resonance in bilayers that consist of an antiferromagnetic insulator and a normal metal and in a metal-antiferromagnetic-insulator-metal trilayer. We considered excitations of the uniform mode and of the transverse standing waves. The dc voltages have contributions from the SMR and SP, similar to ferromagnetic systems. In the antiferromagnetic system, the dynamics of the Néel order parameter causes these effects. A challenge in an antiferromagnetic system is the weak signals due to the low susceptibility of the Néel order parameter. We demonstrate how the signals are enhanced by driving the system close to the spin-flop transition, where the resonance frequency is lower. In trilayer systems, the contributions due to SP and SMR can be separated when the antiferromagnetic layer is thin.
Note added. Recently, an independent study of spin-transfer antiferromagnetic resonance was reported [23]. Reference [23] computes the spin accumulation and frequency dependence of the conductivity in the normal metal for the macrospin mode. A main point and difference in our work is that we consider a magnetic field that importantly reduces the output signals resulting from SP and SMR.
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Microwaves couple to magnetic moments in both ferromagnets and antiferromagnets. Although the magnons in ferromagnets and antiferromagnets radically differ, they can become entangled via strong coupling to the same microwave mode in a cavity. The equilibrium configuration of the magnetic moments crucially governs the coupling between the different magnons, because the antiferromagnetic and ferromagnetic magnons have opposite spins when their dispersion relations cross. We derive analytical expressions for the coupling strengths and find that the coupling between antiferromagnets and ferromagnets is comparable to the coupling between two ferromagnets. Our findings reveal a robust link between cavity spintronics with ferromagnets and antiferromagnets.
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Magnets and photons can couple strongly and coherently on the quantum level [1]. This coupling has been observed as hybridizations between ferromagnetic magnons and either microwave resonators [2], microwave photons [3], or optical photons [4–7]. Together, these findings constitute the birth of cavity spintronics, a new interdisciplinary field with roots in spintronics, cavity quantum electrodynamics, and quantum optics. Shortly after the initial observations of magnon-photon hybridization, experiments also achieved ultrastrong coupling between magnons and microwaves [8–11]. One can tune the coupling strength by changing the temperature of the system [12,13]. The cooperativity of the hybridization, namely, the ratio of the coupling strength to the loss rates, is a measure of the coherence in the system and can be as large as $10^7$ [10]. The transmission and reflection coefficients of a cavity are measures of the magnon-photon coupling. Brillouin light scattering [14] or spin pumping [15–17] can provide additional information. Although the focus thus far has been placed on the hybridization between ferromagnetic magnons and photons, theory predicts that there should also be a significant coupling between antiferromagnetic magnons and photons [18]. Recently, a robust coupling between microwave photons and antiferromagnetic fluctuations in an organic magnet has been observed [19].

When two ferromagnets or ferrimagnets couple to the same cavity mode or the same photons, a nonlocal interaction between the magnons emerges [20,21]. The quantized magnetic field of the cavity mode or photons mediates this indirect coupling. In turn, this coupling facilitates the coherent transport of magnons over macroscopic distances.

The magnons in ferromagnets and antiferromagnets strongly differ. Nevertheless, we will demonstrate that a strong nonlocal coupling can also arise between the magnons in an antiferromagnet and those in a ferromagnet. This link opens the door toward long-range spin communication between antiferromagnetic and ferromagnetic spintronic devices. Such a connection has so far been elusive, because the vanishing magnetization of the antiferromagnet renders it invisible to dipolar interactions with the ferromagnet. The need for and interest in such a long-range coupling between dissimilar magnetic materials have increased with the recent emergence of antiferromagnetic spintronics [22–26]. Our findings open a path toward integrating these new components with existing ferromagnetic ones.

To study the cavity-mediated coupling between an antiferromagnet and a ferromagnet, we consider the setup depicted in Fig. 1. The Hamiltonian consists of four components:

![Diagram of a microwave cavity consisting of two perfect conductors separated by a distance L. The magnons in an antiferromagnet (with sublattice spins $S_A$ and $S_B$) and those in a ferromagnet (with spins $S_C$) couple via the quantized magnetic field $H_p$. An external magnetic field $H_0$ along the equilibrium direction of the magnetic moments tunes the resonance frequencies of the magnons to be in the same frequency range.](image-url)
\[ H = H_{\text{AFM}} + H_{\text{FM}} + H_{\text{ph}} + H_{\text{m-ph}}, \]  

(1)

where \( H_{\text{AFM}} \) describes the antiferromagnet, \( H_{\text{FM}} \) the ferromagnet, \( H_{\text{ph}} \) the cavity modes, and \( H_{\text{m-ph}} \) the coupling of the magnons in both the antiferromagnet and the ferromagnet to the cavity modes. We consider an antiferromagnet described by the Hamiltonian

\[
H_{\text{AFM}} = J \sum_{i,j \in \text{AFM}} S_i \cdot S_j + \frac{\mu_0}{2} \sum_{i \in \text{AFM}} H_0 \cdot S_i
\]

\[
- \frac{K_1}{2} \sum_{i \in \text{AFM}} (S_i^2) + \frac{K_2}{2} \sum_{i \in \text{AFM}} (S_i^2)^2,
\]

(2)

where \( J > 0 \) is the exchange coupling between the spins \( S_i \), \( \gamma \) is the gyromagnetic ratio, \( H_0 = H_0 \hat{k} \) is an external magnetic field (in units of Tesla) along the easy axis, and \( K_1 > 0 \) and \( K_2 \geq 0 \) are the easy- and hard-axis anisotropy constants, respectively. For the ferromagnet, we consider energy contributions from the Zeeman and anisotropy terms with \( \gamma \). The Hamiltonian of the ferromagnet is

\[
H_{\text{FM}} = \frac{\mu_0}{2} \int_{V_{\text{FM}}} dV \sum_{i,j} N_j M_i^2.
\]

(3)

Here, \( N_{a,b,c} \) are the elements of the diagonal demagnetization tensor, \( V_{\text{FM}} \) is the volume of the ferromagnet, \( \mu_0 \) is the vacuum permeability, and \( M_i \) is the ith component of the magnetization. The demagnetization is related to the spins by \( \mathbf{M} = \frac{1}{\mu_0} \sum_{i \in \text{FM}} S_i \). We can therefore use a simplified expression for the dipolar interaction, resulting in a ferromagnetic Hamiltonian of

\[
H_{\text{FM}} = \frac{\mu_0}{2} \sum_{i \in \text{FM}} H_0 \cdot S_i + \frac{\mu_0}{2} \int_{V_{\text{FM}}} dV \sum_{i,j} N_j M_i^2.
\]

Here, \( \mathbf{q} \) is the wave vector of the magnons. To determine the elements of the Bogoliubov transformation, we impose the requirement that the operators \( a_{\mathbf{q}}^{(1)} \) and \( b_{\mathbf{q}}^{(1)} \) must satisfy bosonic commutation relations as well as the relations \( [\alpha_{\mathbf{q}}, H_{\text{AFM}}] = h\omega_\alpha a_{\mathbf{q}} \) and \( [\beta_{\mathbf{q}}, H_{\text{AFM}}] = h\omega_{\beta} b_{\mathbf{q}} \). Here, \( \omega_{\alpha,\beta} \) are the eigenfrequencies of the antiferromagnet. The excitations in the antiferromagnet are then

\[
H_{\text{AFM}} = \sum_{\mathbf{q}} (\hbar \omega_\alpha a_{\mathbf{q}}^\dagger a_{\mathbf{q}} + \hbar \omega_{\beta} b_{\mathbf{q}}^\dagger b_{\mathbf{q}}).
\]

(5)

Let us define the frequencies \( \omega_\alpha = \hbar s K_z Z \), \( \omega_{\beta} = |\gamma| H_0 \), \( \omega_\alpha = \hbar s K_z Z \), and \( \omega_{\beta} = \hbar s K_z Z \), where \( s \) is the spin number and \( Z \) is the number of nearest neighbors in the antiferromagnet; then, we can express the eigenfrequencies as

\[
\omega_\alpha^2 \approx \omega_c (2\omega_\alpha + \omega_\beta),
\]

\[
\pm \sqrt{4\gamma_\beta^2 \omega_\alpha^2 + 4\gamma_\alpha^2 \omega_\beta^2 + 2\omega_\alpha^2 \omega_\beta^2}.
\]

(6)

where \( \gamma_\alpha = \omega_\alpha \), and \( \gamma_\beta = \omega_\beta \). For simplicity, we have here included only terms to the lowest order in the anisotropy frequencies \( \omega_\alpha / \omega_c \), as these are typically much smaller than the exchange frequency \( \omega_c / \omega_\alpha \). We also assume that the wavelength of the magnons is much larger than the atomic length scale.

In the long-wavelength limit (\( \mathbf{q} = 0 \)), the quantized ferromagnetic Hamiltonian can be expressed as \[ H_{\text{FM}} = A_{\text{FM}} \cos c^2 + B_{\text{FM}} (cc + c^2 c^2). \]

(7)

where \( A_{\text{FM}} = \hbar^2 [\omega_\alpha M_0 + \omega_\beta (N_{1c} + N_{1c})]/2 \) and \( B_{\text{FM}} = \hbar \omega_{\beta} N_{1c} \). Here, we have defined \( \omega_\alpha = |\gamma| M_0 \), where \( M_0 \) is the saturation magnetization of the ferromagnet, and \( N_{1c} = N_{1c} - N_{1c} \). We have also introduced the ferromagnetic magnon annihilation (creation) operator \( c^{\dagger} \) (from the initial Holstein-Primakoff transformation for the ferromagnet. This Hamiltonian can be diagonalized through a Bogoliubov transformation defined by \( \eta = u_{\text{FM}} c + v_{\text{FM}} c^2 \). Imposing bosonic commutation relations on \( c^{\dagger} \) yields the constraint \( u_{\text{FM}} - v_{\text{FM}} = 1 \). The elements of the Bogoliubov transformation are \[ v_{\text{FM}} = 2B_{\text{FM}} \sqrt{(A_{\text{FM}} + \hbar \omega_\alpha)^2 - 4B_{\text{FM}}^2}. \]

(8a)

\[ u_{\text{FM}} = v_{\text{FM}} (A_{\text{FM}} + \hbar \omega_\alpha)/(2B_{\text{FM}}). \]

(8b)

We assume a thin-film geometry with \( N_{1c} = 1 \) and \( N_{1c} = 0 \). The resonance frequency is then \( \omega_{\text{res}} = \sqrt{\omega_\alpha M_0 / \omega_c} \).

Now, let us consider the cavity. We first introduce a simple geometry. We will later argue that the simple geometry also captures the essential physics in more
complex cavities. We describe the microwave cavity as two perfect conductor plates separated by a distance \( L \) in the \( x \) direction. The plates are located at \( x = 0 \) and \( x = L \). The boundary conditions near the conducting plates cause a quantization of the electromagnetic modes in the \( x \) direction. The allowed wave numbers in this direction are \( n \pi / L \) \( (n = 1, 2, \ldots) \). We assume that the microwaves propagate only in the direction perpendicular to the conducting plates, i.e., along the \( x \) axis. The resulting quantized magnetic field is

\[
H_r(\mathbf{r}) = \sum_{n, \lambda} \cos \left( \frac{n \pi x}{L} \right) \left( \frac{\hbar \omega_{n, \lambda}}{V} \right)^{1/2} \times (p_{n, \lambda} \hat{x} \times \hat{e}_\lambda - p_{n, \lambda}^* \hat{x} \times \hat{e}_\lambda^*). \tag{9}
\]

Here, \( p_{n, \lambda}^\dagger \) is the boson annihilation (creation) operator associated with a cavity mode with quantum numbers \( n \) and \( \lambda \). \( \hat{e}_\lambda \) is the polarization unit vector, where \( \lambda \) is the polarization. \( V \) is the volume of the cavity, \( \alpha_n = n \pi c / L \) is the cavity mode frequency, and \( c \) is the speed of light.

The cavity modes can couple to the magnons in both antiferromagnets [18] and ferromagnets [2,3]. The interaction is represented by a Zeeman term between the quantized magnetic field \( H_r \) in Eq. (9) and the spins in the magnetic materials. This interaction is described by the magnon-phonon Hamiltonian \( H_{m-p} \).

We use a circular polarization basis, \( \lambda = \pm \) and \( \hat{e}_\pm = (\hat{\mathbf{z}} \pm i \hat{\mathbf{y}}) / \sqrt{2} \), for the cavity modes. Since the speed of light is much greater than the group velocity of the magnons, the cavity modes couple only to magnons of approximately \( |q| = 0 \). For simplicity, we assume that the cavity couples only to the \( q = 0 \) modes. We also use the rotating wave approximation (RWA) to simplify the magnon-phonon interaction. In the RWA, rapidly oscillating terms, e.g., pairs of creation operators or pairs of annihilation operators, are disregarded, because their average contributions quickly become small.

We tune the system size such that the \( n = 1 \) cavity mode has a frequency near the crossing of the ferromagnetic and antiferromagnetic dispersion relations. The coupling between the ferromagnet and the antiferromagnet is significant only near this crossing region. Therefore, we disregard any contributions from the high-energy \( n > 1 \) cavity modes and \( \alpha \) magnons of the antiferromagnet. There are also three-particle (and higher-order) interactions in which pairs of magnon creation or annihilation operators couple to the cavity mode, i.e., terms such as \( \beta \hat{p}_\lambda^\dagger \hat{p}_\mu \) and \( \beta \hat{p}_\lambda \hat{p}_\mu \). Such couplings to the \( n = 2 \) cavity mode, for example, oscillate sufficiently slowly to be significant in the RWA. However, these higher-order contributions scale more weakly with the number of spins in the ferromagnet or antiferromagnet \( (N_{FM/AFM}) \) than the two-particle interactions do. Such terms can therefore be safely disregarded.

With these approximations and simplifications, the magnon-phonon interaction Hamiltonian reduces to

\[
H_{m-p} = \hbar (\hat{\gamma}_{AFM} \hat{p}_\lambda^\dagger - \hat{\gamma}_{AFM} \hat{p}_\lambda) (p_+ + p_-) + H.c. \tag{11}
\]

Here, we have introduced the ferromagnetic coupling strength \( \gamma_{FM} = \gamma_{FM}(\eta_{FM} + \eta_{FM}) \) and the antiferromagnetic coupling strength \( \gamma_{AFM} = \gamma_{AFM}(\eta_{AFM} + \eta_{AFM} + \eta_{AFM} - \eta_{AFM}) / \sqrt{2} \), where \( \gamma_{AFM} = |g| \sqrt{\hbar \omega_{p-h} N_{FM/AFM} / (V)} \), with \( \omega_p = \omega_{p-n} \) being the microwave frequency. In addition, the coupling strength in a cavity depends on the overlap of the cavity mode with the magnetic materials [15].

More general geometries are described by substituting \( \gamma_{AFM} \rightarrow \gamma_{AFM} \gamma_{FM/AFM} \), where \( \gamma_{FM/AFM} \) is a geometrical overlap factor of order one for the ferromagnet or antiferromagnet [13]. In the following illustrations, we consider a perfect overlap between the cavity mode and each magnetic material; i.e., we set \( \gamma_{FM/AFM} = 1 \). In general, the elements of the Bogoliubov transformation for the antiferromagnetic magnons \( \langle \hat{\gamma}_{AFM} \rangle \) and \( \langle \hat{\gamma}_{AFM} \rangle \) are complicated functions of the parameters of the antiferromagnetic Hamiltonian expressed in Eq. (2). We therefore present the coupling strengths between the antiferromagnetic magnons and the cavity for only two particular scenarios. In the first scenario, the antiferromagnet is uniaxial \( (\omega_\perp = 0) \), and we find that the coupling strength is

\[
\gamma_{AFM} \approx \frac{g_{AFM}}{\omega_{AFM} \omega_{AFM}} \left( \frac{\omega_{p-n}}{\omega_{AFM}} \right)^{1/4}. \tag{12}
\]

In the second scenario, the antiferromagnet has an easy-plane anisotropy such that in NiO, where \( \mathcal{O}(\omega_{AFM}) \sim \mathcal{O}(\omega_{AFM} \omega_{AFM}) \) [30,31]. The coupling strength is then

\[
\gamma_{AFM} \approx \frac{g_{AFM}}{\omega_{AFM} \omega_{AFM}} \frac{\omega_{p-n}}{\omega_{AFM} \omega_{AFM}} \left( \frac{\omega_{p-n}}{\omega_{AFM} \omega_{AFM}} \right)^{1/4}. \tag{13}
\]

The expressions given in (12) and (13) are valid to the lowest order in \( \omega_{p-n} / \omega_{AFM} \). Note that, for the uniaxial antiferromagnet, the suppression from the anisotropy-to-exchange ratio is rather weak (only to the power of \( 1/4 \)). In spin pumping from antiferromagnets, for example, the suppression from the large exchange interaction is stronger (to the power of \( 1/2 \)). This is promising for achieving a significant coupling between the antiferromagnetic magnons and the microwaves.

We consider two geometries. In the first case, the magnetic moments of the ferromagnet and antiferromagnet are...
perpendicular to the propagation direction of the cavity modes, as in Fig. 1. In this geometry, which is the one we have considered so far, the magnons couple to both circular polarizations with the same strength, as seen in Eq. (11). This is because, in the RWA and to leading order in the spin fluctuations, the component of the quantized magnetic field along the magnetic moments does not influence the dynamics of the magnetic moments. Since the magnons experience an oscillating magnetic field along only one axis, they effectively couple to a cavity mode that is linearly polarized. The coupling of antiferromagnetic and ferromagnetic magnons requires that they couple to the same cavity mode with quantum numbers $n$ and $\lambda$. Linearly polarized microwaves couple to magnons with different spins and can therefore couple equally strongly to both antiferromagnetic and ferromagnetic magnons. Consequently, this geometry enables a magnon-magnon interaction between an antiferromagnet and a ferromagnet.

In the second geometry, the magnetic moments are collinear with the propagation direction of the cavity modes. In such a geometry, the coupling strengths strongly depend on the cavity mode polarization. Each magnon couples to the microwave mode with the same spin. At the crossing, the antiferromagnetic and ferromagnetic magnons therefore couple to different polarization states $\lambda$ of the cavity modes. Cavity modes with different polarizations $\lambda = \pm$ are independent. This geometry therefore does not lead to a magnon-magnon coupling. This lack of indirect coupling can be circumvented when at least one of the magnon modes is squeezed or hybridized (i.e., it has a noninteger spin [28]). In this case, the magnons have finite, but dissimilar, couplings to both polarizations of the cavity mode. Although this generates a finite magnon-magnon coupling, this coupling will typically be rather weak, because the magnons still primarily couple to different cavity mode polarizations. We therefore focus on the former geometry, illustrated in Fig. 1. In this geometry, there are equally strong couplings to both polarizations and, consequently, a stronger coupling between the magnons.

More complex cavity structures can be effectively reduced to our planar cavity geometry when there is only one mode with a frequency near the crossing point of the magnon dispersion relations. The magnon-magnon coupling is then dominated by this mode. The overlap factors $\tilde{g}_{\lambda_{AFM}}$ depend on the details of the cavity structure.

We now wish to determine the coupling strength between the ferromagnetic and antiferromagnetic magnons. We consider a dispersive regime, in which the frequency of the cavity mode is slightly detuned from the crossing point between the ferromagnetic and antiferromagnetic magnon dispersion relations. We assume that this detuning $\Delta = \omega_\eta - \omega_\lambda = \omega_p - \omega_p$ is much larger than the coupling strengths $\tilde{g}_{\lambda_{AFM}}$ and that the frequency of the cavity mode is sufficiently close to the crossing point where $\omega_\eta = \omega_p$. We can then determine the magnon-magnon coupling by performing a unitary transformation of the Hamiltonian given in Eq. (1) and then applying the second-order degenerate perturbation theory, with $\tilde{g}_{\lambda_{AFM}}$ as the perturbation parameters. We thus compute that, at the crossing point between the antiferromagnetic and ferromagnetic magnon dispersion relations, the transformed Hamiltonian describing the excitations is

$$H' = \hbar \left( \omega_p - \frac{\tilde{g}_{\lambda_{AFM}}}{\Delta} \right) \beta \beta + \hbar \left( \omega_\eta - \frac{\tilde{g}_{\lambda_{AFM}}}{\Delta} \right) \eta \eta$$

$$+ \hbar \left( \omega_p + \frac{\tilde{g}_{\lambda_{AFM}} + \tilde{g}_{\lambda_{AFM}}}{\Delta} \right) (p_\eta^+ p_\eta^- + p_\eta^- p_\eta^+)$$

$$+ 2 \hbar \frac{\tilde{g}_{\lambda_{AFM}}}{\Delta} (\beta \eta + \eta \beta)$$

(14)

to second order in $\tilde{g}_{\lambda_{AFM}}$. The first three terms in Eq. (14) describe shifts in the frequencies of both the magnon and cavity modes, whereas the last term describes a dispersive coupling between the ferromagnetic and antiferromagnetic magnons. This dispersive coupling means that the eigenstate of the system becomes a linear combination of both magnons and can therefore no longer be described as a purely ferromagnetic or antiferromagnetic magnon.

It is instructive to find numerical estimates of the effective coupling strengths for different combinations of materials. We consider a scenario in which the volume of each of the magnetic materials constitutes 1% of the volume of the cavity; this magnitude is similar to that in previous experiments involving ferromagnets in spherical cavities [20, 21]. As ferromagnets, we consider yttrium-iron-garnet (YIG) and Co-Fe alloys. These materials can have a dumping on the order of $10^{-2}$ [32, 33]. The spin density $sN_{FM}/V_{FM}$ in YIG is $\sim 2 \times 10^{22}$ cm$^{-3}$ [34]. In a Co-Fe alloy, it is possible to achieve a spin density as high as $\sim 2 \times 10^{22}$ cm$^{-3}$, where we have estimated the magnitude of the spin density as $M_s/\mu_B$, with $\mu_B$ being the Bohr magneton. The saturation magnetizations of these ferromagnetic materials are $\mu_B M_s \approx 0.247$ T for YIG [35] and $\mu_B M_s \approx 2.4$ T for the Co-Fe alloy [33]. As antiferromagnets, we consider the uniaxial antiferromagnetic materials MnF$_2$ and NaNiO$_2$ as well as the easy-plane antiferromagnetic material NiO. Estimates of the spin densities in MnF$_2$, NaNiO$_2$, and NiO yield $\sim 10^{22}$ cm$^{-3}$, $\sim 5 \times 10^{22}$ cm$^{-3}$, and $\sim 10^{23}$ cm$^{-3}$ [36, 37], respectively. The exchange and anisotropy frequencies of the antiferromagnetic materials are listed in Table I. Using these parameters and choosing

<table>
<thead>
<tr>
<th>Material</th>
<th>$\omega_0$ (10$^{12}$ s$^{-1}$)</th>
<th>$\omega_1$ (10$^{12}$ s$^{-1}$)</th>
<th>$\omega_{\perp}$ (10$^{12}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnF$_2$ [39]</td>
<td>9.3</td>
<td>1.5 $\times$ 10$^{-1}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>NaNiO$_2$ [37]</td>
<td>8.4 $\times$ 10$^{-1}$</td>
<td>6.2 $\times$ 10$^{-1}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>NiO [30, 31]</td>
<td>1.7 $\times$ 10$^{7}$</td>
<td>2.3 $\times$ 10$^{-1}$</td>
<td>1.3 $\times$ 10$^{-1}$</td>
</tr>
</tbody>
</table>
the \( n = 1 \) frequency mode of the cavity to lie at the crossing point between the antiferromagnetic and ferromagnetic dispersion relations, we obtain the coupling strengths given in Table II. A plot of the dispersion relations and the interpretation of the coupling constants \( \beta_{\text{AFM}} \) is given in Fig. 2 for the material combination NaNiO\(_2\)/YIG.

Our results reveal that the coupling strength of the cavity with the antiferromagnet is typically an order of magnitude lower than that with the ferromagnet. This is due to the weak interaction between antiferromagnets and magnetic fields, which gives rise to a suppression factor from the high exchange energy, as seen in Eqs. (12) and (13). Importantly, it is still possible to achieve a sizable magnon-magnon coupling between the antiferromagnet and the ferromagnet. If we detune the cavity from the crossing point of the magnon dispersion relations by \( \Delta = 5\beta_{\text{FM}} \), then the magnon-magnon coupling becomes \( \approx 2\beta_{\text{AFM}}/5 \). For MnF\(_2\)/Co-Fe, this would correspond to a coupling strength of 132 MHz; for NaNiO\(_2\)/Co-Fe, the corresponding value is 200 MHz, and for NiO/YIG, it is 68 MHz. These magnitudes are similar to the coupling strength observed between two YIG spheres \([20,21]\).

The inefficiency of the coupling between the antiferromagnet and the cavity is compensated for by the high frequency at the crossing point between the magnon dispersion relations, with a proportionality of \( \beta_{\text{FM}} \propto 1/\Delta \). The magnon dispersion relations cross at 148 GHz \( (H_0 = 4.2 \, \text{T}) \) for MnF\(_2\)/Co-Fe, at 36 GHz \( (H_0 = 0.6 \, \text{T}) \) for NaNiO\(_2\)/Co-Fe, and at 100 GHz \( (H_0 = 3.5 \, \text{T}) \) for NiO/YIG.

Although the linewidths of many ferromagnets have been extensively studied, there are very few similar measurements available for antiferromagnets. It is possible that the linewidth may become larger in antiferromagnets, since the exchange energy often dominates. If this is the case, the cooperativity (which is a measure of the coherence within the system) will be lower in systems involving antiferromagnets than in systems consisting solely of ferromagnets.

In summary, we have shown that, despite having opposite spins, antiferromagnetic magnons and ferromagnetic magnons can be coupled inside a microwave cavity. This coupling is strongest when the magnetic moments in the antiferromagnet and ferromagnet are perpendicular to the propagation direction of the cavity modes at equilibrium. In this geometry, the cavity mode couples to both the antiferromagnetic and ferromagnetic magnons, resulting in a robust nonlocal magnon-magnon coupling. The magnitude of this coupling is similar to that of the nonlocal interaction between two ferromagnets.

The authors thank Mathias Kläui for valuable input. This work was supported by the Research Council of Norway through its Centres of Excellence funding scheme, Project No. 262633 “QuSpin” and Grant No. 239926 “Super Insulator Spintronics,” as well as by the European Research Council via Advanced Grant No. 669442 “Insulatronics.”

![Fig. 2. Dispersion relations for NaNiO\(_2\) and YIG in a cavity, with \( \Delta = -5\beta_{\text{FM}} \). The magnon-magnon coupling is \( \beta_{\text{FM}} = \frac{\beta_{\text{FM}}}{2\beta_{\text{FM}} / \Delta} \). The dashed lines show the dispersion relations in the absence of the magnon-photon coupling, whereas the solid lines are the dispersion relations in the interacting system.](image)

**Table II.** Coupling strengths for different combinations of ferromagnets and antiferromagnets.

<table>
<thead>
<tr>
<th>Materials (AFM/FM)</th>
<th>( \beta_{\text{AFM}}/(2\pi) ) (GHz)</th>
<th>( \beta_{\text{FM}}/(2\pi) ) (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnF(_2)/YIG</td>
<td>0.31</td>
<td>2.30</td>
</tr>
<tr>
<td>MnF(_2)/Co-Fe</td>
<td>0.33</td>
<td>7.67</td>
</tr>
<tr>
<td>NaNiO(_2)/YIG</td>
<td>0.44</td>
<td>1.28</td>
</tr>
<tr>
<td>NaNiO(_2)/Co-Fe</td>
<td>0.50</td>
<td>5.03</td>
</tr>
<tr>
<td>NiO/YIG</td>
<td>0.17</td>
<td>2.03</td>
</tr>
<tr>
<td>NiO/Co-Fe</td>
<td>0.15</td>
<td>6.88</td>
</tr>
</tbody>
</table>

The magnon dispersion relations cross at 148 GHz \( (H_0 = 4.2 \, \text{T}) \) for MnF\(_2\)/Co-Fe, at 36 GHz \( (H_0 = 0.6 \, \text{T}) \) for NaNiO\(_2\)/Co-Fe, and at 100 GHz \( (H_0 = 3.5 \, \text{T}) \) for NiO/YIG.

Although the linewidths of many ferromagnets have been extensively studied, there are very few similar measurements available for antiferromagnets. It is possible that the linewidth may become larger in antiferromagnets, since the exchange energy often dominates. If this is the case, the cooperativity (which is a measure of the coherence within the system) will be lower in systems involving antiferromagnets than in systems consisting solely of ferromagnets.

In summary, we have shown that, despite having opposite spins, antiferromagnetic magnons and ferromagnetic magnons can be coupled inside a microwave cavity. This coupling is strongest when the magnetic moments in the antiferromagnet and ferromagnet are perpendicular to the propagation direction of the cavity modes at equilibrium. In this geometry, the cavity mode couples to both the antiferromagnetic and ferromagnetic magnons, resulting in a robust nonlocal magnon-magnon coupling. The magnitude of this coupling is similar to that of the nonlocal interaction between two ferromagnets.
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Electrons and holes residing on the opposing sides of an insulating barrier and experiencing an attractive Coulomb interaction can spontaneously form a coherent state known as an indirect exciton condensate. We study a trilayer system where the barrier is an antiferromagnetic insulator. The electrons and holes here additionally interact via interfacial coupling to the antiferromagnetic magnons. We show that by employing magnetically uncompensated interfaces, we can design the magnon-mediated interaction to be attractive or repulsive by varying the thickness of the antiferromagnetic insulator by a single atomic layer. We derive an analytical expression for the critical temperature $T_c$ of the indirect exciton condensation. Within our model, anisotropy is found to be crucial for achieving a finite $T_c$, which increases with the strength of the exchange interaction in the bulk.

For realistic material parameters, we estimate $T_c$ to be around 7 K, the same order of magnitude as the current experimentally achievable exciton condensation where the attraction is solely due to the Coulomb interaction. The magnon-mediated interaction is expected to cooperate with the Coulomb interaction for condensation of indirect excitons, thereby providing a means to significantly increase the exciton condensation temperature range.

Introduction.— Interactions between fermions result in exotic states of matter. Superconductivity is a prime example, where the negatively charged electrons can have an overall attractive coupling mediated by individual couplings to the vibrations, known as phonons, of the positively charged lattice. In addition to charge, the electron also has a spin degree of freedom. The electron spin can interact with localized magnetic moments through an exchange interaction exciting the magnetic moment by transfer of angular momentum. These excitations are quasiparticles known as magnons. Theoretical predictions of electron-magnon interactions have shown that these can also induce effects such as superconductivity [1–10].

Research interest in antiferromagnetic materials is surging [11, 12]. This enthusiasm is due to the promising properties of antiferromagnets such as high resonance frequencies in the THz regime and a vanishing net magnetic moment. Much of this research focuses on interactions involving magnons or spin waves at magnetic interfaces in hybrid structures. Examples of this are spin pumping [13–19], spin transfer [15, 20–22], and spin Hall magnetoresistance [23–28] at normal metal interfaces, and magnon-mediated superconductivity [9, 10].

Recently, an experiment has also demonstrated spin transport in an antiferromagnetic insulator over distances up to 80 Å [29]. Moreover, antiferromagnetic materials are also of interest since it is believed that high-temperature superconductivity in cuprates is intricately linked to magnetic fluctuations near an antiferromagnetic Mott insulating phase [30, 31]. Thus it is crucial to achieve a good understanding of antiferromagnetic magnon-electron interactions, as well as electron-electron interactions mediated by antiferromagnetic magnons.

In this Letter, we theoretically demonstrate the achievement of an antiferromagnetic insulator to condensation of indirect excitons. An exciton is a bound state consisting of an electron and a hole. The excitons interact attractively through the Coulomb interaction due to their opposite charges [32]. Initially predicted many decades ago [33, 34], the exciton condensate has been surprisingly elusive. A challenge is that the exciton lifetime is too short to form a condensate due to exciton-exciton annihilation processes such as Auger recombination [35–38].

The problem of short exciton lifetimes can be solved by having a spatial separation between the electrons and holes in a trilayer system, where the electrons and holes are separated by an insulating barrier [39–41] to drastically lower the recombination rate. Excitons in such systems are often referred to as (spatially) indirect excitons, and these are ideal to observe the exciton condensate. Herein, we consider a system where the insulating barrier is an antiferromagnetic insulator, as shown in Fig. 1.

The insulating barrier can then serve a dual purpose: in addition

Figure 1. (a) An antiferromagnetic insulator (AFI) sandwiched between two separate fermion reservoirs, denoted by $L$ and $R$. We let the spins on sublattice $A$ (illustrated in blue) be up, and the spins on sublattice $B$ (illustrated in red) be up. (b) The fermions in the two reservoirs can interact through emission and absorption of magnons.

For the process in the figure we have that either a spin-up fermion in $L$ emits a $S_x = +h$ magnon (red arrow) which is absorbed by a spin-down fermion in $R$, or a spin-down fermion in $R$ emits a $S_x = -h$ magnon (blue dashed arrow) absorbed by a spin-up fermion in $L$. 

The process is illustrated in the figure, where the fermions in the two reservoirs can interact through emission and absorption of magnons.
to increasing the exciton lifetime, the spin fluctuations in the antiferromagnet mediate an additional attractive interaction between the electrons and the holes. This magnon-mediated interaction cooperates with the Coulomb interaction thereby enabling an increase of the temperature range for observing exciton condensation in experiments.

The indirect exciton condensate has two main experimental signatures. The first is a dissipationless counterflow of electric currents in the two layers [42–44]. When the exciton condensate moves in one direction, the resulting charge currents in the individual layers are antiparallel due to the oppositely charged carriers in the two layers. The second signature is a large enhancement of the zero-bias tunneling conductance between the layers [45, 46], reminiscent of the Josephson effect in superconductors. These experimental signatures can be used to observe the existence of the indirect condensate in our proposed system.

The exciton condensate is expected to exist when the number of electrons in one layer equals the number of holes in the other. Thus far, to the best of our knowledge, experiments with an unequivocal detection of the exciton condensate have utilized quantum Hall systems with a half filling of the lowest Landau level to satisfy this criterion [47–51]. Such systems rely on high external magnetic fields. A recent experiment studying double-bilayer graphene systems has, however, been able to observe the existence of an exciton condensate, and shows promise for finding a magnetic-field free exciton condensate.

In this Letter, we show that the magnon-mediated interaction between the electrons and holes can be attractive or repulsive depending on whether the two magnetic interfaces are with the same or opposite magnetic sublattices. In turn, this enables an unprecedented control over the interaction nature via the variation of the antiferromagnetic insulator thickness by a single atomic layer. Consequently, when the magnon-mediated interaction is paired with the Coulomb interaction, this can be used to control the favored spin structure of the excitons. In our model, we find that the critical temperature for condensation is enhanced by the exchange interaction in the antiferromagnet, and that a finite magnetic anisotropy is needed to have an attractive interaction around the Fermi level. Our results suggest that if one lets the insulating barrier in indirect exciton condensation experiments be an antiferromagnetic insulator, the magnon-mediated interactions can significantly strengthen the correlations between the electrons and holes.

**Model.**—We consider a trilayer system where an antiferromagnetic insulator is sandwiched between two ferrom magnetic reservoirs, as illustrated in Fig. 1 (a). We will then later consider the case where one of these reservoirs is populated by electrons, and the other by holes. This system can be described by the Hamiltonian $H = H_{\text{el}} + H_{\text{magn}} + H_{\text{int}}$, where $H_{\text{el}}$ describes the electronic part of the system in the fermion reservoirs, $H_{\text{magn}}$ describes the spins in the antiferromagnetic insulator, and $H_{\text{int}}$ describes the interfacial interaction between the fermions and magnons. We assume all three layers to be atomically thin, and thus two-dimensional, for simplicity.

We consider a uniaxial easy-axis antiferromagnetic insulator described by the Hamiltonian

$$H_{\text{magn}} = J \sum_{\langle i,j \rangle} S_i \cdot S_j - K \sum_i s_i^2.$$  \hspace{1cm} (1)

Here $J > 0$ is the strength of the nearest-neighbor exchange interaction between the spins which have a magnitude $|S_i| = hS$ for all $i$, and $K > 0$ is the easy-axis anisotropy constant. Next, we perform a Holstein–Primakoff transformation (HPT) [53] of the spin operators on each sublattice, denoted by sublattices $A$ and $B$, as defined in Fig. 1. From the HPT, we have that the operator $a_{\nu}^\dagger (t)$ annihilates (creates) a magnon at $r_t$ when $r_t \in A$, and equivalently $b_{\nu}^\dagger (t)$ annihilates (creates) a magnon at $r_t$ when $r_t \in B$. The magnetic Hamiltonian can be diagonalized through Fourier and Bogoliubov transformations to the form $H_{\text{magn}} = \sum_k \varepsilon_k (\hat{a}_k^\dagger \hat{a}_k + \hat{b}_k^\dagger \hat{b}_k)$. The magnon energy is given by $\varepsilon_k = \hbar \sqrt{(1 - \gamma^2) \omega_k^2 + \omega_0^2 (2 \omega_k + \omega_0)}$, where $k$ is the magnon momentum, $\gamma = \chi^2 \sum \exp (i \delta)$, $\delta$ a set of vectors to each nearest neighbor, $z$ the number of nearest neighbors, $\omega_k = hJSz$ and $\omega_0 = hKS$. The eigenmagnon operators $\hat{a}_k^\dagger$ and $\hat{b}_k^\dagger$ are related to the HPT magnon operators $\hat{a}_k$ and $\hat{b}_k$ through the Bogoliubov transformation $\hat{a}_k = \hat{u}_k \hat{a}_k + \hat{v}_k \hat{b}_k^\dagger$, $\hat{b}_k = \hat{u}_k \hat{b}_k + \hat{v}_k \hat{a}_k^\dagger$. The Bogoliubov coefficients $\hat{u}_k$ and $\hat{v}_k$ are given by $\hat{u}_k = \sqrt{(\Gamma_k + 1)/2}$ and $\hat{v}_k = \sqrt{(\Gamma_k - 1)/2}$, with $\Gamma_k = (1 - [\omega_k \omega_0 + (\omega_0^2 + \omega_k^2)^{1/2})]^{-1/2}$.

The interfacial exchange interaction between the fermions and magnons at the two magnetic interfaces is modeled by the $s$-$d$ interaction [54, 55]

$$H_{\text{int}} = - \sum_{j=L,R} \sum_{k=A,B} \sum_{\nu} J_{\nu}^j (r_t) \hat{\rho}_j (r_t) \cdot S (r_t),$$  \hspace{1cm} (2)

which has been successfully applied to describe interactions at magnetic interfaces in similar systems [19, 56–59]. Here $A_j \subseteq A \cup B$ is the interface section between the left (right) ferromagnet reservoir and the $k$-th ($k = A, B$) sublattice of the antiferromagnetic insulator. The interfacial exchange coupling constants $J_{\nu}^j (r_t)$ are defined so that they take on the value $J_{\nu}^j (r_t) = J_{\nu}^j$ if $r_t \in A_j$, and zero otherwise. We have also defined the electronic spin density

$$\hat{\rho}_j (r_t) = \frac{1}{2} \sum_{\sigma, \sigma'} \psi_{\sigma, \sigma'}^j (r_t) \sigma_{\sigma, \sigma'} \psi_{\sigma', \sigma}^j (r_t)$$  \hspace{1cm} (3)

with $\psi_{\sigma, \sigma'}^j$ annihilating (creating) a fermion with spin $\sigma$ in the $j$-th ($j = L, R$) ferromagnet reservoir, and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ being a vector of Pauli matrices.

**Effective magnon potential.**—We will now use a path integral approach where we treat the magnon-fermion interaction as a perturbation, and integrate out the magnonic fields that
give rise to processes as illustrated in Fig. 1 (b) to express the interaction as an effective potential between the fermion reservoirs. We consider the coherent-state path integral $Z = \int D^3 \phi_\tau D^3 \mu D^3 \mu^\dagger \exp(-S/\hbar)$ in imaginary time, where $D^3 \mu \equiv D\mu \delta(\mu^\dagger - \mu)$ etc. The action $S$ is given by

$$S = \int_0^{\beta\hbar} dt \left( \sum_{\sigma =\uparrow,\downarrow, j \in L} \left( \frac{\hbar}{2} \left( \sum_{\tau =\uparrow,\downarrow} \psi^\dagger_{\sigma,j}(r, \tau) \partial_\tau \psi_{\sigma,j}(r, \tau) \right) + \sum_{\nu =\uparrow,\downarrow, \nu > \nu^\prime} q_{\nu \nu^\prime}(r, \tau) \eta_{\nu \nu^\prime}(r, \tau) \right) + \mathcal{H}(\tau) \right),$$

(4)

where $\tau = it$ is imaginary time, and $\beta = 1/(k_B T)$ with $k_B$ being the Boltzmann constant and $T$ the temperature. Note that in the coherent-state path integral we can replace fermion operators by Grassman numbers (e.g. $\psi^\dagger \to \psi^\dagger \eta^\dagger$, $\psi \to \psi \eta$) and boson operators by complex numbers (e.g. $\eta^\dagger \to \eta^\dagger$).

We now treat $\mathcal{H}_{\text{eff}}$ as a perturbation, and keep terms up to second order. We discard any terms that only contribute to intralayer interactions, as we are interested in the interlayer potential between the fermion reservoirs. By discarding the intralayer terms, we effectively assume that the interlayer interactions will dominate over the intralayer interactions, which is the case for a system designed for indirect exciton condensation. Next, we integrate out the magnon fields $\mu_{\sigma}^{\uparrow, \downarrow}$ and $\nu^{\uparrow, \downarrow}$, and write the path integral over the fermion reservoirs as $Z = \int D^3 \phi_\tau D^3 \mu D^3 \mu^\dagger \exp(-S_{\text{eff}}/\hbar)$. In the momentum and Matsubara-frequency bases, the effective action $S_{\text{eff}}$ is given by [60]

$$S_{\text{eff}} = S_0 + \hbar \beta \sum_{\sigma =\uparrow,\downarrow} \sum_{\nu_0} \sum_{k k' q} U_{\nu}(q, \nu_0) \phi^\dagger_{\nu,\sigma}(k', q, \nu, \nu_0) \phi_{\nu,\sigma}(k, q, \nu, \nu_0),$$

(5)

where we have here introduced the fermionic and bosonic Matsubara frequencies, $\nu_0 = (2n + 1)\pi/(\hbar\beta)$ and $\omega_0 = 2\pi n / (\beta\hbar)$ respectively. The action $S_0$ describes the contribution of the fermionic fields to the action in Eq. (4), except for the contributions from $\mathcal{H}_{\text{int}}$. The latter term, $\mathcal{H}_{\text{int}}$, is instead described by the contribution of the magnon-mediated interlayer-fermion potential

$$U_{\nu}(q, \nu_0) = \frac{\hbar^2 S}{N} \sum_{j = L, R} J_{\nu}^{\uparrow, \downarrow}(q) \frac{1}{\omega_0 + \epsilon_{q}} + J_{\nu}^{\uparrow, \downarrow}(q)^\dagger \frac{1}{\omega_0 - \epsilon_{q}} + J_{\nu}^{\uparrow, \downarrow}(q) \frac{1}{\omega_0 + \epsilon_{q}} + J_{\nu}^{\uparrow, \downarrow}(q)^\dagger \frac{1}{\omega_0 - \epsilon_{q}}$$

(6)

to the effective action, where $N$ is the total number of spin sites in the antiferromagnet. We assume the two magnetic interfaces are uncompensated, i.e. each interface is only part of one of the antiferromagnetic sublattices [25, 61, 62] as shown in Fig. 1. We compute that the coupling constants $J_{\nu}^{\uparrow, \downarrow}(q)$ describing the effective exchange coupling strength between the spins in the reservoirs $L, R$ to the spin of the magnons $q$ are $J_{\nu}^{\uparrow, \downarrow}(q) = i q_j F_{\nu}^{\uparrow, \downarrow}(r_{L,R}) - q_j F_{\nu}^{\uparrow, \downarrow}(r_{L,R})$ and $J_{\nu}^{\uparrow, \downarrow}(q) = q_j F_{\nu}^{\uparrow, \downarrow}(r_{L,R}) - q_j F_{\nu}^{\uparrow, \downarrow}(r_{L,R})$. Since each interface is with only one sublattice, $J_{\nu}^{\uparrow, \downarrow}(q) = -q_j F_{\nu}^{\uparrow, \downarrow}$ if the left interface is with sublattice $A$, and $J_{\nu}^{\uparrow, \downarrow}(q) = q_j F_{\nu}^{\uparrow, \downarrow}$ if the left interface is with sublattice $B$. We get analogous results for the right interface. We see that the effective coupling constants $J_{\nu}^{\uparrow, \downarrow}(q)$ can have the same or opposite sign as the coupling constants $J_{\nu}^{\uparrow, \downarrow}$ depending on which sublattice is at the interface. This has to do with the spin projection of the eigenmagnon relative to the equilibrium spin direction of the sublattice at the interface. The effective coupling constants $J_{\nu}^{\uparrow, \downarrow}(q)$ are also enhanced by a Bogoliubov coefficient $u_q$ or $q_j$ with respect to the coupling constants $J_{\nu}^{\uparrow, \downarrow}$. These are typically large numbers.

For $q = 0$ we have $u_q = q_j = 2^{-1/4} (\omega_0/\omega_0) \approx 1$ to lowest order in the small ratio $\omega_0/\omega_0$. The enhancement is due to large spin fluctuations at each sublattice of the antiferromagnet per eigenmagnon in the case of indirect exciton condensation.

By studying Eq. (6), we note that we have Re$[U_{\nu}(q, \nu_0)] < 0$ for identical uncompensated interfaces, whereas for a system where one of the interfaces is with sublattice $A$ and the other with sublattice $B$, we have Re$[U_{\nu}(q, \nu_0)] > 0$. Consequently, this allows us to control whether the magnon-mediated interlayer-fermion potential $U_{\nu}(q, \nu_0)$ is attractive or repulsive by designing the interfaces. Whether this potential is attractive or repulsive can depend on a single atomic layer. This allows for an unprecedented high degree of control and tunability of the interlayer-fermion interactions. The sign difference of the potential can be explained by how the two fermions coupled by the magnon interact with the eigenmagnon spin. For Re$[U_{\nu}(q, \nu_0)] < 0$ we have processes where the fermions couple symmetrically to the magnon spin, i.e. both fermions couple either ferromagnetically or antiferromagnetically to its spin. On the other hand, for Re$[U_{\nu}(q, \nu_0)] > 0$ we have an asymmetric coupling, where one fermion couples ferromagnetically to the eigenmagnon spin and the other fermion couples antiferromagnetically.

**Indirect exciton condensation.—** We will now study spontaneous condensation of spatially-indirect excitons where the attraction is mediated by the antiferromagnetic magnons. We consider the left (right) reservoir to be an n-doped (p-doped) semiconductor. We describe the semiconductors by the Hamiltonian

$$\mathcal{H}_{\text{eff}}(\tau) = \sum_{j = L, R} \sum_{k \sigma =\uparrow,\downarrow} \epsilon_f(k) \psi^\dagger_{\sigma,j}(k, \tau) \psi_{\sigma,j}(k, \tau),$$

(7)

with $\epsilon_f(k) = -\epsilon_f(k) = \hbar^2 k^2 / (2m)$ and $\epsilon_f$ is the Fermi level. While the operator $\psi^\dagger_{\sigma,j}(k)$ creates an electron with spin $\sigma$ in the left/right layer, we note that due to the negative dispersion in the right layer the excitations in this layer are effectively described by electron holes. We also note that we have not included a Coulomb interaction between the electron and the holes in our model. The effect of the Coulomb potential on indirect exciton condensation has been widely studied in previous literature [64]. We will later argue why the magnon-mediated potential is expected to cooperate with the Coulomb potential in the case of indirect exciton condensation.

The interaction in Eq. (5) is too complicated for us to solve
for the exciton condensation. We then do an approximation similar to the Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity \cite{65, 66}, and assume that the dominant contribution to the interaction arises when the excitons have zero net momentum \((k + k' = q)\), and similarly for the Matsubara frequencies \((i\nu + i\nu_m = i\omega_n)\). Next, we introduce the order parameter

\[
\Delta_\sigma(k, i\omega_n) = -\sum_n \sum_{k'} U_\sigma(k - k', i\nu_m - i\nu_n) \times \phi^\dagger_{\sigma, q}(k', i\nu_n) \phi_{\sigma, l}(k', i\nu_n)
\]

and its Hermitian conjugate, and perform a Hubbard–Stratonovich transformation of the effective action. By doing a saddle-point approximation and integrating over the fermionic fields \cite{60}, we then obtain the gap equation

\[
\Delta_{\sigma, c}(k, i\nu_n) = \sum_m \sum_k \beta^{-1} U_\sigma(k - k', i\nu_m - i\nu_n) \times \frac{\Delta_\sigma(k, i\nu_m)}{|\Delta_\sigma(k, i\nu_m) + \epsilon(k)^2 + (\hbar\nu_m)^2|}.
\]

We note that the magnon-mediated potential is attractive when \(U_\sigma(q, i\omega_n) > 0\) in the case of indirect exciton condensation, which can be seen from rearranging the fermionic fields in Eq. (5).

We now use Eq. (9) to find an analytical expression for the critical temperature \(T_c\) below which the excitons spontaneously form a condensate. To obtain an analytical solution, we focus on the case when the gap functions and the magnon-mediated potential are independent of momentum and frequency. This corresponds to an instantaneous contact interaction, and we therefore assume that the gap functions have an \(s\)-wave pairing. Moreover, we see that the gap equation in Eq. (9) only has a solution when \(\Delta_{\sigma, c} = \Delta_{\sigma, r}\), indicating triplet-like pairing. In superconductivity, \(s\)-wave and triplet pairing are mutually exclusive for even frequency order parameters, but in the case of indirect excitons the same symmetry restrictions on the order parameter do not apply, as the composite boson does not consist of identical particles. In other words, for indirect excitons the symmetries in momentum space and spin space are decoupled from one another. As both the magnon-mediated potential and the Coulomb potential are in the \(s\)-wave channel and the Coulomb potential is independent of spin, the magnon-mediated potential works together with the Coulomb potential enhancing the attractive exciton pairing interaction. The fact that we can design whether the magnon-mediated potential is attractive or repulsive allows us to control which spin channel is the most favorable for the excitons to condensate.

To determine \(T_c\) we perform a BCS-like calculation \cite{60, 66} and restrict the sum over Matsubara frequencies to a thin shell around the Fermi level \((|\hbar\nu_m| < \epsilon_k)\), where the magnon-mediated potential is attractive. The analytical expression for \(T_c\) is found to be

\[
T_c = \frac{2e^{\gamma_{EM}}\epsilon_k}{\pi k_B} \exp\left(-\frac{2\pi\epsilon_k}{S_{\text{mag}}m^2 J^2_{c, 0} A^2_{B}}\right),
\]

where \(\gamma_{EM} = 0.577\) is the Euler–Mascheroni constant and \(\alpha\) the lattice constant of the semiconductors. Here we have assumed that the left and right magnetic interfaces consist of opposite sublattices. This leads to an attractive exciton interaction. If we assume the exchange energy among the spins in the bulk is much larger than the interface coupling \((\hbar A_{B} \gg S_{\text{mag}}m^2 J^2_{c, 0} A^2_{B})\), the value of the anisotropy that maximizes \(T_c\) is

\[
\hbar A_{B, \text{opt}} = \frac{S_{\text{mag}} m^2 J^2_{c, 0} A^2_{B}}{16\pi}.
\]

The full dependence of \(T_c\) on the magnetic anisotropy is shown in Fig. 2. The critical temperature for indirect exciton condensation is largest for a nonzero and finite magnetic anisotropy. This is because in the limit \(\omega_1 \rightarrow 0\) the magnon gap in the antiferromagnetic insulator vanishes, and consequently so does the thin shell around the Fermi level where the magnon-mediated potential is attractive. In the case of a large anisotropy, \(\omega_1 \gg \omega_\text{opt}\), the enhancement of the magnon-mediated potential due to magnon squeezing is lost \cite{63}. When the anisotropy takes on its optimal value, the critical temperature becomes

\[
T_c(\text{opt}) = \frac{S_{\text{mag}} m^2 J^2_{c, 0} A^2_{B}}{\sqrt{2} \gamma_{EM}^{3/2} k_B}
\]

Notably, we see that the critical temperature increases monotonously with increasing strength of the exchange interaction \(\hbar A_{B}\). The optimal choice of an antiferromagnetic insulator would then be a material with a magnetic anisotropy \((\hbar A_{B})\) on an energy scale proportional to the exchange coupling at the interface \((\hbar A_{B})\), and a very strong exchange interaction in the bulk of the antiferromagnetic insulator \((\hbar A_{B})\).

To show how high the \(T_c\) of indirect exciton condensation in our model can be using only the magnon-mediated interaction,
we give a numerical estimate for realistic material parameters. Using the parameters $S = 1$, $m$ equal the electron mass, $\hbar \omega_F = 6 \times 10^3$ eV $\cdot$ s$^{-1}$[67], and assuming the magnetic anisotropy takes on its optimal value $\alpha^{\text{opt}} = 9.9 \cdot 10^3$ s$^{-1}$, we obtain a $T_c^{\text{opt}}$ of approximately 7 K. Antiferromagnetic insulators that can be suitable for the proposed experiment are Cr$_2$O$_3$ [61], $\alpha$-Fe$_2$O$_3$ [29], and NiO [67]. In comparison, a recent experiment studying double bilayer graphene in the quantum Hall regime found the Coulomb-mediated excitation condensation to have an activation energy of ~ 8 K [51], which was ten times higher than what was found in an experiment using GaAs [68]. This demonstrates that the potential mediated by the antiferromagnetic magnons is capable of creating strong correlations between the electrons and holes that could significantly increase the critical temperature for condensation compared to when the excitons are just bound through the Coulomb interaction.
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I. INTERACTING SYSTEM

In these notes we will consider a trilayer system consisting of an antiferromagnetic insulator (AFI) sandwiched between two fermion reservoirs (FR/AFI/FR). The magnons in the AFI effectively couple the fermions in the different reservoirs. Here we aim to calculate the magnon-mediated effective interaction between the reservoirs mediated by the magnons by using the path integral formalism.

One interface

Let us first analyze a single fermion reservoir placed at the interface of an AFI. We will later generalize our calculation to the trilayer system. The Hamiltonian consists of three contributions,

\[ H = H_f + H_{magn} + H_{int}, \]

where the first two terms describe the fermions in the reservoir and the magnons in the AFI, respectively. The interfacial coupling between the fermions and magnons is expressed by the \( s-d \) exchange interaction

\[ H_{int} = -\sum_{j=A,B,i\in I_j} J_j(r_i) \hat{\rho}(r_i) \cdot S(r_i). \]

Here \( I_{A(B)} \) is the cross section of the interface with sublattice \( A \) (\( B \)). The interfacial exchange coupling constant \( J_{A/B}(r_i) \) is defined as

\[ J_j(r_i) = \begin{cases} J_j, & \text{if } r_i \in I_j, \\ 0, & \text{otherwise} \end{cases} \]

and

\[ \hat{\rho}(r_i) = \frac{1}{2} \sum_{\sigma,\sigma'} \phi^\dagger_{\sigma}(r_i) \sigma_{\sigma\sigma'} \phi_{\sigma'}(r_i) \]

denotes the spin density. Here \( \phi^\dagger_{\sigma} \) (\( \phi_{\sigma} \)) creates (annihilates) a fermion with spin \( \sigma \), and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) is a vector of Pauli matrices given by

\[ \sigma_x = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]

The direction of the spin \( S \) appearing in Eq. (2) depends on the sublattice of the antiferromagnet. We perform a Holstein–Primakoff transformation (HPT) of the spin operators in each sublattice, which for a small number of magnons \( \langle a_i^\dagger a_i \rangle \), \( \langle b_i^\dagger b_i \rangle \ll 2S \) yields

\[ S_{i,A}^x = \frac{\hbar \sqrt{2S}}{2} \left( a_i^\dagger + a_i \right), \quad S_{i,A}^y = \frac{\hbar \sqrt{2S}}{2} \left( a_i^\dagger - a_i \right), \quad S_{i,A}^z = \hbar \left( a_i^\dagger a_i - S \right), \]

\[ S_{i,B}^x = \frac{\hbar \sqrt{2S}}{2} \left( b_i^\dagger + b_i \right), \quad S_{i,B}^y = \frac{\hbar \sqrt{2S}}{2} \left( b_i^\dagger - b_i \right), \quad S_{i,B}^z = \hbar \left( S - b_i^\dagger b_i \right). \]
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We use the HPT in Eq. (6a) if $r_i$ lies in sublattice $A$, and the HPT in Eq. (6b) if $r_i$ lies in sublattice $B$. The interaction Hamiltonian at the AFI|FR interface can then be written as $\mathcal{H}_{\text{int}} = \mathcal{H}_{\text{int}}^{A} + \mathcal{H}_{\text{int}}^{B}$, where

$$\mathcal{H}_{\text{int}}^{A} = -J_A \sum_{i \in A} \left[ \frac{\hbar}{2} \left( \psi_i^+ \psi_i^a + \psi_i^a \psi_i^+ \right) + \frac{\hbar}{2} \left( \psi_i^+ \psi_i^\dagger - \psi_i^\dagger \psi_i^+ \right) \right],$$

(7a)

$$\mathcal{H}_{\text{int}}^{B} = -J_B \sum_{i \in B} \left[ \frac{\hbar}{2} \left( \psi_i^+ \psi_i^b + \psi_i^b \psi_i^+ \right) - \frac{\hbar}{2} \left( \psi_i^+ \psi_i^\dagger - \psi_i^\dagger \psi_i^+ \right) \right],$$

(7b)

and we are summing over the part of the sublattice cross section $\mathcal{A}_{A':B}$ of sublattice $A'/B$ that is in contact with the reservoir of fermions described by $\psi$. Note that the operators $\psi$, $a$ and $b$ have an implicit site $i$. The interaction Hamiltonian $\mathcal{H}_{\text{int}}$ depends on the interface structure of the antiferromagnetic insulator. In general, we can express the interaction Hamiltonian as

$$\mathcal{H}_{\text{int}} = - \sum_{i \in (A_A+B_B)} \left\{ \frac{\hbar}{2} \left( \psi_i^+ \psi_i^a \left( J_A(r_i) a^i + J_B(r_i) b^i \right) \right) \psi_i^\dagger \psi_i^b \left( J_A(r_i) a^i + J_B(r_i) b^i \right) \right\} + \frac{\hbar}{2} \left( \psi_i^+ \psi_i^\dagger \left[ J_A(r_i) a^i - J_B(r_i) b^i \right] \right),$$

(8)

where the sum now runs over the entire reservoir interface. The interface structure is now encoded in the spatial dependence of the interfacial coupling constants $J_{A,B}(r_i)$. From here on we omit the explicit notation of the $r$ dependence of the coupling constants $J_{A,B}(r_i)$. In our notation, $J_{A,B}$ depends on $r_i$ if it is inside the sum, and it is constant if it is outside the sum.

II. PATH INTEGRAL.

A. One interface

Now we calculate the coherent state integral in imaginary time

$$\mathcal{Z} = \int \mathcal{D}\phi \mathcal{D}\phi^* \mathcal{D} \mu \mathcal{D} \nu \mathcal{D} \tau \mathcal{D} \rho^* \exp \left(-\mathcal{S}/\hbar\right).$$

(9)

where we have introduced the eigenstates $\mu$ and $\nu$ which diagonalize the two-sublattice magnetic Hamiltonian. The dependence of these eigenstates on the Holstein–Primakoff magnons $a$ and $b$ will be discussed in the following section. The action of the bilayer system is $\mathcal{S} = \mathcal{S}_{\text{el}} + \mathcal{S}_{\text{mag}} + \mathcal{S}_{\text{int}}$, with

$$\mathcal{S}_{\text{el}} = \int_0^{\beta} \frac{\hbar}{2} \sum_{i \in (A_A+B_B)} \left[ \sum_{\mu} \sum_{\tau} \phi_i^\mu(r,\tau) \phi_i^\mu(r,\tau) \right] + \mathcal{H}_\text{el},$$

(10a)

$$\mathcal{S}_{\text{mag}} = \int_0^{\beta} \frac{\hbar}{2} \sum_{i \in (A_A+B_B)} \left[ \sum_{\nu} \sum_{\tau} \eta_i^\nu(r,\tau) \eta_i^\nu(r,\tau) \right] + \mathcal{H}_\text{mag},$$

(10b)

$$\mathcal{S}_{\text{int}} = \int_0^{\beta} \frac{\hbar}{2} \sum_{i \in (A_A+B_B)} \left[ \sum_{\mu} \sum_{\nu} \phi_i^\mu(r,\tau) \eta_i^\nu(r,\tau) \right] + \mathcal{H}_\text{int},$$

(10c)

where $\beta = 1/(k_BT)$ with $k_B$ being the Boltzmann constant and $T$ the temperature. Note that from now on $\phi^{(\mu)}$ are Grassman variables such that $\phi^{(\mu)} = \phi^{(\mu)}$, and $(\mu, \nu, \nu', \mu', \nu'' , \nu''', \ldots)$ are complex numbers. We treat the interaction term as a perturbation and perform an expansion up to second order in the interaction term of the action

$$\mathcal{Z} = \int \mathcal{D}^3 \phi \mathcal{D}^3 \mu \mathcal{D}^3 \nu \exp \left(-\frac{\mathcal{S}_{\text{el}} + \mathcal{S}_{\text{mag}}}{\hbar} \right) \exp \left(-\frac{\mathcal{S}_{\text{int}}}{\hbar} \right) = \int \mathcal{D}^3 \phi \mathcal{D}^3 \mu \mathcal{D}^3 \nu \exp \left(-\frac{\mathcal{S}_{\text{el}} + \mathcal{S}_{\text{mag}}}{\hbar} \right) \gamma_{\text{int}}$$

(11)

where $\gamma_{\text{int}} = 1 - \mathcal{S}_{\text{int}}/\hbar + (\mathcal{S}_{\text{int}}/\hbar)^2/2$. We from now on also use the shorthand notation $\mathcal{D}^3 \phi = \mathcal{D} \phi \mathcal{D} \phi^*$ etc. The first order term in $\gamma_{\text{int}}$ that is linear in $\mathcal{S}_{\text{int}}$ is neglected, as all the processes in Eq. (8) are only between a single fermion and a magnon. Such processes to first order can therefore not mediate an interaction between two separate fermions, which are the processes we are interested in later on.
Figure 1. The spin structures of the atoms in the AFI in the plane closest to the fermion reservoir as seen from the fermion reservoir. (a) and (b) are fully uncompensated interfaces with sublattices $A$ and $B$ respectively, where only one of the sublattices is present at the interface. (c) is a compensated interface where both sublattices are present at the interface, in a chessboard pattern.

Let us now analyze the second order term, and evaluate

$$S^{(2)}_{\text{AA}} = \int d\tau d\tau' H_{\text{AA}}(\tau) H_{\text{AA}}(\tau').$$

We write $\phi_{\sigma}(\tau, r)$ and $\phi_{\sigma}(\tau', r')$, and the same convention for $a, b$, and $J_{A,B}(r)$. Let us first consider a general type of interface, and use $H_{\text{AA}}$ in (8). The interface structure is then encoded in the spatial dependencies of $J_{A,B}(r)$. Note that the two limits of a fully uncompensated interface (either with sublattice $A$ or sublattice $B$, as defined in Fig. 1) can easily be recovered from the general expression by setting either $J_A$ or $J_B$ to zero. We then find

$$H_{\text{AA}}(\tau) H_{\text{AA}}(\tau') = \sum_{i,j,(i\neq j)} \left[ \frac{\hbar^2 S}{2} (A_{\text{AA}} J_{A,i} J_{A,j} + A_{\text{AB}} J_{A,i} J_{B,j} + A_{\text{BA}} J_{B,i} J_{A,j} + A_{\text{BB}} J_{B,i} J_{B,j}) ight.\right.$$  

$$+ \left. \frac{\hbar^2}{4} (B_{\text{AA}} J_{A,i} J_{A,j} + B_{\text{AB}} J_{A,i} J_{B,j} + B_{\text{BA}} J_{B,i} J_{A,j} + B_{\text{BB}} J_{B,i} J_{B,j}) \right].$$

where we have defined

$$A_{\text{AA}} = \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j,$$  

$$A_{\text{AB}} = \psi_i^\dagger \psi_j^\dagger \psi_i a^b b + \psi_i^\dagger \psi_j^\dagger \psi_i b^a a + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j a^b b + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j b^a a,$$  

$$A_{\text{BA}} = \psi_i^\dagger \psi_j^\dagger \psi_i a^a a + \psi_i^\dagger \psi_j^\dagger \psi_i b^b b + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j a^a a + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j b^b b,$$  

$$A_{\text{BB}} = \psi_i^\dagger \psi_j^\dagger \psi_i a^b b + \psi_i^\dagger \psi_j^\dagger \psi_i b^a a + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j a^b b + \psi_i^\dagger \psi_j^\dagger \psi_i^\dagger \psi_j b^a a,$$  

$$B_{\text{AA}} = \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j \times \left( a^a a^a - b^b b^b + S^2 \right);$$  

$$B_{\text{AB}} = \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j \times \left( a^a b^a + b^b a^b + S^2 \right);$$  

$$B_{\text{BA}} = \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j \times \left( b^b a^b + a^a b^b + S^2 \right);$$  

$$B_{\text{BB}} = \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j + \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j - \psi_i^\dagger \psi_j^\dagger \psi_i \psi_j \times \left( b^b b^b - b^b b^b - S^2 \right).$$

The contributions from terms that are odd in the number of magon operators are neglected because they correspond to disconnected diagrams whose expectation values will vanish. The terms $A_{\text{AB}}, A_{\text{BA}}$ are not discarded as $a$ and $b$ are not.
eigenexcitations, and the product of the two might still contain contributing terms that are even in the eigenmagnon operators. From this point on we also disregard terms of order $a^4$ and $b^4$ and higher to be consistent with the linear expansion of the HPT. Moreover, the interactions proportional to $aa$, $ab^3$, $bb$, and their Hermitian conjugates vanish once the magnon operators are diagonalized. This is because these processes do not conserve spin.

B. Two interfaces

We now want to generalize to the case where we have two fermion reservoirs $L$ and $R$ connected through the magnetic insulator. Similar to the case with only one fermion reservoir, there is no contribution of interest from the first order perturbation in $S_{int}$ as these processes can not mediate an interaction between the two fermion reservoirs. Moreover, the processes represented by $B_{ij}$ $(i, j = A, B)$ for the one-interface case in Eq. (14) also cannot couple the fermion reservoirs. This is because there are no processes in $B_{ij}$ where a magnon is emitted at one point and absorbed at another, only processes where a magnon is instantaneously emitted and absorbed at the same point. These interactions (first order in $S_{int}$ and processes proportional to $B_{ij}$) will only contribute to a renormalization of the energy at each interface. As we are only interested in contributions that can mediate a coupling between the two reservoirs, we henceforth drop all contributions that are first order in $S_{int}$ or included in $B_{ij}$.

The second order contribution can be expressed as

$$
\left(\frac{S_{int}}{h}\right)^2 = \int \text{d}r \left\{ \sum_{i=1}^{L,R} \sum_{i,j=A,B} \sum_{a=\cdots} \sum_{a=\cdots} J^j(r_m) J^j(r_n) [\hat{\rho}_i(r_m, \tau) \cdot S(r_m, \tau)] [\hat{\rho}_j(r_n, r') \cdot S(r_n, r')] \right\},
$$

(15)

with $A_{L,R} = A_{L}^{AA} + A_{R}^{BB}$, and $\hat{\rho}_i$ is the spin density defined in Eq. (4) in the $i$-th ($i = L, R$) fermion reservoir. For consistency with the contributions we have previously neglected, we only sum over the contributions where the fermions are located in different layers ($i \neq j$). We also allow for the interfaces to be different, and have generalized the definition of the interfacial exchange couplings in Eq. (3) to

$$
J^j_i (r_m) = \begin{cases} 
J^j_i & \text{if } r_m \in A_{L}^j \\
0 & \text{otherwise}
\end{cases}
$$

(16)

From this point on, we only consider uncompensated magnetic interfaces, corresponding to either Fig. 1 (a) or (b). In other words, if we have the left interface being an uncompensated interface with sublattice $A$, we have $J^j(r) = J^j_{A}$ for all $r \in A_L$, as well as $J^j_{B}(r) = 0$ for all $r \in A_R$. However, we make no assumptions about which sublattice is at the interface, and whether the two interfaces are with identical or opposite sublattices.

We see that the result for one interface can easily be generalized to two interfaces with different fermion reservoirs. We can define

$$
\gamma^{(2)}_{\text{id}} = 1 + \frac{k_B T}{2} \int \text{d}r \left\{ \sum_{i=1}^{L,R} \sum_{i,j=A,B} \sum_{a=\cdots} \sum_{a=\cdots} A_{ij}^{AA} J^j_i(r_m) J^j_i(r_n) \right\},
$$

(17)

where the coefficients $A_{ij}^{AA}$ are as in the one-reservoir case, but now with two different reservoir labels. As an example, we have

$$
A_{AA}^{LR} = \phi_1^R \phi_{L,R} \phi_{L,R}^\dagger \phi_{L,R}^\dagger a_1^\dagger + \phi_1^L \phi_{L,R} \phi_{L,R}^\dagger \phi_{L,R}^\dagger a_1^\dagger + \phi_1^L \phi_{L,R} \phi_{L,R}^\dagger \phi_{L,R}^\dagger a_1^\dagger.
$$

(18)

where $\phi_{L,R}^\dagger$ creates a fermion with spin up in the left fermion reservoir, and so on. $\gamma^{(2)}_{\text{id}}$ takes the role of $\gamma_{\text{int}}$ in the path integral in Eq. (11) for the two-reservoir case. This path integral is also extended over an integration over the fermionic fields in the second fermion reservoir, i.e. $\mathcal{D} \psi \to \mathcal{D} \psi_L \mathcal{D} \psi_R$.

III. MAGNETIC HAMILTONIAN

Now that we have considered how the fermions interact with the magnons in the HPT-magnon basis, we wish to find how these $a$ and $b$ magnons relate to the eigenexcitations of the system (the $\mu$ and $\nu$ magnons, which we integrate over in the path integral in Eq. (9)). We consider an easy-axis antiferromagnetic insulator, which is described by the Hamiltonian

$$
\mathcal{H}_{\text{mag}} = J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j - \frac{K}{2} \sum_i S_{iz}^2.
$$

(19)
where \( J \) and \( K \) are the strengths of the exchange interaction and magnetic anisotropy, respectively. Performing a HPT of the spin operators as defined in Eq. (6), disregarding any constant terms in the Hamiltonian and only keeping terms to second order in the magnon-operators, we find

\[
\mathcal{H}_{\text{mag}} = \frac{J^2 S}{2} \sum_{\sigma} \left\{ \sum_{i \in A} \left( a_i^\dagger a_i + b_i^\dagger b_i + J_i a_i a_{i+\delta} + b_i b_{i+\delta} + 2a_i^\dagger b_{i+\delta} \right) + \sum_{i \in B} \left( b_i^\dagger b_i + a_i^\dagger a_i + 2b_i a_{i+\delta} \right) \right\} + J^2 K S \left( \sum_{i \in A} a_i^\dagger a_i + \sum_{i \in B} b_i^\dagger b_i \right). \tag{20}
\]

Here \( \delta \) is a set of nearest-neighbor vectors from site \( i \). Next, we perform a Fourier transformation of the magnon operators, given by

\[
a(r, \tau) = \frac{1}{\sqrt{N_A}} \sum_k a_k(\tau) e^{i \mathbf{k} \cdot \mathbf{r}} , \quad a_k^\dagger(\tau) = \frac{1}{\sqrt{N_A}} \sum_k a_k^\dagger(\tau) e^{-i \mathbf{k} \cdot \mathbf{r}} , \tag{21a}
\]

\[
b(r, \tau) = \frac{1}{\sqrt{N_B}} \sum_k b_k(\tau) e^{i \mathbf{k} \cdot \mathbf{r}} , \quad b_k^\dagger(\tau) = \frac{1}{\sqrt{N_B}} \sum_k b_k^\dagger(\tau) e^{-i \mathbf{k} \cdot \mathbf{r}} . \tag{21b}
\]

where \( N_A, B \) is the number of spins in sublattice \( A/B \). The momentum \( \mathbf{k} \) in each sum runs over the sublattice Brillouin zone. For an antiferromagnet, we have \( N_A = N_B \).

If we assume that \( N_A \) is macroscopic, the terms in the Hamiltonian transform as

\[
\sum_{j \in A} a_j^\dagger(\tau) a_k(\tau) = \sum_k a_k^\dagger(\tau) a_k(\tau). \tag{22}
\]

Transforming the remaining terms in the Hamiltonian to momentum space, we find it to be

\[
\mathcal{H}_{\text{mag}} = \sum_k \left\{ \hbar^2 S (J z + K) \left[ a_k^\dagger(\tau) a_k(\tau) + b_k^\dagger(\tau) b_k(\tau) \right] + \hbar^2 S J z \left[ \gamma_k u_k^\dagger(\tau) b_k^\dagger(\tau) + \gamma_k a_k(\tau) b_k(\tau) \right] \right\}. \tag{23}
\]

where \( z \) is the number of nearest neighbours, and

\[
\gamma_k = z^{-1} \sum_\delta e^{i \mathbf{k} \cdot \delta} = \gamma - \delta. \tag{24}
\]

We now want to diagonalize the Hamiltonian in Eq. (23). We use a Bogoliubov transformation given by

\[
u_k(\tau) = u_k a_k(\tau) + v_k b_k^\dagger(\tau) , \quad v_k(\tau) = u_k b_k(\tau) + v_k a_k^\dagger(\tau), \tag{25}
\]

where the new bosonic operators \( \mu \) and \( \nu \) also satisfy bosonic commutation relations. Introducing the quantities \( \omega_E = \hbar S z \) and \( \omega_d = K \hbar S \), we find that

\[
\mathcal{H}_{\text{mag}} = \sum_k \left\{ \epsilon_{\mu, k} \mu_k^\dagger(\tau) \mu_k(\tau) + \epsilon_{\nu, k} \nu_k^\dagger(\tau) \nu_k(\tau) \right\}. \tag{26}
\]

The energies are

\[
\epsilon_{\mu, k} = \epsilon_{\nu, k} \equiv \epsilon_k = \hbar \sqrt{1 - \gamma_k^2} \omega_E^2 + \omega_d (2 \omega_E + \omega_d). \tag{27}
\]

The Bogoliubov coefficients are

\[
u_k = \sqrt{\frac{1 + \frac{\omega_d}{2 \omega_E}}{2}} , \quad \mu_k = \sqrt{\frac{1 - \frac{\omega_d}{2 \omega_E}}{2}} , \quad \epsilon_k = \sqrt{\frac{1 + \frac{\omega_d}{2 \omega_E}}{2}}. \tag{28}
\]

where we have introduced

\[
\Gamma_k = \frac{1}{\sqrt{1 - \frac{\omega_d^2}{\omega_E^2}}}. \tag{29}
\]
IV. MAGNON GREEN’S FUNCTIONS

Now that we can express the fermion-magnon interaction in terms of the eigenmagnons $\mu$ and $\nu$, over which we integrate, we can proceed by performing the integrals over the magnon fields to express the interaction as an effective fermion-fermion interaction mediated by the magnons. Let us introduce the (inverse) Green’s function so that the partition function for the magnons becomes

$$Z_{\text{mag}} = \int D^2\mu D^2\nu \exp \left[ \int_0^\beta d\tau d^3r \sum_{\mu,\nu} \Phi^*_{\mu}(r, \tau) \Phi_{\nu}(r, \tau) \right].$$  

where we have

$$\Phi^*_{\mu}(r, \tau) = (\mu^*, r, \tau) \quad \nu^*(r, \tau).$$

To describe the (imaginary) time dependence of the magnon fields we do a Matsubara expansion and go to frequency space,

$$\mu(r, \tau) = \frac{1}{\sqrt{N_A}} \sum_k \mu_k e^{i(k \cdot r - \omega_n \tau)},$$

where $\omega_n = \frac{2\pi n}{\hbar \beta}$ is the Matsubara frequency for bosons.

In a momentum and frequency representation, the partition function can alternatively be expressed as

$$Z_{\text{mag}} = \int D^2\mu D^2\nu \exp \left( -\frac{\mathcal{S}_{\text{mag}}}{\hbar} \right) = \int D^2\mu D^2\nu \exp \left[ \sum_k \sum_{\mu,\nu} \Phi^*_{\mu,k} G_{\text{mag}}^{-1}(k, \omega_n, \omega_n') \Phi_{\nu,k'} \right].$$

with

$$\Phi^*_{\mu,k} = \left( \mu^*_{k,n}, \nu^*_{k,n} \right).$$

Performing the Matsubara expansion of our fields, and using our Hamiltonian as shown in Eq. (26) in terms of the Matsubara modes, we note that the action in Eq. (10b) becomes

$$\mathcal{S}_{\text{mag}} = \frac{\hbar}{\beta} \sum_k \sum_{\mu,\nu} \left( -i\hbar\omega_n + \epsilon_k \right) \eta^*_{\mu,k,n} \eta_{\nu,k,n}. $$

where we have used the identity

$$\int_0^\beta d\tau \frac{e^{i\omega_n (r - r')}}{\hbar} = \delta_{n,n'}. $$

Consequently, we find the Green’s function in the Matsubara basis to be

$$G_{\text{mag}}(k, \omega_n; k', \omega_n') = -\frac{\hbar}{\beta} \eta^*_{k,n} \delta_{n, n'} \left[ \left( -i\hbar\omega_n + \epsilon_k \right)^{-1} \right] = \left( \eta^*_{k,n} \eta_{k',n'} \right).$$

Now we wish to calculate expectation values such as

$$\langle \mu'(r, \tau) \mu(r', \tau') \rangle = Z_{\text{mag}} \int D^2\mu D^2\nu \exp \left( -\frac{\mathcal{S}_{\text{mag}}}{\hbar} \right) \mu'(r, \tau) \mu(r', \tau').$$

We once again do a Fourier transform and a Matsubara expansion, and using the results above we find that

$$\langle \mu'(r, \tau) \mu(r', \tau') \rangle = \frac{1}{N_A} \sum_{k,k',n,n'} \epsilon^{2k' - k} e^{i\omega_n \tau - \omega_n' \tau'} Z_{\text{mag}}^{-1} \int D^2\mu D^2\nu \exp \left( -\frac{\mathcal{S}_{\text{mag}}}{\hbar} \right) \mu^*_{k,n} \mu_{k',n'}$$

$$= \frac{1}{N_A} \sum_{k,k',n,n'} \epsilon^{2k' - k} e^{i\omega_n \tau - \omega_n' \tau'} \langle \eta^*_{k,n} \eta_{k',n'} \rangle$$

$$= \frac{\hbar}{\beta} \sum_k \sum_{\mu,\nu} e^{i\omega_n \tau - \omega_n' \tau'} e^{-i\hbar\omega_n + \epsilon_k}$$

$$= \sum_k \langle \mu^*(k, \omega_n) \mu(k', \omega_n') \rangle = -G_{\text{mag}}(r, \tau; r', \tau'). $$

(39)
A similar result is obtained for \( \langle h^*(r, \tau) h(r, \tau') \rangle \), and all other expectation values vanish.

Previously we expressed the interaction in terms of the sublattice magnon operators \( a \) and \( b \). The expectation values of these magnons are related to the expectation values of the diagonal magnons by the following:

\[
\langle a^*(r, \tau) a(r', \tau') \rangle = \sum_k \left| u_k \right|^2 \left( \langle \mu^*_k(r, \tau) \mu_k(r', \tau') \rangle + \langle v^*_k(r, \tau) v_k(r', \tau') \rangle \right),
\]

\[
\langle b^*(r, \tau) b(r', \tau') \rangle = \sum_k \left| u_k \right|^2 \left( \langle \mu^*_k(r, \tau) \mu_k(r', \tau') \rangle + \langle v^*_k(r, \tau) v_k(r', \tau') \rangle \right),
\]

\[
\langle a(r, \tau) b(r', \tau') \rangle = - \sum_k \left| u_k \right|^2 \left( \langle \mu^*_k(r, \tau) \mu_k(r', \tau') \rangle + \langle v^*_k(r, \tau) v_k(r', \tau') \rangle \right),
\]

\[
\langle a^*(r, \tau) b(r', \tau') \rangle = - \sum_k \left| u_k \right|^2 \left( \langle \mu^*_k(r, \tau) \mu_k(r', \tau') \rangle + \langle v^*_k(r, \tau) v_k(r', \tau') \rangle \right).
\]

The other expectation values vanish.

### V. EFFECTIVE POTENTIAL

Using the results found previously, we integrate out the magnons and find that

\[
Z = \int \mathcal{D}^2 \psi_1 \mathcal{D}^2 \psi_2 \exp \left( -S_{\text{eff}} / \hbar \right) \equiv \int \mathcal{D}^2 \psi_1 \mathcal{D}^2 \psi_2 \exp \left( -S_{\text{eff}} / \hbar \right) \int \mathcal{D}^2 \mu \mathcal{D}^2 \nu \exp \left( -S_{\text{mag}} / \hbar \right) \gamma_{\text{int}}^{(2)},
\]

where \( \gamma_{\text{int}}^{(2)} \) is defined in Eq. (17), and we have defined the effective action of the fermionic system:

\[
S_{\text{eff}} = \int \mathcal{D} \psi \left[ \bar{\psi} \left( \gamma \psi + \mathcal{H}_i \right) + \mathcal{H}_0 \right] + \gamma \left( 1 - \gamma_{\text{int}}^{(2)} \right).
\]

We have here reintroduced the interaction term in the exponent.

The interaction term can be expressed as following:

\[
\hbar \left( 1 - \gamma_{\text{int}}^{(2)} \right) = \sum_{i,j \in \beta} \sum_{\tau \in \Gamma} \int \mathcal{D} \psi_1 \mathcal{D} \psi_2 \left( \psi_{\sigma,i} \psi_{\nu,j}(\tau) - \psi_{\nu,j}(\tau) \psi_{\sigma,i}(\tau) \right) \gamma_{\text{int}}^{(2)}(\tau).
\]

The effective potential \( V_{i,j}(r, \tau, \tau') \) describes a spin-flip interaction of two fermions located in reservoirs \( i \) and \( j \) mediated by a magnon in the magnetic insulator. One fermion flips its spin and thereby emits a magnon. This magnon is then absorbed by a fermion that is located in the reservoir on the opposing side of the insulating barrier with respect to the fermion that emitted the magnon. We then write down the effective spin-flip potential as

\[
V_{i,j}^{(2)}(r, \tau, \tau') = V_{i,j}^{(1)}(r', \tau - \tau')
\]

\[
= - \frac{S}{4} \left[ \langle a^*(r', \tau') a(r, \tau) \rangle J^*_i(r') J_j(r) + \langle a(r, \tau) b(r', \tau') \rangle J^*_j(r') J^*_i(r) \right]
\]

\[
+ \langle a^*(r', \tau') b(r', \tau') \rangle J^*_j(r') J^*_i(r) + \langle b(r, \tau) b(r', \tau') \rangle J^*_i(r') J^*_j(r)
\]

\[
= - \frac{S}{4} \sum_{i,j} \sum_{\nu,\sigma} \sum_{k} \frac{\hbar}{\epsilon_{0k}} \left[ \langle \nu \rangle J^*_i(r') J_j(r) - \langle \nu \rangle J^*_j(r') J_i(r) \right] e^{i(k \cdot r - \nu \epsilon_{0k})} e^{i(k \cdot r' - \nu \epsilon_{0k})}
\]

\[
= - \frac{S}{4} \sum_{i,j} \sum_{\nu,\sigma} \sum_{k} \frac{\hbar}{\epsilon_{0k}} \left[ \langle \nu \rangle J^*_i(r') J_j(r) - \langle \nu \rangle J^*_j(r') J_i(r) \right] e^{i(k \cdot r - \nu \epsilon_{0k})} e^{i(k \cdot r' - \nu \epsilon_{0k})}
\]

We now do a Fourier transformation and Matsubara expansion of the fermionic fields, so that

\[
\psi_{\sigma,i}(r, \tau) = \frac{1}{\sqrt{N_\sigma}} \sum_k \psi_{\sigma,i}(k, \nu \epsilon_{0k}) e^{ik \cdot r - \nu \epsilon_{0k} \tau}.
\]
Here \( N_i \) is the number of sites in reservoir \( i (i = L, R) \), and \( \mathbf{k} \) now runs over the Brillouin zone of the fermion reservoirs. The Matsubara expansion of the fermionic fields is defined in terms of the fermionic Matsubara frequencies \( \omega_n = (2n + 1)\pi/(\hbar\beta) \).

With these transformations, we rewrite the magnon-mediated interaction as

\[
\sum_{i,j=L,R} \sum_{\sigma=\uparrow,\downarrow} \int \text{d}r \text{d}r' \sum_{\mathbf{k} \in \mathcal{A}_i} V_{ij,\sigma}(r, \mathbf{k}) \psi^{\dagger}_{\sigma,L}(r, \mathbf{k}) \psi^{\dagger}_{\sigma,R}(r', \mathbf{k}) \psi_{\sigma,R}(r', \mathbf{k}) \psi_{\sigma,L}(r, \mathbf{k})
\]

\[
= \sum_{i,j=L,R} \sum_{\sigma=\uparrow,\downarrow} (\hbar\beta)^2 \sum_{\mathbf{l}m \mathbf{k} \mathbf{q}} V_{ij,\sigma}(\mathbf{q}, i\omega_n) \psi^{\dagger}_{\sigma,L}(\mathbf{k} + \mathbf{q} + i\omega_n) \psi^{\dagger}_{\sigma,R}(\mathbf{k}' + i\omega_n) \psi_{\sigma,R}(\mathbf{k}' - i\omega_n) \psi_{\sigma,L}(\mathbf{k} - \mathbf{q}, i\omega_n) - i\omega_n \psi_{\sigma,R}(\mathbf{k}, i\omega_n).
\]

Here we have defined

\[
V_{ij,\sigma}(\mathbf{q}, i\omega_n) \equiv \sum_{\mathbf{k}} V_{ij,\sigma}(\mathbf{q}, i\omega_n) e^{i \mathbf{q} \cdot (\mathbf{r} - \mathbf{r}')} e^{-i \omega_n (r - r')},
\]

with

\[
V_{ij,\sigma}(\mathbf{q}, i\omega_n) \equiv -\frac{\hbar S}{4\hbar^2 N_A} \left[ \frac{\hbar}{\sigma \epsilon_{i\omega_n} + \epsilon_{\mathbf{q} \mathbf{r}}} \left[ \psi_{\sigma,L}(\mathbf{r}) - \psi_{\sigma,R}(\mathbf{r}) \right] \left[ \psi_{\sigma,R}(\mathbf{r}) - \psi_{\sigma,L}(\mathbf{r}) \right] \right] + \frac{\hbar}{\sigma \epsilon_{i\omega_n} + \epsilon_{\mathbf{q} \mathbf{r}}} \left[ \psi_{\sigma,L}(\mathbf{r}) - \psi_{\sigma,L}(\mathbf{r}) \right] \left[ \psi_{\sigma,R}(\mathbf{r}) - \psi_{\sigma,L}(\mathbf{r}) \right] \left[ \psi_{\sigma,R}(\mathbf{r}) - \psi_{\sigma,L}(\mathbf{r}) \right].
\]

While at first glance the potential in the above equation seemingly also depends on position, we note that since we are only considering uncompensated interfaces (see Fig. 1 (a) and (b)) the interfacial coupling constants \( J_{ij}^{L,R}(r) \) can only take on the constant values \( J_{ij}^L \) or zero for all positions \( r \) at each interface. As an example, \( J_{ij}^L(\mathbf{r} \in \mathcal{A}_L) = J_{ij}^L \) if the interface with reservoir \( L \) is an uncompensated interface with sublattice \( A \), but \( J_{ij}^L(\mathbf{r} \in \mathcal{A}_R) = 0 \) if the interface with reservoir \( L \) is an uncompensated interface with sublattice \( B \). However, if one is considering a compensated interface such as in Fig. 1 (c), the interfacial coupling constants have a periodic spatial dependence at that interface, and they would then also need to be Fourier transformed accordingly. Since we are only considering uncompensated interfaces, we do not have to take this into consideration.

We have previously assumed an inversion symmetry in the magnetic insulator, so that \( \epsilon_{\mathbf{k},\mu/\nu} = \epsilon_{-\mathbf{k},\mu/\nu} \). With this in mind, the Fourier transform of the effective magnon potential has the following symmetries:

\[
V_{ij,\sigma}(\mathbf{k}, i\omega_n) = V_{ij,\sigma}(\mathbf{k}, i\omega_n), \quad V_{ij,\sigma}(\mathbf{k}, i\omega_n) = V_{ij,\sigma}(-\mathbf{k}, i\omega_n), \quad V_{ij,\sigma}(\mathbf{k}, i\omega_n) = V_{ij,\sigma}(\mathbf{k}, -i\omega_n).
\]

Through these symmetries, and some relabelling of the momenta and Matsubara frequencies, one can see that the interactions in (45) are pairwise identical. The interactions are paired through the substitutions \( L \leftrightarrow R, \sigma \rightarrow -\sigma \). Consequently, we can perform the sums over layers (only considering interlayer interactions) in (45), and reduce the result to

\[
2(\hbar\beta)^2 \sum_{\sigma=\uparrow,\downarrow} \sum_{\mathbf{l}m \mathbf{k} \mathbf{q}} V_{ij,\sigma}(\mathbf{q}, i\omega_n) \psi^{\dagger}_{\sigma,L}(\mathbf{k}' + \mathbf{q} + i\omega_n) \psi^{\dagger}_{\sigma,R}(\mathbf{k}, i\omega_n) \psi_{\sigma,R}(\mathbf{k}' - \mathbf{q}, i\omega_n) - i\omega_n \psi_{\sigma,L}(\mathbf{k}, i\omega_n).
\]

To have a more intuitive form of the magnon-mediated potential, we define the quantity

\[
U_{ij}(\mathbf{q}, i\omega_n) \equiv 2\hbar V_{ij,\sigma}(\mathbf{q}, i\omega_n),
\]

which has units Joule.

VI. EXCITON INTERACTION

We will now use the effective action to look at interlayer exciton condensation. It is then advantageous to reorder the fermionic fields on the following form:

\[
-\frac{\hbar \beta}{\sigma \epsilon_{i\omega_n} + \epsilon_{\mathbf{q} \mathbf{r}}} \sum_{\mathbf{k} \mathbf{q}} U_{ij}(\mathbf{q}, i\omega_n) \psi^{\dagger}_{\sigma,L}(\mathbf{k}' + \mathbf{q} + i\omega_n) \psi^{\dagger}_{\sigma,R}(\mathbf{k}, i\omega_n) \psi_{\sigma,R}(\mathbf{k}' - \mathbf{q}, i\omega_n) - i\omega_n \psi_{\sigma,L}(\mathbf{k}, i\omega_n).
\]

We can simplify this further by only considering the case where the exciton has a net zero momentum \( (\mathbf{k}' + \mathbf{q} - \mathbf{k} = 0) \). Moreover, we assume that the electronic fields in an exciton pair have the same Matsubara frequency \( (i\omega_n + i\omega_n = i\omega_n) \) as well as momentum. The simplified interaction we consider is then

\[
-\frac{\hbar \beta}{\sigma \epsilon_{i\omega_n} + \epsilon_{\mathbf{q} \mathbf{r}}} \sum_{\mathbf{k} \mathbf{q}} U_{ij}(\mathbf{k}' - \mathbf{k}, i\omega_n) \psi^{\dagger}_{\sigma,L}(\mathbf{k}, i\omega_n) \psi^{\dagger}_{\sigma,R}(\mathbf{k}, i\omega_n) \psi_{\sigma,R}(\mathbf{k}' - \mathbf{k}, i\omega_n) - i\omega_n \psi_{\sigma,L}(\mathbf{k}, i\omega_n).
\]
VII. HUBBARD–STRATONOVICH TRANSFORMATION

To simplify the Hamiltonian, we can reduce the effective electronic Hamiltonian to a bilinear Hamiltonian by introducing an auxiliary Hubbard–Stratonovich field. To introduce the new Hubbard–Stratonovich fields, we first multiply our path integral by a white-noise field variables by introducing the Hubbard–Stratonovich field

\[ \Delta_{\nu}(k, i\nu_n) = \alpha_{\nu}(k, i\nu_n) - \frac{1}{\beta} \sum_n U_{\nu}(k - k', i\nu_m - i\nu_n) \Delta_{\nu}(k', i\nu_n), \]

(54)

and its Hermitian conjugate. Noting that the inverse matrix \( U_{\nu}^{-1}(k - k', i\nu_m - i\nu_n) \) is defined so that it satisfies the relation

\[ \sum_n U_{\nu}^{-1}(k - k', i\nu_m - i\nu_n) U_{\nu}(k - k'' - i\nu_n - i\nu_n) = \delta_{k'k''} \delta_{m,n}, \]

(55)

we can rewrite the sum of the interaction and white-noise fields in the effective action as

\[ -\hbar\beta \sum_{\nu} \sum_{k} \sum_{k'} \Lambda_{\nu}(k, i\nu_n) U_{\nu}(k - k') \Delta_{\nu}(k', i\nu_n) + \hbar\beta \sum_{\nu} \sum_{k} \sum_{k'} \Lambda_{\nu}(k, i\nu_n) U_{\nu}(k - k') \Delta_{\nu}(k', i\nu_n) + \hbar\beta \sum_{\nu} \sum_{k} \sum_{k'} \Lambda_{\nu}(k, i\nu_n) U_{\nu}^{-1}(k - k') \Delta_{\nu}(k', i\nu_n) + \hbar\beta \sum_{\nu} \sum_{k} \sum_{k'} \Lambda_{\nu}(k, i\nu_n) U_{\nu}^{-1}(k - k') \Delta_{\nu}(k', i\nu_n). \]

(56)

The path integral in its entirety can then be written as

\[ \mathcal{Z} = \int D^2 \Delta \exp \left[ -\beta \sum_{\nu} \sum_{k} \sum_{k'} \Lambda_{\nu}(k, i\nu_n) U_{\nu}(k - k') \Delta_{\nu}(k', i\nu_n) \right] \mathcal{Z}_{\psi_L} \mathcal{Z}_{\psi_R} \exp \left( -\frac{S_{\text{eff}}}{\hbar} \right), \]

(57)

where we have defined

\[ S_{\text{eff}} = \int d\tau \left[ \hbar \sum_{i \in L, R, \nu = \frac{1}{2}, \frac{3}{2}} \sum_{l \in \xi} \phi_{\nu l}^* (r, \tau) \psi_{\nu l} (r, \tau) + \mathcal{H}_{\text{el}} + \hbar \beta \sum_{\nu} \sum_{k} \sum_{k'} \left[ \Lambda_{\nu}(k) \Delta_{\nu}(k, i\nu_n) + \Lambda_{\nu}(k, i\nu_n) \Delta_{\nu}(k) \right] \right]. \]

(58)

Assuming the electron and hole Hamiltonians to be diagonalized on the form

\[ \mathcal{H}_{\text{el}} = \sum_{k} \sum_{l} \epsilon(k) \sum_{\nu} \left[ \phi_{\nu l}^* (k, i\nu_n) \psi_{\nu l} (k, i\nu_n) - \psi_{\nu l}^* (k, i\nu_n) \psi_{\nu l} (k, i\nu_n) \right], \]

(59)

we can do Fourier and Matsubara expansions of the kinetic term to write the effective electronic action as

\[ S_{\text{eff}} = \hbar \beta \sum_{\nu} \sum_{k} \left[ \psi_{\nu L}^* (k, i\nu_n) [-i\hbar \nu + \epsilon(k)] \psi_{\nu L} (k, i\nu_n) + \psi_{\nu R}^* (k, i\nu_n) [-i\hbar \nu - \epsilon(k)] \psi_{\nu R} (k, i\nu_n) \right. \]

\[ + \left. \Delta_{\nu L}(k, i\nu_n) \psi_{\nu L}^* (k, i\nu_n) \psi_{\nu R} (k, i\nu_n) + \psi_{\nu L}^* (k, i\nu_n) \psi_{\nu R} (k, i\nu_n) \Delta_{\nu R} (k, i\nu_n) \right]. \]

(60)

Here \( \epsilon(k) \) is the energy of the fermions in the left reservoir as a function of momentum, and the negative energy of the fermions in the right reservoir.
VIII. SADDLE-POINT APPROXIMATION

Under the path integral, the Hubbard–Stratonovich transformation is exact. We have now successfully made our action bilinear in the fermionic fields, but this came at the cost of introducing another path integral over a bosonic Hubbard–Stratonovich field. To simplify our calculations, we make a mean-field approximation where we assume that the path integral over the Hubbard–Stratonovich field is dominated by the values of $\Delta_\sigma(k)$ and $\Delta_\sigma^*(k)$ that minimize the total action

$$S_S = \hbar \beta \sum_{\nu n} \sum_k \sum_{kk'} \Delta_{\sigma,\nu}(k, iv_n) U_{\sigma,\nu}^{-1}(k - k', iv_n - iv_n) \Delta_{\sigma}(k', iv_n) + S_{\text{eff}}.$$

The path integral is then approximated by

$$Z = \exp \left( -\beta \sum_{\nu n} \sum_k \sum_{kk'} \Delta_{\sigma,\nu}(k, iv_n) U_{\sigma,\nu}^{-1}(k - k', iv_n - iv_n) \Delta_{\sigma}(k', iv_n) \right) \int D^3 \phi_L \int D^3 \phi_R \exp \left( -\frac{S_S}{\hbar} \right).$$

where we the Hubbard–Stratonovich fields are no longer integrated over, but now take on constant values that satisfy $\delta S_S/\delta [\Delta_{\sigma,\nu}(k, iv_n)] = 0$. This is known as the saddle-point approximation.

IX. GAP EQUATION

The effective action $S_{\text{eff}}$ now only consists of bilinear terms in the fermionic fields, and can therefore be written on the form

$$S_{\text{eff}} = \hbar \beta \sum_k \sum_{\nu n} \Psi^\dagger(k, iv_n) \left[ -i \hbar v_n \frac{1}{2} + \hbar g(k, iv_n) \right] \Psi(k, iv_n),$$

where $1$ is the identity matrix, and we have defined

$$\hbar g(k, iv_n) \equiv \begin{pmatrix} e(k) & \Delta_{\sigma}(k, iv_n) & 0 & 0 \\ -\Delta_{\sigma}^*(k, iv_n) & 0 & 0 & 0 \\ 0 & 0 & -e(k) & \Delta_{\sigma}^*(k, iv_n) \\ 0 & 0 & \Delta_{\sigma}(k, iv_n) & e(k) \end{pmatrix}.$$

$\Psi(k, iv_n)$ is the extended Nambu spinor $\Psi(k, iv_n) = (\phi_{\downarrow}(k, iv_n), \phi_{\uparrow}(k, iv_n), \psi_{\downarrow, R}(k, iv_n), \psi_{\uparrow, R}(k, iv_n))^T$. Performing the Gaussian integral over the fermionic fields, we can express the effective action as

$$\frac{S_{\text{eff}}}{\hbar} = -\sum_k \sum_n \ln \left[ \det \left[ \beta \left( -i \hbar v_n \frac{1}{2} + \hbar g(k, iv_n) \right) \right] \right]$$

$$+ \beta \sum_{\nu n} \sum_{kk'} \sum_k \sum_{kk'} \Delta_{\sigma,\nu}(k, iv_n) U_{\sigma,\nu}^{-1}(k - k', iv_n - iv_n) \Delta_{\sigma,\nu}^*(k', iv_n)$$

$$= -\sum_{\nu n} \sum_k \ln \left[ \beta^2 \left[ \left| \Delta_{\sigma}(k, iv_n) \right|^2 + e(k)^2 + (\hbar v_n)^2 \right] \right]$$

$$+ \beta \sum_{\nu n} \sum_{kk'} \sum_k \sum_{kk'} \Delta_{\sigma,\nu}(k, iv_n) U_{\sigma,\nu}^{-1}(k - k', iv_n - iv_n) \Delta_{\sigma,\nu}^*(k', iv_n).$$

Imposing the saddle-point approximation condition that $\delta S_{\text{eff}}/\delta [\Delta_{\sigma,\nu}(k, iv_n)] = 0$, we find the gap equation to become

$$\frac{\delta S_{\text{eff}}}{\delta [\Delta_{\sigma}(k, iv_n)]} = -\frac{\Delta_{\sigma}(k, iv_n)}{\left| \Delta_{\sigma}(k, iv_n) \right|^2 + e(k)^2 + (\hbar v_n)^2} + \beta \sum_{\nu n} \sum_k \sum_{kk'} U_{\sigma,\nu}^{-1}(k - k', iv_n - iv_n) \Delta_{\sigma,\nu}^*(k', iv_n) = 0.$$

Inverting the above gap equation through the identity in Eq. (55), we obtain

$$\Delta_{\sigma,\nu}(k', iv_n) = \sum_{\nu n} \sum_k \beta^{-1} U_{\sigma,\nu}^{-1}(k - k', iv_n - iv_n) \frac{\Delta_{\sigma}(k, iv_n)}{\left| \Delta_{\sigma}(k, iv_n) \right|^2 + e(k)^2 + (\hbar v_n)^2}.$$

Solving the general case for when the gap depends on momentum and frequency is extremely challenging, as one then has to solve for an infinite set of coupled self-consistent equations. We can reduce the complexity by only considering frequency independent
gaps. This assumption requires that only the frequency independent part of the magnon-mediated potential contributes to the exciton pairing. We can then consider the potential and gaps as constants when performing the Matsubara sum.

Defining $E_\nu(k) \equiv \sqrt{[\Delta_\nu(k)]^2 + [\epsilon(k)]^2}$, we note that

$$\sum_m \frac{1}{E_\nu(k)^2 + (\hbar v_m)^2} = \sum_m \sum_{\pm} \frac{1}{2E_\nu(k) \hbar v_m \pm E_\nu(k)}. \tag{68}$$

Using the Matsubara sum

$$\frac{1}{\hbar \beta} \sum_m \frac{1}{\nu_m - E/\hbar} = \frac{1}{e^{\beta E} + 1} \equiv n_F(E), \tag{69}$$

we perform the Matsubara sum in the gap equation:

$$\sum_m \frac{1}{E_\nu(k)^2 + (\hbar v_m)^2} \equiv \frac{\beta}{2E_\nu(k)} [n_F(-E_\nu(k)) - n_F(E_\nu(k))] = \frac{\beta}{2E_\nu(k)} \tanh \left[ \frac{\beta E_\nu(k)}{2} \right]. \tag{70}$$

The gap equation is then simplified to

$$\Delta_{\nu}(k') = \sum_k U_{\nu}(k-k',0) \Delta_{\nu}(k) \frac{\beta}{2E_\nu(k)} \tanh \left[ \frac{\beta E_\nu(k)}{2} \right]. \tag{71}$$

Note that the exciton interaction is attractive when $U_{\nu}(k-k',0) > 0$, which explains the sign difference from the typical form of the normal BCS gap equation.

X. CRITICAL TEMPERATURE

We now wish to determine an analytical estimate of the critical temperature of the exciton condensation. Finding an analytical self-consistent solution of Eq. (71) is too complicated, so we will focus on the simple limit where both the magnon-mediated potential and the gap functions are independent of both momentum and frequency. Starting from Eq. (67), we then approximate the gap equation as

$$\Delta_{\nu} = \beta^{-1} U_{\nu}(0,0) \Delta_{\nu} \frac{N_A}{(2\pi \hbar)^2} \sum_n \int d^2k \left[ \frac{1}{|\Delta_\nu|^2 + [\epsilon(k)]^2} \right]. \tag{72}$$

Here we have gone to the continuum limit:

$$\frac{1}{N_{LR}} \sum_k \rightarrow \frac{1}{A_k} \int d^2k, \tag{73}$$

where we assume that $N_{LR} = N_A$ is the number of sites in one of the fermion reservoirs for an uncompensated matched interface. $A_k = (2\pi \hbar / \alpha)$ is the reciprocal area of the Brillouin zone of each fermion reservoir, with $\alpha$ being the lattice constant. We consider atomically thin films such that the Brillouin zone is 2D, and consider a quadratic dispersion of $\epsilon(k)$ on the form

$$\epsilon(k) = \frac{\hbar^2 k^2}{2m} - \mu \tag{74}$$

so that the Fermi surface is a circular disk. Here $\mu$ is the chemical potential, which we assume to be the Fermi energy $\epsilon_F$, and $m$ is the effective fermion mass. For our simplified contact interaction (independent of momentum) the magnon potential just becomes a constant and therefore has to lead to an isotropic $s$-wave pairing. We can then write the momentum integral as an energy integral

$$\int_{BZ} d^2k \rightarrow 2\pi \int_0^{k_{BZ}} dk k \rightarrow \frac{2\pi m}{\hbar^2} \int_{-\infty}^{\infty} \frac{\epsilon - \epsilon_F}{e^\beta \epsilon - 1} d\epsilon \rightarrow \frac{2\pi m}{\hbar^2} \epsilon_F \int_{-\infty}^{\infty} dx, \tag{75}$$

where $x$ is a dimensionless energy integral, $\epsilon_F = \hbar^2 k_{BZ}^2 / (2m)$ is the Fermi energy, and $\epsilon_{BZ} = \epsilon(k_{BZ})$ is the energy at the Brillouin zone boundary $k = k_{BZ}$. We extend the integration limits on the integral over $x \rightarrow \pm \infty$, as the biggest contributions come from
near the Fermi surface ($x = 0$), and we will just add a small error by integrating over all energies. Noting that the energy integral can be determined to be

$$\varepsilon_F \int_{-\infty}^{\infty} dx \frac{1}{(\varepsilon_F x)^2 + (|\Delta|)^2 + (\hbar\nu_0)^2} = \frac{\pi}{\sqrt{|\Delta|^2 + (\hbar\nu_0)^2}},$$

the gap equation simplifies further to

$$\Delta_{xx} = \beta^{-1} U_{xx}(0,0) |\Delta| \frac{N}{A} \frac{2\pi^2 m}{\hbar^2} \sum_n \frac{1}{\sqrt{|\Delta|^2 + (\hbar\nu_n)^2}}.$$  \hspace{1cm} (77)

While the Matsubara sum in the gap equation above in principle runs over all frequencies for the approximations we have made, the sum will be divergent. To ensure that the sum converges, we introduce some upper limit to the sum. Looking at the form of the magnon-mediated potential, we see that the potential is only attractive in a certain range of frequencies. We assume that the interfaces are defined so that it is attractive for small frequencies, i.e. we have an interface with sublattice A on one side and the other interface is with sublattice B. Through an analytic continuation of Eq. (47) one can see that the attractive frequency region is then bounded by $\omega = \epsilon_{k,\mu}/\hbar$ on one side, and by $\omega = \epsilon_{k,\nu}/\hbar$ on the other. As we are only looking at contact interactions ($q = 0$), the bounds on the attractive frequency region is given by the magnon gaps $e_{k,\mu/\nu}$. In the system we consider the magnon gaps are identical, $e_{k,\mu} = e_{k,\nu} \equiv e$. We therefore only sum over Matsubara frequencies for $n$ between $-N$ and $N$, where $N$ is defined as $|h\nu_0| = e$. Assuming $N$ is large, we have $N = \beta e/(2\pi)$.

At the critical temperature the gaps $\Delta_{xx}$ vanish. We assume that the gaps have the same critical temperature $T_c$, and that they obey the limit

$$\lim_{T \to T_c} \frac{\Delta_{xx}}{\Delta_0} = 1.$$  \hspace{1cm} (78)

If not exactly 1, the ratio still has to be positive for there to be a solution of the gap equation. In the ideal spin-degenerate case, it is a sensible assumption that the ratio should be 1. With these assumptions, the gap equation simplifies to

$$\frac{2\beta^2 \beta}{N_A m a^2 U_{xx}(0,0)} = \sum_{n=-N}^{N} \frac{1}{|\hbar\nu_n|} = \frac{\beta}{\pi} \sum_{n=0}^{N} \frac{1}{n + 1/2}.$$  \hspace{1cm} (79)

The sum can be approximated by [2]

$$\sum_{n=0}^{N} \frac{1}{n + 1/2} \approx \ln(N) + 2 \ln(2) + \gamma_{EM},$$  \hspace{1cm} (80)

where $\gamma_{EM} = 0.577 \ldots$ is the Euler–Mascheroni constant. If we consider the scenario where we have an interface with sublattice A on the left side and an interface with sublattice B on the right side, as this yields an attractive potential for the exciton condensation, we obtain

$$\frac{2\pi e}{S_{interface} a^2 J_A [J_B]} = \frac{1}{4} = \ln \left(\frac{\beta e}{2\pi} \right) + 2 \ln(2) + \gamma_{EM}.$$  \hspace{1cm} (81)

Exponentiating the above equation, we find the analytical expression for $T_c$:

$$T_c = \frac{2 e^{2\pi e/\beta} \exp \left( - \frac{2\pi e}{S_{interface} a^2 J_A [J_B]} \right)}{\pi k_B}.$$  \hspace{1cm} (82)

If we assume the exchange energy of the antiferromagnetic spins is much larger than the interface coupling ($\hbar\omega_{E} \gg Sma^2 J_A^2 J_B^2$), we find that the $T_c$ is maximized for a given exchange energy by the anisotropy

$$\omega_{opt} = \frac{Sma^2 J_A^2 J_B^2}{16\pi \hbar}.$$  \hspace{1cm} (83)

When the anisotropy takes on this optimal value, the critical temperature becomes

$$T_c = \frac{\hbar\omega_{E} Sm a^2 J_A^2 J_B^2}{\sqrt{2\pi^3/2 k_B} e^{2\pi e/\beta}}.$$  \hspace{1cm} (84)
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Introduction.—Magnetism in lower dimensions hosts interesting physics that has been studied theoretically for many decades. Examples include the intriguing physics of the exactly solvable 2D Ising model [1] and the Berezinskii-Kosterlitz-Thouless (BKT) phase transition in the 2D XY model [2–4]. However, experimentally realizing the details of these theoretical predictions has proven difficult. One reason for this difficulty is that fabricating atomically thin films is challenging. The isolation of graphene in 2004 provided a path for exploring two-dimensional van der Waals materials [5]. Creating two-dimensional films that have long-range magnetic order at finite temperatures is more challenging because of the Mermin-Wagner theorem [6]. This theorem states that long-range magnetic order does not exist at finite temperatures below three dimensions when the exchange interaction has a finite range and the material has a continuous symmetry in spin space. Consequently, realizing two-dimensional magnetic materials requires breaking the continuous symmetry of the system, e.g., by a uniaxial magnetocrystalline anisotropy. This provides an energy cost (also known as a magnon gap) to suppress long-range fluctuations that can destroy the magnetic order. The recent discovery of magnetic order in two-dimensional van der Waals materials has therefore led to a large number of studies of magnetism in atomically thin films [7]. Magnetic order has been reported in FePS$_3$ [8], Cr$_3$GeTe$_6$ [9], CrI$_3$ [10], VSe$_2$ [11], MoSe$_2$ [12], and Fe$_2$GeTe$_2$ [13,14]. In addition, multiferroicity has been identified in CuCrP$_2$S$_6$ [15]. These new two-dimensional magnets are amenable to electrical control [14,16–18] and produce record-high tunnel magnetoresistances [19].

Currents can induce torques in magnetic materials [20]. In ferromagnets with broken inversion symmetry, the spin-orbit interaction leads to spin-orbit torques (SOTs) [21]. These torques can be present even in the bulk of the materials without requiring additional spin-polarizing elements. The effects of SOTs are typically sufficiently large to induce magnetization switching or motion of magnetic textures [22]. With the rich physics that is known to exist in two-dimensional magnetic systems, we explore how currents can provide additional control over the magnetic state via SOTs. Although many of the newly discovered two-dimensional magnetic systems exhibit SOTs, we find that in one material the torque is particularly simple and powerful. The form of the torque is simple because it is determined by a single parameter. The torque is also influential in determining the magnetic state of the system. In contrast to many other systems, we can describe the current-induced effects via an effective out-of-equilibrium free energy. Therefore, the SOT enables unprecedented control over the magnetic state via the current. We will demonstrate how the current can drive the system from having easy-axis anisotropy along one direction to anisotropy along a different axis by proceeding via an intermediate state with easy-plane anisotropy.

Interestingly, the current-induced easy-plane configuration provides the possibility to study the BKT phase transition in this system. The BKT transition is an example of a so-called conformal phase transition in which the scale invariance of a topologically ordered state, i.e., conformal invariance, is lost at the (topological) phase transition [23]. When driven by a current, we realize a 2D conformal field
theory in the low-temperature phase, with conformality being lost [23] at the transition to the paramagnetic phase. Additionally, it was recently discovered that an ionic gate considerably increases the critical temperature [14]. Consequently, two-dimensional Fe₃GeTe₂ forms an ideal and very rich laboratory for studying fundamental problems of broad current interest in condensed matter physics and beyond at elevated temperatures.

System.—We consider a monolayer of Fe₃GeTe₂. Figure 1 shows the crystal structure of this material. Fe₃GeTe₂ crystallizes in the hexagonal system, space group 194, point group 6/m2/m2/m, known as D₆h in the Schönflies notation [24]. However, the basis reduces the point group symmetry to 6/m2 (D₃h). Placing a Fe₃GeTe₂ monolayer on a substrate may reduce the symmetry even further (point group 3m) if the bottom tellurium layer hybridizes with the surface. Here, we assume that a possible monolayer-substrate interaction is weak. In the case of a strong monolayer-substrate interaction, we can preserve the out-of-plane mirror symmetry by suspending the monolayer between two electrodes [25] or encapsulating it in another van der Waals material, such as hexagonal boron nitride.

The SOT can be written as [26]

\[ \tau = -|\gamma| \mathbf{m} \times \mathbf{H}_{\text{SOT}}. \]  

(1)

where \( \gamma \) is the gyromagnetic ratio and \( \mathbf{m} \) is the magnetization unit vector. For a spatially uniform magnetization, the effective magnetic field \( \mathbf{H}_{\text{SOT}} \) due to the SOT in a Fe₃GeTe₂ monolayer is [27]

\[ \mathbf{H}_{\text{SOT}} = \Gamma_0 [(m_x J_x - m_y J_y) \mathbf{e}_x - (m_x J_x + m_y J_y) \mathbf{e}_y] \]  

(2)

for current densities and magnetizations in any direction. Here, \( m_x \) are magnetization components, and \( J_x \) and \( J_y \) are components of the current density. \( \Gamma_0 \) is a free parameter that is determined by the spin-orbit coupling.

We provide a rigorous derivation of the effective field \( \mathbf{H}_{\text{SOT}} \) based on Neumann’s principle in the Supplemental Material [27]. In Fe₃GeTe₂, we can understand the dependence of the SOT on the magnetization and currents in Eq. (2) as follows. The crystal structure in Fig. 1 is invariant under a threefold rotation about the \( z \) axis (3), an inversion of the \( y \) axis (\( \mathbf{m}_y \)), and an inversion of the \( z \) axis (\( \mathbf{m}_z \)). These symmetry operations generate the point group 6/m2. Since \( \mathbf{H}_{\text{SOT}} \) only contains terms that are quadratic in \( \mathbf{m} \), it is invariant under the operation \( \mathbf{m}_z \). The operation 3 transforms \( (m_x, m_y) \) into

\[ \frac{1}{2} \begin{pmatrix} -1 & \sqrt{3} \\ -\sqrt{3} & -1 \end{pmatrix} \begin{pmatrix} m_x \\ m_y \end{pmatrix} = \frac{1}{2} \begin{pmatrix} -m_x + \sqrt{3} m_y \\ -\sqrt{3} m_x - m_y \end{pmatrix}. \]  

(3)

and similarly for \( (J_x, J_y) \) and \( (e_x, e_y) \). Backsubstitution of the transformation in Eq. (3) into Eq. (2) shows that \( \mathbf{H}_{\text{SOT}} \) is also invariant under this operation. The effective field \( \mathbf{H}_{\text{SOT}} \) is invariant under \( \mathbf{m}_z \) since neither \( m_x \) nor \( e_y \) appear in Eq. (2).

Micromagnetics.—The magnetization dynamics can be described by the semiclassical Landau-Lifshitz-Gilbert equation

\[ \dot{\mathbf{m}} = -|\gamma| \mathbf{m} \times \mathbf{H}_{\text{eff}} + \alpha \mathbf{m} \times \dot{\mathbf{m}} + \tau. \]  

(4)

Here, \( \alpha > 0 \) is the dimensionless Gilbert damping parameter, \( \mathbf{H}_{\text{eff}} = -M_s^1 \delta f[\mathbf{m}]/\delta \mathbf{m} \) is an effective magnetic field that describes the magnetization direction \( \mathbf{m} \) that minimizes the free energy density functional \( f[\mathbf{m}] \), and \( M_s \) is the saturation magnetization. Interestingly, we note that a functional exists that generates the effective SOT field in Eq. (2), which is given by

\[ f_{\text{SOT}}[\mathbf{m}] = M_s \Gamma_0 \left[ J_x m_x m_y - \frac{1}{2} J_y (m_x^2 - m_y^2) \right]. \]  

(5)

The out-of-equilibrium current-induced SOT can therefore be absorbed into an effective field \( \mathbf{H}_{\text{eff}} \) that minimizes the effective free energy density \( f_{\text{eff}}[\mathbf{m}] = f[\mathbf{m}] + f_{\text{SOT}}[\mathbf{m}] \).

The 2D ferromagnet Fe₃GeTe₂ is a uniaxial ferromagnet with an out-of-plane easy axis [13,14,29]. The contribution of the dipole-dipole interaction to the spin wave spectrum can be neglected for a monolayer system [30–34]. If we consider a spatially uniform magnetization and use a spherical basis, \( (m_x, m_y, m_z) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \), the effective free energy becomes

\[ f_{\text{eff}}[\theta, \phi] = -M_s \frac{1}{2} K_z \cos^2 \theta \sin^2 \theta \cos(2\phi - \phi_2). \]  

(6)

Here, \( K_z > 0 \) is the out-of-plane anisotropy constant, and \( |J| \) and \( \phi_2 = \arctan(J_y/J_x) \) are the magnitude and azimuthal angle of the applied current, respectively. From this, we find that the SOT effectively acts as in-plane magnetocrystalline anisotropies. The anisotropy originating from the SOT always comes in a pair of perpendicular easy and hard axes.
The directions of the anisotropy axes depend on the direction of the applied current. For weak currents ($|\Gamma_0 J| < K_z$), the magnetization of Fe$_2$GeTe$_2$ remains out of plane ($\theta = 0, \pi$). However, for sufficiently strong currents ($|\Gamma_0 J| > K_z$), an in-plane configuration of the magnetization becomes more energetically favorable. Assuming that $\Gamma_0 > 0$, the effective free energy is then minimized by $\theta = \pi/2$ and $\phi = n\pi - \phi_j/2$ ($n = 0, 1, 2, \ldots$). When $\Gamma_0 < 0$, the easy and hard axes are interchanged, and the minima are $\phi = (n + 1/2)\pi - \phi_j/2$. The easy and hard axes also interchange upon reversal of the applied current.

**Magnon gap.**—Because the SOT can effectively be considered a current-controlled magnetocrystalline anisotropy, we can electrically control the magnon gap in Fe$_2$GeTe$_2$. The magnon gap is governed by the energy difference between the out-of-plane and in-plane magnetization configurations, i.e., $|K_z - |\Gamma_0 J||$. At the critical current $|J_c| = K_z/|\Gamma_0|$, the magnon gap vanishes as the magnetic easy axis transitions from an out-of-plane axis to an in-plane axis. Exactly at this transition point, we obtain a magnetic easy plane. Below the critical current, the magnon gap decreases monotonically with the applied current, whereas it increases monotonically above the critical current. The ability to electrically tune the magnon gap in a 2D magnetic material opens the door for exploring a wide variety of effects in magnetism in two dimensions.

**Curie temperature.**—The first effect that is characteristic of a two-dimensional system that we will now illustrate is the dependence of the Curie temperature on the magnon gap. Because the Curie temperature in 2D is primarily governed by the magnon gap, unlike in 3D [35], we will study its behavior as we tune the SOT-controlled magnon gap through the transition from an out-of-plane easy axis to an in-plane easy axis. To illustrate the basic aspects of current control of the Curie temperature, we make a few simplifications to reduce the number of free parameters and the complexity of the calculations. Fe$_2$GeTe$_2$ is an itinerant ferromagnet, and its magnetic interactions are therefore described by the Stoner model [29]. The Stoner model can in our system be transformed into a Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange interaction between the iron atoms [36]. We assume that the exchange interaction in a Fe$_2$GeTe$_2$ monolayer has a finite range and therefore obeys the Mermin-Wagner theorem. To simplify the calculations, we replace the Stoner or RKKY exchange interaction by a simple nearest-neighbor interaction between the Fe$^{\text{III}}$ and Fe$^{\text{II}}$ atoms (i.e., there is no exchange interaction within each sublattice or between the two different Fe$^{\text{III}}$ sublattices). This will also obey the Mermin-Wagner theorem, and this system will consequently also exhibit the same qualitative dependence on the magnon gap as other finite-range interactions. We also assume that the magnetic anisotropy constants are identical at all sites. Consequently, we consider the model Hamiltonian

$$\mathcal{H} = \frac{\epsilon_f}{2\hbar^2} \sum_k \sum_{\alpha=\sigma,\sigma'} \epsilon_{\alpha}^f S_k \cdot S_k - \frac{\epsilon_\delta}{2\hbar^2} \sum_k (S_{\alpha}^2)^2 - \frac{\epsilon_\delta}{2\hbar^2} \sum_k [(S_{\alpha}^2) - (S_{\alpha}^2)^2].$$  

Here, $\epsilon_f > 0$ is an energy constant that describes the nearest-neighbor exchange interactions of spins separated by $\delta$, $\epsilon_\delta > 0$ is an energy constant that describes the out-of-plane anisotropy, and $\epsilon_\delta \propto |\Gamma_0 J| > 0$ is an energy constant that describes the effective in-plane anisotropies caused by the SOT. $S_k ((i = x, y, z)$ describes the ith component of the spin operator located at position $r$. We split the Fe$_2$GeTe$_2$ monolayer into three distinct sublattices: one for the Fe$^{\text{III}}$ atoms, one for the Fe$^{\text{II}}$ atoms at $z = +b$, and one for the Fe$^{\text{III}}$ atoms at $z = -b$.

We proceed by performing a Holstein-Primakoff transformation of the spin operators around the equilibrium spin direction. This is in the z direction below the critical current $J_c$ and along the x direction above the critical current. Because of the anomalous Hall effect in Fe$_2$GeTe$_2$ [14,37,38], applying the current exactly along the x direction can be experimentally challenging. However, as can be deduced from Eq. (6), a scenario in which the current is applied in a different direction can be achieved by a rotation of the unit cell or Brillouin zone. Since it is the magnons closest to the $\Gamma$ point that dominate the calculation of the Curie temperature, we expect the results to be very similar for an off-axis current.

In our calculations, we keep terms to the second order in the Holstein-Primakoff magnon operators. We expect this to be a good qualitative approximation, although it will not be a very good quantitative approximation because the magnon population diverges at the critical point. However, keeping terms to, for instance, the fourth order in the magnon operators to include magnon-magnon interactions [9] would be complicated because Eq. (7) does not conserve the magnon number for finite currents.

Following the Holstein-Primakoff transformation, we perform a Fourier transformation of the magnon operators to momentum space. We then diagonalize the Hamiltonian by a Bogoliubov transformation such that it takes the form [27]

$$\mathcal{H} = \sum_{\mathbf{k} \nu, \mathbf{k'}} \epsilon_{\mathbf{k} \nu} \alpha_{\mathbf{k} \nu}^{\dagger} \alpha_{\mathbf{k'} \nu}. $$

Here, the operator $\alpha_{\mathbf{k} \nu}^{\dagger}$ annihilates (creates) an eigenmagnon with a momentum $\mathbf{k}$ and energy $\epsilon_{\mathbf{k} \nu}$. There are three different modes ($\mu = \text{I, II, III}$) of the eigenmagnons. We have imposed the constraint on the Bogoliubov transformation that the new operators have to satisfy bosonic commutation relations: $[\alpha_{\mathbf{k} \mu}, \alpha_{\mathbf{k'} \nu}^{\dagger}] = \delta_{\mathbf{k} \mathbf{k'}} \delta_{\mu \nu}$.

From the energy spectrum of the eigenmagnons in Fe$_2$GeTe$_2$, we can estimate the Curie temperature $T_c$. To determine $T_c$, we use the fact that the magnetization along
the equilibrium direction of the spins vanishes at this temperature. Because we consider a monolayer system, we only have magnons with in-plane momenta. Balancing the magnetic moments, we find the constraint

\[ \sum s_i - \sum \frac{1}{A_{BZ}} \int d^2k \frac{S_{ik}}{\hbar} \exp \left( \frac{e_i k}{k_B T_c} \right) - 1 = 0. \]  

(9)

Here, \( s_i \) is the dimensionless spin number of the magnetic moments in sublattice \( \nu \) (where \( \nu = 2 \) for the Fe\textsuperscript{II} atoms, and \( \nu = 3/2 \) for the Fe\textsuperscript{III} atoms located at \( z = \pm b \)), and \( A_{BZ} = (\sqrt{3}/2a^2) \) is the (reciprocal) area of the first Brillouin zone. \( S_{ik} \) is the spin of the eigenmagnons, which is not an integer for finite SOT because of magnon squeezing [39]. The spin of the eigenmagnons depends on the parameters of the Bogoliubov transformation and is given in the Supplemental Material [27].

We can now calculate the Curie temperature numerically based on Eq. (9). In our calculations, we set the out-of-plane anisotropy constant to be \( \epsilon_x = 0.335 \) meV [29]. The value of the nearest-neighbor exchange coupling is set to be \( \epsilon_J = 0.705 \) meV to reproduce the experimental \( T_c \) of a monolayer of \( \sim 130 \) K [13] (note, however, that a different experiment determined the \( T_c \) of a monolayer to be \( \sim 68 \) K [14]). The real value of \( \epsilon_J \) is in all likelihood larger [14] because the linear response method typically overestimates \( T_c \). The dimensionless spin numbers \( s_i \) for the spins in sublattice \( \nu \) are \( s_2 = 2 \) and \( s_3 = 5/2 \) [40]. We plot the Curie temperature as a function of the applied current in Fig. 2.

Because we only kept terms to the second order in the magnon operators, we do not expect that our calculation of \( T_c \) will be quantitatively correct. However, the qualitative features of our result appear to be physically reasonable. When we apply a SOT below the critical current \( |J_c| \), we effectively reduce the magnon gap by creating a pair of easy and hard axes perpendicular to the out-of-plane magnetization. Because the Curie temperature in 2D materials is governed by the magnon gap, this also reduces \( T_c \). At the critical current strength, we obtain a continuous symmetry in the form of an easy plane when the in-plane easy axis induced by the SOT becomes equal to the out-of-plane magnetocristalline anisotropy. Because of the Mermin-Wagner theorem, there can be no long-range magnetic order at finite temperatures in this scenario, and \( T_c \) drops to zero.

Above the critical current, we now increase the magnon gap for an in-plane magnetization configuration, and \( T_c \) increases accordingly. \( T_c \) will then saturate at the Curie temperature of the Ising model for large currents, which our model does not capture [41].

In addition to the current affecting the Curie temperature through a SOT, the current will also increase the temperature in the material due to joule heating, which needs to be taken into account when measuring the Curie temperature of the material. The joule heating increases quadratically with the applied current. Conversely, the SOT is linear in the applied current, but its effect on the Curie temperature depends on whether we are above or below the critical current. Consequently, if the critical current is sufficiently small, then the effect of the SOT will dominate that of the joule heating. In this case, the magnetic ordering exhibits reentrant behavior as a function of the applied current. Notably, above the critical current, when the magnetization is in the plane, the easy and hard axes are interchanged upon reversal of the current direction. A reversal of the applied current would therefore lead to a 90° rotation of the magnetization.

**2D XY model.**—Although the spontaneous magnetization vanishes for finite temperatures at the critical current density \( |J_c| \), this regime remains an interesting region for studying the magnetic properties. At the critical current density \( |\epsilon_{J_c} = \epsilon_c| \), the model in Eq. (7) becomes, quite remarkably, a 2D easy-plane ferromagnet, where the easy plane is perpendicular to the plane of the monolayer. Therefore, at this current density, the model features a critical phenomenon in the universality class of the 2D Ising model. Consequently, the system has a topological phase transition rather than the more conventional phase transition of the 2D Ising model [1]. The 2D Ising universality class falls within the framework of the Landau-Ginzburg-Wilson paradigm of phase transitions of an order-disorder transition monitored by a local order parameter [42,43]. The spin-spin correlation length diverges from above and below \( T_c \) as \( \xi \sim |T - T_c|^{-\nu} \), where \( \nu \) is a universal critical exponent. There is true long-range order in the low-temperature phase, short-range order in the high-temperature phase, and power-law spin-spin correlations precisely at the critical point. In contrast, the 2D XY model features a genuine phase transition with no local order parameter. At this phase transition, the spin-spin correlation
length diverges as $\xi \sim \exp(\text{const}/\sqrt{T - T_{BKT}})$ from the high-temperature side only [4], where $T_{BKT}$ is the critical temperature of the BKT transition. The high-temperature phase has short-range order, and the entire low-temperature phase is critical with a spin-spin correlation function featuring a nonuniversal temperature-dependent anomalous dimension $\eta$: $(S_r S_0) \sim 1/|\mathbf{r}|^{\eta}$ [4].

In 2D Fe$_3$GeTe$_2$, we may realize this type of highly nontrivial behavior by tuning the electric current to the critical value and then drive the system through the phase transition by varying the temperature. Moreover, below the BKT transition, the temperature dependence of the non-universal anomalous dimension $\eta$ of the 2D XY model can be mapped by varying the temperature and measuring the spin-spin correlation function by polarized small-angle neutron scattering, which is particularly well suited for ultrathin films [44]. The present system is also amenable to studying the universal anomalous dimension of the 2D Ising model at $T = T_c$, $\eta = 1/4$ [45]. The prediction for the 2D XY model, $\eta = h_4T/4\eta J$ [4], where $J$ is the effective exchange coupling and $h_4$ is Boltzmann’s constant, has not been tested in real 2D magnetic systems to our knowledge.

Examples of real physical systems with this level of control over such phenomena are very rare, particularly for systems where the phenomena are accessible at relatively elevated temperatures. The most well-known example is superfluidity in thin films of $^3$He, where the BKT transition occurs below 1.2 K [46]. In that context, the remarkable prediction and experimental verification of a universal jump in the superfluid density of the system [46,47] is also worth noting. We expect the corresponding physics of a universal jump in the spin stiffness of the system to occur at liquid nitrogen or oxygen temperatures in the system studied here. The spin stiffness may be measured in spin wave resonance experiments [48]. Furthermore, and in contrast to our present case, $\eta$ is not experimentally accessible in superfluid thin films of $^3$He.

The parameter $\Gamma_0$ determines the magnitude of the critical current and thus the accessibility of the effects that we discuss. This value cannot be obtained purely from symmetry considerations but rather needs to be determined experimentally or by ab initio calculations. In light of the exciting physics that can be realized and the flexibility of the system, determining its value would be very interesting. Based on the strong magnetic anisotropy of the material, we believe that the spin-orbit coupling is sufficiently strong. Paired with the observation that SOTs are typically sufficiently large to induce magnetization switching in other materials [22], we have reason to believe that reentrant magnetism and topological phase transitions can be experimentally observed in Fe$_3$GeTe$_2$.
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1. DERIVATION OF SPIN–ORBIT TORQUES IN Fe₃GeTe₂

Ref. [1] has shown that in the linear response regime under the local approximation, the current-induced torques can be written as

\[ \tau(r,t) = -y [m(r,t) \times H_{\text{SOT}}], \quad H_{\text{SOT},ij} = \eta_{ij} J_{ij}, \]  

where \( m \) is the magnetization unit vector, \( J \) is the current density applied to the system, and \( \eta \) is a second-rank tensor. (Summation over repeated indices is implied.) Which elements of \( \eta_{ij} \) that are nonzero is determined by the symmetry of the system. The tensor \( \eta \) can be expanded in the magnetization components \( m_i \) and their derivatives \( \partial_i m_j \). If we only consider a uniform magnetization, one obtains to lowest order

\[ \eta_{ij} = \Lambda_{ij} + \Gamma_{ijk} m_k + \ldots \]  

where \( \Lambda_{ij} \) is an axial second-rank tensor, and \( \Gamma_{ijk} \) is a polar third-rank tensor.

To determine which contributions to the tensors \( \Lambda_{ij} \) and \( \Gamma_{ijk} \) that are allowed by symmetry, Ref. [1] imposes the criterion that these tensors must be invariant under all transformations \( R \) in the point group \( G \) of the structure. This amounts to demanding that the relations

\[ \Lambda_{ij} = |R| \Lambda_{ij}, \quad \Gamma_{ijk} = R_{ij} \Gamma_{jkl} R_{kl}, \]  

are fulfilled for all \( R \in G \).

Monolayer Fe₃GeTe₂ crystallizes in point group \( 6\overline{2}m \) (\( D_{3h} \)). Since this group is generated by the elements \( \delta, m_x, \) and \( 2_y \), it is sufficient to impose that \( \eta_{ij} \) should be invariant under these operations [3].

The representing matrices of these symmetry operations are

\[ m_x = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad 2_y = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \delta = \frac{1}{2} \begin{pmatrix} 1 & -\sqrt{3} & 1 \\ -\sqrt{3} & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}. \]

Eq. (3) with \( R = 2_y \) implies that \( \Lambda_{ij} \) vanishes when \( x \) appears an odd number of times in the indices \( i,j \). (That is, \( \Lambda_{ij} = \Lambda_{xy} \) is \( 0 \) for \( i,j = y,z \).) Similarly, \( R = m_x \) implies that \( \Lambda_{ij} \) vanishes when \( y \) appears an even number of times in the indices \( i,j \). (That is, \( \Lambda_{ij} = \Lambda_{yx} = 0 \) for \( i,j = x,z \).) Consequently, only \( \Lambda_{yz} \) and \( \Lambda_{xy} \) are invariant under the symmetry operations \( 2_y \) and \( m_x \). The operation \( \delta \) gives

\[ \Lambda_{yz} = -\frac{1}{2} \Lambda_{yz} \quad \text{and} \quad \Lambda_{xy} = -\frac{1}{2} \Lambda_{xy} \]

for these elements. These relations can only hold for \( \Lambda_{ij} = 0 \). Thus we conclude that \( \Lambda_{ij} = 0 \) \( \forall \ i,j \).

Repeating the analysis for \( \Gamma_{ijk} \) with Eq. (4), \( R = 2_y \) implies that \( \Gamma_{ijk} \) vanishes when \( x \) appears an even number of times in the indices \( i,j,k \), and \( R = m_x \) implies that \( \Gamma_{ijk} \) vanishes when \( y \) appears an odd number of times in the indices \( i,j,k \). Consequently, only \( \Gamma_{xxy}, \Gamma_{xzx}, \Gamma_{xzz} \), and the four other elements generated by freely permuting the indices \( yxz \) and \( zyx \) are invariant under the symmetry operations \( 2_y \) and \( m_x \).

The operation \( \delta \) gives

\[ \Gamma_{xxy} = -\frac{1}{2} \Gamma_{xxy}, \quad \Gamma_{xzx} = -\frac{1}{2} \Gamma_{xzx}, \quad \Gamma_{xzz} = -\frac{1}{2} \Gamma_{xzz} \]

which implies that \( \Gamma_{xzx} = \Gamma_{xzz} = \Gamma_{xxy} = 0 \). Furthermore,

\[ \Gamma_{yxy} = \frac{1}{2} (3 \Gamma_{yxy} + 3 \Gamma_{yxx} - 3 \Gamma_{yxz}), \quad \Gamma_{yxy} = \frac{1}{2} (3 \Gamma_{yxy} + 3 \Gamma_{yxz} - 3 \Gamma_{yxx}), \quad \Gamma_{yxy} = \frac{1}{2} (3 \Gamma_{yxy} + 3 \Gamma_{yxz} - 3 \Gamma_{yxx}), \]

and

\[ \Gamma_{xzx} = -\frac{1}{4} (\Gamma_{xxy} + 3 \Gamma_{yxz} + 3 \Gamma_{yxx} + \Gamma_{yxy}). \]

Together these relations imply \( \Gamma_{xzx} = \Gamma_{xxy} \). We conclude that \( \Gamma_{ijk} \) has four nonzero components, but only one free parameter, \( \Gamma_{xxx} = \Gamma_{yzz} \). The effective field corresponding to the spin–orbit torque in Fe₃GeTe₂ is thus

\[ H_{\text{SOT}} = \Gamma_0 \left[ m_x J_x + m_y J_y \right] \varepsilon_x - (m_x J_x + m_y J_y) \varepsilon_y \].

II. MAGNON SPIN AND ENERGY SPECTRUM

Using the result that the spin–orbit torque leads to a set of perpendicularly in-plane easy and hard axes, as derived in the manuscript, we can write a model Hamiltonian in zero-external field,

\[ \mathcal{H} = -\frac{\varepsilon_x}{2 \hbar^2} \sum_x \sum_{\beta} S_x \cdot S_\beta - \frac{\varepsilon_y}{2 \hbar^2} \sum_x \left( S_x \cdot \hat{S}_y \right)^2 \]

\[ -\frac{\varepsilon_y}{2 \hbar^2} \sum_x \left( S_x \cdot \hat{S}_y \right)^2 - \left( S_x \cdot \hat{S}_y \right)^2. \]
A. Below the critical current

Below the critical current, the equilibrium configuration is along the $z$ axis. We do a Holstein–Primakoff transformation of the spin operators, defined by

$$S_{i,v} = \hbar \sqrt{2S_i} a_{i,v}^\dagger a_{i,v} - \frac{\hbar^2}{2S_i},$$

$$S_{i,v} = \hbar \sqrt{2S_i} \left( 1 - \frac{a_{i,v}^\dagger a_{i,v}}{2S_i} \right) = \hbar \sqrt{2S_i},$$

$$S_{i,v} = \hbar \left( a_{i,v}^\dagger a_{i,v} - S_i \right).$$

where $S_{i,v} = S_{i,v}$, $i$ is the label of the unit cell, and $v = 2, 3$ indicates the sublattice of the Fe$^{III}$ and Fe$^{II}$ atoms, respectively, where sublattice $v = 3$, ($v = 3$.) consists of the Fe$^{III}$ atoms located at $z = +b$ ($z = -b$). We assume the nearest-neighbor exchange interaction is only between sublattice $v = 2$ and $v = 3$, and that there is no exchange interaction between the Fe$^{III}$ atoms. Rewriting the Hamiltonian to the $S_3$ basis, we get

$$\mathcal{H} = -\frac{\epsilon_3}{2} \sum_{i,v} \left[ (S_{i,v} a_{i,v} + S_{i,v} a_{i,v}) + S_{i,v} S_{i,v} \right]$$

$$- \frac{\epsilon_3}{2} \sum_{i,v} (S_{i,v})^2 - \frac{\epsilon_3}{2} \sum_{i,v} (S_{i,v} S_{i,v}).$$

Inserting the Holstein–Primakoff transformation, keeping terms to second order in the magnon operators, we get

$$\mathcal{H} = -\frac{\epsilon_3}{2} \sum_{i,v} \sum_{r_i,v_i} \left[ (S_{i,v} a_{i,v} + S_{i,v} a_{i,v}) + S_{i,v} S_{i,v} \right]$$

$$- \frac{\epsilon_3}{2} \sum_{i,v} \left[ a_{i,v}^\dagger a_{i,v} - a_{i,v} a_{i,v} \right] + \frac{\epsilon_3}{2} \sum_{i,v} a_{i,v} a_{i,v},$$

$$\mathcal{H} = -\frac{\epsilon_3}{2} \sum_{i,v} \left[ a_{i,v}^\dagger a_{i,v} + a_{i,v} a_{i,v} \right]$$

disregarding any constant terms, where $r_i$ is the position of the nearest-neighbor of the atom located in unit cell $i$ and sublattice $v = 2$. Next we perform a Fourier transform to momentum space, defined by

$$a_{i,v} = \frac{1}{\sqrt{N}} \sum_k a_{k,i} e^{i k \cdot r_i},$$

$$a_{i,v}^\dagger = \frac{1}{\sqrt{N}} \sum_k a_{k,i}^\dagger e^{i k \cdot r_i}.$$

with $N$ being the number of unit cells, and $k$ the wave vector running over the first Brillouin zone. The Hamiltonian then becomes (disregarding any constant terms)

$$\mathcal{H} = \sum_{k,v} \left( 3 \epsilon_3 a_{k,2}^\dagger a_{k,2} + 3 \epsilon_3 a_{k,3}^\dagger a_{k,3} \right)$$

$$- \sqrt{2} \epsilon_3 \left[ \gamma_3 a_{k,2}^\dagger a_{k,3} + \gamma_3 a_{k,3}^\dagger a_{k,2} \right] + \epsilon_3 \sum_k \gamma_3 a_{k,v}^\dagger a_{k,v},$$

$$- \frac{\epsilon_3}{2} \sum_k \gamma_3 \left( a_{k,v}^\dagger a_{k,v} + a_{k,v} a_{k,v} \right).$$

Here we have introduced the structure factor

$$\gamma_k = \sum_{\delta} e^{i k \cdot a},$$

which becomes

$$\gamma_k^2 = e^{i k \cdot b} \left[ e^{i k \cdot a} + 2 e^{i k \cdot a/2} \cos \left( \frac{\sqrt{2} k}{2} e \right) \right].$$

Figure 1. Crystal structure of monolayer Fe$_3$GeTe$_2$. All the drawn in-plane bonds are at a 120° (in-plane) angle relative the neighboring bindings. Dashed lines denote the unit cell. Left: view along $e_z$. Right: view along $e_y$. Fe$^{III}$ and Fe$^{II}$ represent the two inequivalent Fe sites in oxidation states $+3$ and $+2$, respectively. Redrawn after Ref. [4].

The coefficients $A, B, C_k, D_k,$ and $E_v$ are given in Table 1.

We now have to diagonalize the Hamiltonian. This can be done by a six-dimensional Bogoliubov transformation, defined by the matrix $B_k$

$$\alpha_k = \left( \begin{array}{cc} \alpha_{k,1} \\ \alpha_{k,2} \\ \alpha_{k,3} \\ \alpha_{k,4} \\ \alpha_{k,5} \\ \alpha_{k,6} \end{array} \right) = \left( \begin{array}{cc} a_{k,2} \\ a_{k,3} \\ a_{k,3}^\dagger \\ a_{k,2}^\dagger \\ a_{k,3}^\dagger \\ a_{k,2}^\dagger \end{array} \right),$$

$$B_k \alpha_k = \left( \begin{array}{cc} a_{k,2} \\ a_{k,3} \\ a_{k,3}^\dagger \\ a_{k,2}^\dagger \\ a_{k,3}^\dagger \\ a_{k,2}^\dagger \end{array} \right) = \left( \begin{array}{cc} a_{k,2} \\ a_{k,3} \\ a_{k,3}^\dagger \\ a_{k,2}^\dagger \\ a_{k,3}^\dagger \\ a_{k,2}^\dagger \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$

$$= \sum_{\nu} \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right) \left( \begin{array}{cc} \nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \end{array} \right).$$
Table I. The coefficients for the Fourier transformed Hamiltonian in Eq. (16) below and above the critical current $|J_c|$. 

| Coefficient | $|J| < |J_c|$ | $|J| > |J_c|$ |
|-------------|-------------|-------------|
| $A$         | $6\epsilon_6 + 3\epsilon_2$ | $6\epsilon_6 + \frac{3}{16}\rho_2(3\epsilon_6-e_7)$ |
| $B$         | $3\epsilon_6 + 3\epsilon_2$ | $3\epsilon_6 + \frac{3}{16}\rho_2(3\epsilon_6-e_7)$ |
| $C_k$       | $-\frac{\sqrt{2\pi}}{\sqrt{2}}\epsilon_6$ | $-\frac{\sqrt{2\pi}}{\sqrt{2}}\epsilon_6$ |
| $D_k$       | $-\frac{\sqrt{2\pi}}{\sqrt{2}}\epsilon_6$ | $-\frac{\sqrt{2\pi}}{\sqrt{2}}\epsilon_6$ |
| $E_k$       | $-\frac{1}{2}\epsilon_5$ | $-\frac{1}{2}\epsilon_5$ |

where $\kappa$ now only runs over half the vector space of $k$, so that the Hamiltonian can be written as

$$H = \sum_{k,\nu} (\epsilon_{k,\nu} a_{k,\nu}^\dagger a_{k,\nu} + e_{k,\nu} a_{k,\nu}^\dagger a_{-k,\nu}).$$

The Bogoliubov coefficients with a tilde, e.g., $\gamma_{3,2}$, are evaluated at $-\kappa$ while the coefficients without tilde are evaluated at $\kappa$. To diagonalize the Hamiltonian we impose bosonic commutation relations $(\{a_{k,\nu}, a_{k',\nu'}^\dagger\} = \delta_{k,k'}\delta_{\nu,\nu'}$ as well as the relation

$$[a_{k,\nu}, H] = \epsilon_{k,\nu} a_{k,\nu}.$$ 

The commutation relation leads to the constraint

$$[a_{k,\nu}, a_{k',\nu'}] = B_{k,\nu} a_{k,\nu} a_{k',\nu'}^\dagger + B_{k',\nu'} a_{k',\nu'} a_{k,\nu}^\dagger = Y,$$ 

where we have introduced the matrix

$$Y = \text{diag}(1, 1, 1, -1, -1, -1).$$

The relation in Eq. (19) requires the normalization

$$\sum_{\nu} \left| \left| a_{k,\nu} \right| \right|^2 + \left| \left| a_{k,\nu} \right| \right|^2 = 1.$$

The relation from the commutation with the Hamiltonian leads to the eigenvalue problem

$$\begin{pmatrix} A & C_k^2 & D_k^2 & -2E_2 & \vdots \\ C_k & B & -2E_2 & -2E_3 & \vdots \\ D_k & -A & -C_k & -D_k & \vdots \\ 2E_3 & -C_k & -B & 2E_3 & \vdots \\ \vdots & \vdots & \vdots & \vdots & \vdots \end{pmatrix} \begin{pmatrix} \epsilon_\mu \end{pmatrix} = \begin{pmatrix} e_{k,\nu} \end{pmatrix} \begin{pmatrix} \epsilon_\nu \end{pmatrix}$$

where $\epsilon_\mu = (\gamma_{3,2}, \gamma_{1,6}, \gamma_{1,3}, \gamma_{2,3}, \gamma_{2,1}, \gamma_{1,1})^T$. We note that $C_k = C_k' = \frac{3}{2}$ and $D_k = D_k'$, and all other elements in the matrix are real and independent of $k$. Consequently, we therefore have that $\epsilon_{k,\nu} = u_{k,\nu}^\dagger v_{\nu,\nu}'$, and $\epsilon_{k,\nu}$ is a real quantity, we therefore also have $e_{k,\nu} = e_{-k,\nu}$. 

In addition to finding the energy of the eigenmagnons, we also wish to determine their spin, as these are not integer due to squeezing from the SOT-induced anisotropy [5]. Using Eq. (17) and Eq. (19) we see that $a_{k,\nu} = B_k^{-1} a_{k,\nu} = Y B_k^{-1}$. This can be written explicitly as

$$a_{k,\nu} = \sum_{\mu} \frac{u_{k,\nu} u_{\mu,\nu}^\dagger a_{k,\nu} - v_{\nu,\nu} u_{\mu,\nu}^\dagger a_{k,\nu}}{\sqrt{2\pi} \frac{1}{2}}$$

Together with the fact that non-diagonal expectation values of the product of two eigenmagnon operators vanish, we see from Eq. (9) and Eq. (21) that

$$\sum_{k,\nu} (S_{k,\nu}) = \sum_{k,\nu} (|u_{k,\nu}|^2 + |v_{\nu,\nu}|^2) \sum_{\mu=\pm} (\epsilon_{k,\nu} a_{k,\nu} a_{\mu,\nu}^\dagger)$$

where we have disregarded all constant terms. We can then see that the eigenmagnon spin contribution is

$$S_{k,\nu} = \hbar \left( 1 + 2 \sum_{\nu} |v_{\nu,\nu}|^2 \right).$$

B. Above the critical current

Above the critical current, the lowest energy configuration of the spins is along the $z$ axis. We therefore have to change the Holstein–Primakoff transformation to reflect this, with the following transformation:

$$\tilde{S}_{k,\nu} = \hbar \sqrt{2\epsilon_{k,\nu}} \left( 1 - \frac{\epsilon_{k,\nu}^2}{2\epsilon_{k,\nu}'^2} \right) \frac{1}{\sqrt{2\pi}} \frac{1}{2} \epsilon_{k,\nu}$$

with $\tilde{S}_{k,\nu} = -\tilde{S}_{k,\nu}$. Using this transformation in the Hamiltonian in Eq. (6), we get

$$H = -\frac{\epsilon_3}{4} \sum_{k,\nu} \left[ \sum_{\mu, \nu'} \sqrt{2\pi} \frac{1}{2} \epsilon_{k,\nu} a_{k,\nu}^\dagger a_{\mu,\nu'} + \epsilon_{k,\nu} a_{k,\nu}^\dagger a_{\mu,\nu'} \right]$$

We again do a Fourier transformation as before, and find the Hamiltonian to be on the form (again disregarding any constant terms)

$$H = \sum_k \sum_{\nu, \nu'} \left[ \sum_{\mu} \frac{3}{\sqrt{2\pi}} \frac{1}{2} \epsilon_{k,\nu} a_{k,\nu}^\dagger a_{\mu,\nu'} + \epsilon_{k,\nu} a_{k,\nu}^\dagger a_{\mu,\nu'} \right]$$

where $\kappa$ now only runs over half the vector space of $k$, so that the Hamiltonian can be written as
From this expression we can read off the coefficients in Eq. (16), and use the results in the previous subsection for the case below the critical current to determine the energy and spin of the eigenmagnons. The coefficients in Eq. (16) are given in Table I both above and below the critical current.
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