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ABSTRACT

The complex seismic trace analysis is a widely applied and
versatile method for computing seismic attributes. Instantaneous
frequency is an important complex trace attribute, and it is gen-
erally used for identifying specific seismic events, such as ab-
normal attenuation and thin bed tuning. Although the definition
itself is clear, in practice, the calculation varies considerably and
deviates from the definition. As a result, there is little consis-
tency in the calculation of the instantaneous frequency. We thus
adopt a robust and reliable scientific process to objectively com-
pare various implementations of the instantaneous frequency. To
this end, we start by reviewing four classic algorithms for instan-
taneous frequency computation and efficient approximations
and point out several issues and weaknesses of these algorithms.
Then, the theoretical foundation for the instantaneous frequency

of the sum of two sinusoids is derived from the original defi-
nition. With the above foundations, two synthetic test data sets
of seismic traces, with varying frequencies and fixed ampli-
tudes, are generated. Their synthetic ground truth instantaneous
frequencies are automatically calculated by an analytic formula.
In addition, regions that exhibit algorithmically interesting
issues are segmented from the whole data sets and considered
specifically in the proposed quality metrics. The evaluation in-
cludes four classic noncommercial algorithms and four commer-
cial software implementations. Their quantitative and qualitative
results indicate the effectiveness of the synthesized data sets and
the quality metrics for instantaneous frequency evaluations. It is
hoped that the inclusion of instantaneous frequency in the
free academic benchmarking web service A3Mark will help
to improve instantaneous frequency algorithms throughout the
industry.

INTRODUCTION AND BACKGROUND

Seismic attributes measure characteristics or properties of seismic
reflection data. They are analyzed to enhance information that
might be hidden or be too subtle in a traditional seismic image, lead-
ing to a better geologic or geophysical interpretation of the data.
Examples of seismic attributes include measured time, amplitude,
frequency, and attenuation (SEG wiki, 2019).
In the highly competitive world of commercial seismic interpre-

tation software, many seismic attributes implement intrinsically the
same functionality, while having very different results even when
fed with exactly the same input data (Barnes, 2006). In our previous
work (Xing et al., 2018), we have built the first publicly avail-
able, independent (academic), free of charge, online web service

(A3Mark) to objectively and reliably compare functionally similar
structural seismic attributes, including discontinuity, dip angle, dip
azimuth, and curvature. In this study, we expand our offering be-
yond the confines of geometric attributes in the time domain, and
we attack the challenging measurement of frequency, which is re-
garded as one of the physical attributes (Taner et al., 1994).
Frequency attributes separate and classify seismic events within

each trace based on their frequency content. They are useful
in stratigraphic interpretation, such as in identifying abnormal
attenuation and thin bed tuning. The first complex seismic trace
attributes (introduced in 1977) included a frequency attribute, in-
stantaneous frequency, as well as amplitude envelope, instantaneous
phase, and apparent polarity (Chopra and Marfurt, 2005; SEG
Wiki, 2019).
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Despite the wide use of instantaneous frequency, its computation
varies widely. There exist a variety of ways, simple and elaborate, to
get the instantaneous frequency calculation wrong, as reviewed in
the next section. Different (or even the same) software platforms
provide different calculations for instantaneous frequency.
Our goal is to propose a robust and reliable scientific process to

compare various instantaneous frequency algorithms. To this end, we
generate two synthetic test data sets of seismic traces with a wide
range of frequencies, for which we also analytically derive the cor-
responding “synthetic ground truth” values for the instantaneous fre-
quency. We propose several quality metrics in different instantaneous
frequency regions, covering different aspects of the weakness of in-
stantaneous frequency algorithms. Finally, preliminary tests are done
by quantifying the difference between the algorithm results and the
analytical synthetic ground truth. Quantitative and qualitative bench-
marking results are given, e.g., quality metrics and error plots.
The remainder of this paper is organized as follows. In the next

section, we give a definition of instantaneous frequency, review
some classic algorithms for its computation and efficient approxi-
mations, and summarize their issues and weaknesses. Then, in the
“Instantaneous frequency algorithm evaluation methodology” sec-
tion, we first generate two complicated synthetic data sets of seismic
traces from the sum of two sinusoids with varying frequencies and
fixed amplitudes for test purposes, their synthetic ground truth of
instantaneous frequency is calculated by deriving the theoretical
foundation for the instantaneous frequency of two composited
sinusoids from the original definition, and then we propose some
quality metrics in different instantaneous frequency regions to re-
flect and measure the algorithm’s performance. Finally, the “Results
and discussion” section reports the evaluation results quantitatively
and qualitatively, followed by some observations.

INSTANTANEOUS FREQUENCY

We start with a definition of instantaneous frequency and give
typical computations and efficient approximations as well as related
issues.

Complex trace analysis and instantaneous frequency
definition

Complex seismic trace analysis treats the seismic trace as if it was
a continuous succession of sinusoids that all have constant fre-
quency and amplitude. As shown in Figure 1, the recorded seismic
trace xðtÞ is the real part of the complex trace. Phase shifting the
recorded trace by 90° through the Hilbert transform operator hðtÞ
yields the quadrature trace or the Hilbert-transformed trace,
yðtÞ ¼ hðtÞ � xðtÞ, which forms the imaginary part of the complex
trace. Thus, the complex seismic trace is zðtÞ ¼ xðtÞ þ iyðtÞ.
From the complex trace zðtÞ, seismic attributes such as the

instantaneous amplitude aðtÞ ¼ sqrtðx2ðtÞ þ y2ðtÞÞ, instantaneous
phase θðtÞ ¼ arc tanðyðtÞ∕xðtÞÞ, and instantaneous frequency

fðtÞ ¼ 1
2π

dθðtÞ
dt are derived. The instantaneous frequency is the time

derivative of the instantaneous phase scaled to units of hertz. At a
given time, for a relatively constant envelope, the instantaneous fre-
quency represents the frequency of the sinusoid that matches the
seismic trace in a small window about that time (Scheuer and
Oldenburg, 1988). More details regarding their definitions and ex-
planations can be found in Taner et al. (1979).
Turning this around, the seismic and quadrature traces can be ex-

pressed in terms of the instantaneous amplitude and instantaneous
phase as xðtÞ ¼ aðtÞ cosðθðtÞÞ and yðtÞ ¼ aðtÞ sinðθðtÞÞ, respec-
tively. This is the essence of complex seismic trace analysis —
separating the amplitude information from the phase information
in seismic data (Taner and Sheriff, 1977; Taner et al., 1979).

Classic instantaneous frequency algorithms

The aforementioned definition of instantaneous frequency is
unsuitable for the practical computation of instantaneous frequency
because instantaneous phase is discontinuous and cannot be contin-
uously differentiated. To get around this issue, the “exact formula”
for instantaneous frequency, given by Taner et al. (1979), is

fðtÞ ¼ 1

2π

xðtÞy 0ðtÞ − x 0ðtÞyðtÞ
x2ðtÞ þ y2ðtÞ : (1)

This formula can be implemented either in the time domain or in the
frequency domain. This formula requires two derivatives. Most
commercial code implements approximations for instantaneous fre-
quency in the time domain. Coders seem not to like the derivative
filter, so they use various difference equations instead, even though
they generally use a standard Hilbert transform operator in the time
domain. Claerbout’s (1985, p. 20; see also Yilmaz, 2001, p. 1907)
approximation is widely used:

fðtÞ ≈ 2

πT
xðtÞyðtþ TÞ − xðtþ TÞyðtÞ

ðxðtÞ þ xðtþ TÞÞ2 þ ðyðtÞ þ yðtþ TÞÞ2 ; (2)

where T is the sample period. This equation involves two approx-
imations in its derivation. It introduces a half-sample period time
shift, and its results can exceed the Nyquist frequency. It gives
poorer results at higher frequencies, and it becomes unreliable
above about the half Nyquist. Scheuer and Oldenburg (1988) pro-
vide an alternative approximation:

fðtÞ ≈ 1

2πT
arctan

xðtÞyðtþ TÞ − xðtþ TÞyðtÞ
xðtÞxðtþ TÞ þ yðtÞyðtþ TÞ : (3)Figure 1. A complex seismic trace and its instantaneous attributes,

from PetroWiki (2019).
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This approximation is more accurate at high frequencies than
Claerbout’s (1985) approximation above. Its values do not exceed
Nyquist frequency, so in practice, it seems easier to work with than
with the exact formula of equation 1, whose values are theoretically
unbounded. Both approximations imply a half-sample shift down-
ward in time. We remove this shift by averaging adjacent samples,
which slightly smooths the results.
The frequency domain computation described in Hardage (1987,

p. 220) basically uses the same time domain equation 1, but it has the
Hilbert transform and the derivative operations performed in the fre-
quency domain with fast Fourier transform. Specifically, it involves
one forward transform and two inverse transforms, one to give yðtÞ
and the other to give the derivatives x 0ðtÞ and y 0ðtÞ, as follows:

YðfÞ ¼ HðfÞXðfÞ; (4)

yðtÞ⇔F YðfÞ; (5)

y 0ðtÞ⇔F i2πfYðfÞ and x 0ðtÞ⇔F i2πfXðfÞ; (6)

whereHðfÞ and XðfÞ are the Fourier transforms of the Hilbert trans-
form operator hðtÞ and seismic trace xðtÞ, respectively, and thus,
YðfÞ is the Fourier transform of the quadrature trace yðtÞ. This avoids
the need for long convolutional operators for the Hilbert transform
and the derivative, which needs to be applied twice to produce
x 0ðtÞ and y 0ðtÞ; therefore, it is much faster. In principle, it is more
accurate, but it can fail badly on unusual data that suffer severe wrap-
around effects, such as data with strong amplitudes at early times and
weak amplitudes at late times.
Based on these published approaches (exact formula by Taner

et al. [1979], frequency domain approach by Hardage [1987],
Claerbout [1985] approximation, and Scheuer and Oldenburg
[1988] approximation), several variants such as making “correc-
tions” by changing the sign of all negative frequencies or bounding
within the Nyquist frequency, have been used. It seems that every-
body has a different way to compute this attribute. There are also
many newer methods purporting to provide robust instantaneous
frequency measures, but their robustness comes either from the fact
that they are not truly instantaneous, or because they change the
concept of instantaneous frequency (Hardy et al., 2003; Battista
et al., 2007; Lu and Zhang, 2011; Wang and Gao, 2012).

Common issues with instantaneous frequency
algorithms

The issues of the instantaneous frequency computations that we
review are summarized as follows.

Differentiation operator issue

Software developers use the Hilbert transform operator but often
avoid the derivative operator, even though it is similar. Instead, they
use various difference equations (Claerbout, 1985; Scheuer and
Oldenburg, 1988; Yilmaz, 2001); see equations 2 and 3 above.
A standard two-point difference operator performs satisfactorily
in place of a derivative filter, but it implies a half-sample time
shift in the output, which is undesirable. One solution is to use a

three-point difference operator centered on the current sample,
which creates no shift. This works fine up to the half Nyquist,
but it aliases above that frequency. This issue can be solved by re-
sampling the data to half the sample period prior to the differencing,
but it requires a long sinc interpolator, which may introduce its
own amplitude errors at higher frequencies and increases the com-
putation time. Another solution is to use the frequency domain
equation 6, or to apply adjacent sample averaging and tolerate
the slight smearing that this causes.

Low-frequency issue

Low frequencies down to approximately 3 Hz exist in modern
“broadband” seismic data and must be supported. To preserve these
low frequencies in the Hilbert transformation, the operator length
must be sufficiently long. In the time domain, this is achieved
by using a very long Hilbert transform operator. Alternatively, it
is implicitly solved using the frequency-domain Hilbert transform,
equation 4. A frequency-domain approach is much faster and can be
used for the Hilbert transformation and for differentiation.

Frequency spike issue

Large frequency spikes beyond the Nyquist frequency are, in
some sense, the least important part of an instantaneous frequency
trace because they occur at amplitude minima, where the seismic
signal is weakest. In theory, a frequency spike can reach infinite
magnitude, which occurs when the denominators in the equations
for instantaneous frequency (equations 1 and 12) are zero. Some
methods, such as Scheuer and Oldenburg’s (1988) approximation,
limit the spike magnitude to the Nyquist frequency.

Negative frequency issue

The issue of frequency spikes and negative frequencies tends to
discomfit geophysicists, though they are comfortable with negative
Fourier spectral frequencies. As a result, one often reads that instan-
taneous frequency produces “nonphysical values.” This is incorrect.
Fourier spectral frequency and instantaneous frequency are two
different but equally valid ways of looking at the same problem.
Interestingly, they both yield exactly the same answers when aver-
aged appropriately (Ville, 1948; Cohen, 1995, p. 9).

Filter tail issue

This is a problem common to any filtering process because of the
filter operator length. In instantaneous frequency calculations, filter
tails result from the Hilbert transform and the derivative convolu-
tional operators. If a frequency-domain approach is used, then the
filter tail problem sometimes also includes noticeable wraparound
effects that can be mitigated by padding the data with zeros.

INSTANTANEOUS FREQUENCY ALGORITHM
EVALUATION METHODOLOGY

The benchmarking of instantaneous frequency algorithms re-
quires suitable test data sets and evaluation metrics. We design
two data sets of seismic traces, as well as their synthetic ground
truth instantaneous frequencies, and we propose region-based
quality metrics to reflect the various issues of the algorithms
quantitatively.

Instantaneous frequency benchmarking O65
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Generation of data sets with synthetic ground truth

To cover a wide range of frequencies and avoid tedious manual
ground truth checking, we design two synthetic data sets of seismic
traces from the sum of two sinusoids with varying frequency
gradients. Moreover, their corresponding synthetic ground truth in-
stantaneous frequencies are derived and generated. The challenge
here is to come up with an analytical formula for the automatic cal-
culation of the instantaneous frequency from two composited
sinusoids.
Following Cohen (1995), we represent the two sinusoids as com-

plex analytic functions z1ðtÞ and z2ðtÞ:

z1ðtÞ ¼ a1 cosðω1tÞ þ ia1 sinðω1tÞ (7)

and

z2ðtÞ ¼ a2 cosðω2tÞ þ ia2 sinðω2tÞ; (8)

where a1 and a2 are the amplitudes and ω1 and ω2 are the angular
frequencies, which equal to 2πf1 and 2πf2, respectively. Their sum
is the complex trace zðtÞ:

zðtÞ ¼ z1ðtÞ þ z2ðtÞ
¼ a1 cosðω1tÞ þ a2 cosðω2tÞ

þ iða1 sinðω1tÞ þ a2 sinðω2tÞÞ: (9)

The real part of zðtÞ is regarded as the composited seismic trace, and
the imaginary part is the corresponding Hilbert-transformed trace.
The behavior of zðtÞ can be described by a phasor diagram as shown
in Figure 2. The instantaneous amplitude aðtÞ of the complex trace
zðtÞ is

aðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 þ a22 þ 2a1a2 cosðω2 − ω1Þt

q
: (10)

The corresponding instantaneous phase and instantaneous fre-
quency θðtÞ and fðtÞ are

θðtÞ ¼ tan−1
�
a1 sinðω1tÞ þ a2 sinðω2tÞ
a1 cosðω1tÞ þ a2 cosðω2tÞ

�
(11)

fðtÞ ¼ 1

2π

a21ω1 þ a22ω2 þ a1a2ðω1 þ ω2Þ cosððω1 − ω2ÞtÞ
a21 þ a22 þ 2a1a2 cosðω1 − ω2Þt

:

(12)

Equations 10–12 can also be derived either from the definitions
by the authors or equations 2.80 and 2.81 in Cohen’s (1995) book.
The detailed derivations are provided in Appendices A and B, re-
spectively. To better understand those equations, seismic traces and
synthetic ground truth instantaneous frequencies are graphed on
single trace under different amplitudes and angular frequencies
in Figure 3a. Specifically, the red line has an instantaneous fre-
quency between 20 and 55 Hz, which is the prime seismic data
range. The instantaneous frequency of the green line is below
43 Hz, and that of the blue line is above 64 Hz. Moreover, in
Figure 3b, the four reviewed classic algorithms are compared on
the prime seismic data range, where all the algorithms should be
tuned for.
To compare various instantaneous frequency algorithms compre-

hensively, instead of with a single trace, synthetic data sets with
seismic traces and synthetic ground truth instantaneous frequencies
are generated on 3D cubes, respectively, a wide range of angular
frequencies are fed to ω1 in equation 7, and ω2 in equation 8, re-
spectively, together with sets of constant radii/amplitudes a1 and a2,
which result in different frequency ranges. In particular, ω1 and ω2

vary along the inline and crossline axes linearly, in the range of
[0, 250π] with a step of 2π. The sample number is 501 with sample
rate of 4 ms. Thus, the synthetic data set is 126 × 126 × 501 in order
of inline, crossline, and time. Moreover, a1 and a2 are fixed to 1 and
0.5 for data set 1, and 1 and 1.05 for data set 2, respectively.
Thereby, based on the real part of zðtÞ in equation 9, data set
1 has seismic trace amplitude in [−1.5, 1.5], whereas data set 2
in [−2.05, 2.05]. Based on equation 12, data set 1 has synthetic
ground truth instantaneous frequency in [−125, 250], whereas data
set 2 in [−2500, 2625]. Specifically, data set 2 has large spike and
negative frequencies, thus testing a different scenario. Specific sli-
ces from the two seismic trace data sets (the real part of zðtÞ in equa-
tion 9) are shown in Figure 4a1 and 4a2 and their synthetic ground
truth instantaneous frequency (equation 12) in Figure 4b1 and 4b2.
These slices are randomly selected, among those that cover the dif-
ferent regions that we define later. Both synthetic seismic trace data
sets are available for downloading from A3Mark to test instantane-
ous frequency algorithms. Although their “ground truth” is not
downloadable, it is used for calculating the quality metrics implic-
itly when you upload your algorithm’s result.
There is a potential singularity in equation 12, which appears

when a1 ¼ a2. Fortunately, we can prove that in that singularity
case, the instantaneous frequency reduces to ðω1 þ ω2Þ∕4π.
The definition for instantaneous frequency does include a

phase difference term, but we observe that in the extreme case,
in which the cosine of the phase difference is zero (i.e., the two
frequencies are at orthogonal phase), the instantaneous frequency
is the energy-weighted average of the two input frequencies, that
is ða21ω1 þ a22ω2Þ∕2πða21 þ a22Þ.
In addition, if ðω1 − ω2Þt ¼ �180°, a1 ¼ 1, a2 ¼ 1þ δ, then

fðtÞ ¼ ðω2 þ ðω2 − ω1Þ∕δÞ∕2π. Now, if ω1 ≠ ω2, then we may

Figure 2. Phasor diagram with instantaneous amplitude aðtÞ and
instantaneous phase θðtÞ for the sum of two sinusoids with ampli-
tudes a1 and a2 and angular frequencies ω1 and ω2.

O66 Xing et al.

D
ow

nl
oa

de
d 

01
/2

4/
20

 to
 1

29
.2

41
.1

91
.2

21
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



have negative frequency and infinitely large frequencies, as δ ap-
proaches zero. Thus, there are no upper or lower bounds on the
theoretically possible instantaneous frequency, implying that it is
not bound by the Nyquist frequency.

Region-based quality metrics

To evaluate the performance of numerous instantaneous fre-
quency algorithms, we need a quantitative way to measure the dif-
ference between their output and the synthetic ground truth. The
ground truth is also given as labeled regions, that is, sets of labeled
points to reflect the aforementioned algorithmic issues, which are
defined as follows:

• Negative: (−∞, 0 Hz).
• Edge: [0 ms, len] & [2000 ms-len, 2000 ms] in time

axis for filter tail issue, and len ¼ minð100 ms; 1000 ms∕
minðω1∕2π;ω2∕2πÞÞ.

• Low: [0 Hz, 6 Hz) & (−6 Hz, 0 Hz].

• Half-Nyquist: [6 Hz, 62.5 Hz) & (−62.5 Hz, −6 Hz].
• Nyquist: [62.5 Hz, 125 Hz) & (−125 Hz, −62.5 Hz].
• Spike: [125 Hz, ∞) & (−∞, −125 Hz].
• Full: (−∞, ∞).

Those regions are labeled as {−1, 0, 1, 2, 3, 4} for {negative,
edge, low, half-Nyquist, Nyquist, spike} and are visualized by
the respective rainbow color bands {red, orange, yellow, green,
blue, purple} in Figure 4c1 and 4c2. The selected inline, crossline,
and time slice are intended to be representative of instantaneous
frequency regions and give a comprehensive illustration. For each
region, the mean absolute error (MAE) and root-mean square (rms)
error can be used as difference metrics between an algorithm’s out-
put and the synthetic ground truth. However, the instantaneous fre-
quency can assume very large values, beyond the Nyquist, and large
spikes in the difference plots can thus be expected. These spikes will
considerably impact the MAE and rms error scores and may thus
not give representative values for the “average” performance. We,
therefore, first detect and classify these large spikes as outliers using

Figure 3. (a) Composite seismic trace and syn-
thetic ground truth instantaneous frequency on a
single trace from two sinusoids with different am-
plitudes and angular frequencies — red line:
a1 ¼ 1, a2 ¼ 0.5, ω1 ¼ 92π, ω2 ¼ 144π; green
line: a1 ¼ 1, a2 ¼ 0.5, ω1 ¼ 6π, ω2 ¼ 246π;
and blue line: a1 ¼ 1, a2 ¼ 1.05, ω1 ¼ 6π,
ω2 ¼ 246π. (b) Comparison of four classic algo-
rithms’ output on the prime seismic data range —
solid black line, synthetic ground truth instantane-
ous frequency; solid red line, exact formula by
Taner et al.; solid green line, frequency domain ap-
proach by Hardage; solid blue line, Claerbout
approximation; and dotted black line, Scheuer
and Oldenburg approximation.
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a custom threshold value, which is 80% of the mean value of the
synthetic ground truth in that region. Thus, one metric is the per-
centage of the outliers (outliers_PCT). When these outliers are
excluded, MAE and rms error are calculated on the inliers, giving
the inliers_MAE and inliers_rms error metrics. Specifically, out-
liers_PCT is in the range [0, 1], and inlier metrics are in the range
[0, inf) — the smaller the better. In addition to the original syn-
thetic ground truth of instantaneous frequency (IF), the vertical
change in instantaneous frequency (dIF) is computed on all seven
regions as well.

RESULTS AND DISCUSSION

In addition to the four noncommercial classic instantaneous
frequency algorithms reviewed in the section of instantaneous fre-
quency, we also test the instantaneous frequency on four commer-
cial software packages with generic names, such as “product A,”
“product B,” “product C,” and “product D,” to avoid commercialism
issues. Tables 1 and 2 summarize the quality metrics of all the eight
instantaneous frequency algorithms on the two synthetic data
sets, and Figures 5 and 6 are the difference/error images between
the algorithm output and the synthetic ground truth of the instanta-
neous frequency. All of the numerical and visual results have
also been uploaded on the free academic seismic attribute

benchmarking service A3Mark, which allows users to submit the
results on their own algorithms or any software that they have
access to.
As can be observed in the tables, the “best” algorithm for the

instantaneous frequency in most circumstances is the frequency-do-
main algorithm described by Hardage (1987), in which the Hilbert
transform and the trace derivatives are computed in the frequency
domain. It is also by far the fastest approach. The performance of
the exact time-domain formula given by Taner et al. (1979) is clos-
est to the frequency-domain algorithm but much slower because of
the need for long convolutional operators for the Hilbert transform
operator and the derivative operators, as stated above. The illustra-
tions of Figures 5 and 6 confirm the numerical results from the met-
rics, where Figures 5a, 5b, 6a, and 6b are close to zero in most
regions. The reason behind this is that both methods use formulas
that closely approximate the definition of instantaneous frequency.
The difference between them should be primarily in their filter tails,
or at points of abrupt change, which are often at the beginning and
ending of the data. This can be seen in Figures 5 and 6, where
Figures 5a and 6a have more red at inline 3, crossline 123/125, es-
pecially at the left edge side of crossline 123/125 and time slice
−1004∕–1008, but not inline 100 and the rest of time slices
−1004∕–1008, when compared with Figures 5b and 6b. The only
reason for not using the frequency-domain algorithm routinely is

Figure 4. Illustrations of the synthetized seismic
test data sets and their synthetic ground truths
of instantaneous frequency, as well as the labeled
instantaneous frequency regions. DATA SET 1 at
inlines 3 and 100, crossline 123, time −1004: (a1)
seismic trace, (b1) synthetic ground truth of the
instantaneous frequency, (c1) instantaneous fre-
quency regions {negative, edge, low, half-Nyquist,
Nyquist, spike}, DATA SET 2 at inlines 3 and 100,
crossline 125, time −1008: (a2) seismic trace, (b2)
synthetic ground truth of the instantaneous fre-
quency, (c2) instantaneous frequency regions
{negative, edge, low, half-Nyquist, Nyquist,
spike}. The aliasing effect is present in the data
set itself and is not due to the display method.
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Table 1. Instantaneous frequency (IF) results on synthetic data set 1. Green/small is better than red/large.

Non-Commercial Commercial
Exact 

formula by 
Taner et al.

Frequency 
domain 

approach by 
Hardage

Claerbout 
approximati

on

Scheuer and 
Oldenburg 

approximati
on

Instantaneou
s frequency 

of Product A

Instantaneou
s frequency 

of Product B

Instantaneou
s frequency 

of Product C

Instantaneou
s frequency 

of Product DRegion Metrics

IF dIF IF dIF IF dIF IF dIF IF dIF IF dIF IF dIF IF dIF
Outliers_PCT 0.19 0.16 0.09 0.33 0.55 0.17 0.55 0.17 0.66 0.24 0.68 0.24 0.71 0.19 0.68 0.18
Inliers_MAE 0.38 0.14 0.59 0.57 0.82 0.20 0.83 0.20 0.74 0.17 0.52 0.15 0.66 0.18 0.40 0.12Low
Inliers_rms error 0.64 0.26 0.76 0.65 1.07 0.33 1.07 0.33 0.98 0.29 0.86 0.30 0.92 0.32 0.73 0.29
Outliers_PCT 0.02 0.05 0.00 0.02 0.05 0.21 0.05 0.20 0.09 0.23 0.11 0.33 0.09 0.28 0.09 0.28
Inliers_MAE 1.22 0.62 0.72 0.95 7.25 2.28 4.93 1.94 4.59 1.84 5.20 2.29 7.08 1.97 7.09 1.94

Half
Nyquist

Inliers_RMSE 3.82 1.77 1.95 1.64 9.78 3.77 8.45 3.47 8.05 3.33 8.64 3.72 10.10 3.42 10.14 3.40
Outliers_PCT 0.02 0.09 0.01 0.04 0.39 0.59 0.14 0.26 0.04 0.22 0.08 0.37 1.00 1.00 1.00 1.00
Inliers_MAE 3.44 0.43 0.94 0.63 31.62 1.51 3.73 0.85 4.82 0.93 6.19 1.32 N/A N/A N/A N/ANyquist
Inliers_rms error 10.50 1.00 3.70 1.06 36.37 2.17 7.85 1.54 8.98 1.65 11.41 1.94 N/A N/A N/A N/A
Outliers_PCT 0.12 0.52 0.05 0.17 0.79 0.88 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Inliers_MAE 11.54 1.42 1.51 1.30 69.60 2.30 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/ASpike
Inliers_rms error 27.57 2.52 3.68 2.08 77.33 3.54 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Outliers_PCT 0.13 0.25 0.02 0.05 0.53 0.35 0.54 0.35 1.00 1.00 0.60 0.60 0.81 0.41 0.80 0.40
Inliers_MAE 2.20 1.23 1.38 1.55 9.02 2.69 9.05 2.71 N/A N/A 10.38 2.55 12.71 2.82 12.36 2.72Negative
Inliers_rms error 4.92 2.31 2.79 2.10 11.20 3.62 11.25 3.65 N/A N/A 12.30 3.50 14.29 3.76 14.00 3.71
Outliers_PCT 0.06 0.36 0.01 0.13 0.22 0.42 0.12 0.30 0.20 0.45 0.17 0.50 0.24 0.36 0.24 0.36
Inliers_MAE 10.49 7.68 6.65 6.85 11.72 5.44 7.80 5.05 10.85 5.62 11.45 5.87 12.50 4.05 12.49 4.04Edge
Inliers_rms error 14.37 9.23 9.39 8.45 15.84 7.36 11.54 6.77 15.59 7.66 16.22 7.96 17.62 6.51 17.61 6.51
Outliers_PCT 0.03 0.07 0.01 0.02 0.27 0.38 0.11 0.27 0.09 0.25 0.09 0.37 0.26 0.34 0.26 0.34
Inliers_MAE 2.43 0.92 0.93 1.00 15.28 3.48 5.07 2.48 5.68 2.59 7.07 3.11 18.03 3.29 18.04 3.27Full
Inliers_rms error 8.16 2.49 3.97 1.95 21.96 5.37 9.42 4.37 10.52 4.51 12.64 4.93 25.27 5.17 25.32 5.16

Table 2. Instantaneous frequency (IF) results on synthetic data set 2. Green/small is better than red/large.

Non-Commercial Commercial
Exact 

formula by 
Taner et al.

Frequency 
domain 

approach by 
Hardage

Claerbout 
approximati

on

Scheuer and 
Oldenburg 

approximati
on

Instantaneou
s frequency 

of Product A

Instantaneou
s frequency 

of Product B

Instantaneou
s frequency 

of Product C

Instantaneou
s frequency 

of Product DRegion Metrics

IF dIF IF dIF IF dIF IF dIF IF dIF IF dIF IF dIF IF dIF
Outliers_PCT 0.24 0.27 0.26 0.87 0.43 0.20 0.46 0.20 0.48 0.66 0.43 0.10 0.76 0.57 0.42 0.07
Inliers_MAE 0.63 0.07 0.77 0.12 0.70 0.07 0.65 0.07 0.62 0.74 0.13 0.01 1.35 0.04 0.15 0.02Low
Inliers_rms error 0.91 0.10 1.05 0.13 0.99 0.10 0.93 0.10 0.89 0.98 0.40 0.03 1.57 0.07 0.39 0.03
Outliers_PCT 0.02 0.11 0.00 0.08 0.24 0.49 0.27 0.40 0.29 0.09 0.17 0.37 0.53 0.47 0.08 0.21
Inliers_MAE 1.35 0.29 1.04 0.74 6.76 0.74 2.71 0.45 2.45 4.59 1.93 0.56 17.85 1.17 7.84 0.52

Half
Nyquist

Inliers_rms error 4.20 0.66 2.77 1.02 10.07 1.21 6.91 0.90 6.52 8.05 4.86 0.97 20.03 1.61 11.35 0.98
Outliers_PCT 0.02 0.17 0.01 0.09 0.34 0.75 0.15 0.39 0.10 0.04 0.16 0.39 1.00 1.00 1.00 1.00
Inliers_MAE 5.73 0.39 2.53 0.64 31.93 0.94 11.42 0.43 13.07 4.82 3.01 0.70 N/A N/A N/A N/ANyquist
Inliers_rms error 15.24 0.75 9.99 0.95 36.92 1.37 24.26 0.86 25.51 8.98 8.41 1.07 N/A N/A N/A N/A
Outliers_PCT 0.11 0.46 0.05 0.21 0.39 0.59 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Inliers_MAE 35.90 3.84 32.18 5.52 201.01 4.87 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/ASpike
Inliers_rms error 78.55 7.12 66.29 7.51 211.76 9.04 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Outliers_PCT 0.11 0.24 0.05 0.12 0.34 0.39 0.34 0.39 1.00 1.00 0.35 0.72 1.00 1.00 0.37 0.39
Inliers_MAE 21.15 4.04 21.21 7.41 72.55 7.72 73.27 7.50 N/A N/A 80.97 10.22 N/A N/A 94.00 8.07Negative
Inliers_rms error 47.20 7.48 41.53 9.90 94.57 11.50 95.14 11.19 N/A N/A 99.00 12.99 N/A N/A 109.59 11.95
Outliers_PCT 0.09 0.22 0.06 0.14 0.30 0.41 0.29 0.37 0.35 0.20 0.25 0.48 0.39 0.14 0.16 0.13
Inliers_MAE 12.43 13.12 7.56 8.28 14.71 9.00 7.88 5.61 13.28 10.85 8.85 6.65 27.67 5.64 15.82 3.60Edge
Inliers_rms error 17.40 15.92 11.30 11.09 21.07 12.70 14.56 8.72 20.93 15.59 14.18 10.61 31.28 8.83 22.36 7.39
Outliers_PCT 0.03 0.06 0.02 0.03 0.27 0.40 0.18 0.33 0.16 0.09 0.18 0.37 0.44 0.14 0.17 0.13
Inliers_MAE 4.42 2.07 1.56 1.97 25.77 7.11 10.18 3.49 11.60 5.68 2.58 2.51 48.58 5.34 31.03 3.25Full
Inliers_rms error 15.38 5.44 8.15 4.49 37.12 11.38 23.77 7.74 26.16 10.52 8.12 5.77 58.76 8.56 44.53 6.91
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that, when it fails, it fails catastrophically like many frequency-
domain methods. This is because its filter tails are effectively as
long as the input data.
The approximations given by Claerbout (1985) and Scheuer and

Oldenburg (1988) perform differently, especially in high-frequency
regions (corresponding to the orange region in Figure 4c1 and 4c2),
as shown in the left part of the cubes in Figure 5c and 5d and the left
and top parts of the cubes in Figure 6c and 6d, where Figures 5d and
6d are better than Figures 5c and 6c. As can be deduced from the

tables, these two approximations are almost equal in low, half-Ny-
quist, and negative regions. However, Scheuer and Oldenburg’s
approximation is better than Claerbout’s approximations in the Ny-
quist and edge regions but not the spike region, in which the spike
magnitude is limited to the Nyquist frequency. Overall, the approxi-
mation of Scheuer and Oldenburg is robust and better than that of
Claerbout. Both methods, like all the others, depend on the Hilbert
transform, which, if not well-designed, can introduce errors inde-
pendently of which formula one uses.

Different from the mathematical approxima-
tions and products C and D, products A and B
have relatively good performance in high frequen-
cies, such as the orange Nyquist region in Fig-
ure 4c1 and 4c2, although both spikes are
within the Nyquist frequency, as shown in the
tables. It can be seen from Figures 5 and 6, that
Figures 5e, 5f, 6e, and 6f have less red than
Figures 5g, 5h, 6g, and 6h and are comparable
with Figures 5d and 6d, in their left and top parts.
Moreover, product A has no negative frequencies,
and product B performs better than products C
and D in the negative frequency region. A small
difference can be noticed in the region of Figure 5e
and 5f and Figure 6e and 6f that corresponds to the
purple region of Figure 4c1 and 4c2; also Fig-
ures 5f and 6f seem slightly better than Figures 5e
and 6e. Products A and B perform similarly in the
low-frequency region when compared with prod-
uct D, but they are slightly better than product C,
as can be seen from the tables. In particular, as
clearly visible in Figure 5, but not Figure 6, prod-
uct B (Figure 5f) has much less red than product A
(Figure 5e) in inline 3 (corresponding to the green
region in Figure 4c1 and 4c2).
The performance of instantaneous frequency

in product D is superior to product C. As shown
in the tables, product D outperforms product C
only in the low-frequency region in Table 1
and all regions in Table 2. This can be confirmed
from Figures 5g, 5h, 6g, and 6h, where Figure 5g
and 5h does not have a clearly noticeable differ-
ence, whereas Figure 6h has much less red than
Figure 6g. This improvement is because the
maximum operator length for the Hilbert trans-
form is much longer in the newer package, with
a maximum length of 1.0 s, thus leading to more
accurate results for low-frequency data (down
to approximately 3 Hz), as stated above. How-
ever, low-frequency results (corresponding to
the green regions in Figure 4c1 and 4c2 and
Figures 5g, 5h, 6g, and 6h) do not exhibit this
difference because of the limited contrast in
the low-frequency region of the color bar; the
difference is shown visually with the “seismic
default” color bar in Xing et al. (2017). More-
over, products C and D have poor quality in
the high-frequency region (corresponding to the
orange and red regions in Figure 4c1 and 4c2), as
shown on the left side of the cube in Figure 5g

Figure 5. Illustrations of the difference (error) of eight instantaneous frequency com-
putations: (a) exact formula by Taner et al., (b) frequency domain approach by Hardage,
(c) Claerbout approximation, (d) Scheuer and Oldenburg approximation, and (e-h) in-
stantaneous frequency of product A-D on seismic data set 1 at inlines 3 and 100, cross-
line 123, time −1004.
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and the left and top sides of the cube in Figure 6h. This is due to the
aliasing issue for frequencies above half-Nyquist, which occurs due
to a poor choice of differentiation operator, similar to the problem
with Claerbout’s approximation.

CONCLUSION

Numerous instantaneous frequency computations exist in non-
commercial algorithms and commercial E&P software tools, and

they all have different implementation issues.
We propose a robust and reliable scientific proc-
ess to objectively compare different implementa-
tions of instantaneous frequency. In particular,
two synthetic seismic test data sets, which are
based on the sum of two oscillating functions
with varying frequencies and constant ampli-
tudes, are generated. Correspondingly, their in-
stantaneous frequency synthetic ground truths
are calculated analytically. Most importantly, we
derive the theoretical foundation of the ground
truth instantaneous frequencies step by step from
two composited sinusoids and illustrate it with a
simple analytical model. In addition, we design
several region-based quality metrics to investi-
gate the issues pointed out for various instanta-
neous frequency algorithms. The experiments
reported here demonstrate the performance in dif-
ferent regions of various instantaneous frequency
algorithms, quantitatively and qualitatively. In
general, the frequency domain approach by Har-
dage is the best.
A3Mark, the free academic online benchmark-

ingservice forseismicattributes,hasbeenextended
to include instantaneous frequency benchmark-
ing. Users and developers of commercial or
open source instantaneous frequency algorithms
can upload their results to A3Mark at any time.
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APPENDIX A

INSTANTANEOUS FREQUENCY
DERIVATION FOR THE SUM OF

TWO SINUSOIDS, STARTING FROM
ORIGINAL DEFINITIONS

For the sum of two sinusoids, represented as a complex trace in
equation 9, let AðtÞ be the real part and BðtÞ be the imaginary part.
Then

AðtÞ ¼ a1 cosðω1tÞ þ a2 cosðω2tÞ (A-1)

and

BðtÞ ¼ a1 sinðω1tÞ þ a2 sinðω2tÞ: (A-2)

Figure 6. Illustrations of the difference (error) of eight instantaneous frequency com-
putations: (a) exact formula by Taner et al., (b) frequency domain approach by Hardage,
(c) Claerbout approximation, (d) Scheuer and Oldenburg approximation, and (e-h)
instantaneous frequency of Product A-D on seismic data set 2 at inlines 3 and 100,
crossline 125, time −1008.
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These have time derivatives A 0ðtÞ and B 0ðtÞ, given by

A 0 ¼ −½a1ω1 sinðω1tÞ þ a2ω2 sinðω2tÞ� (A-3)

and

B 0 ¼ a1ω1 cosðω1tÞ þ a2ω2 cosðω2tÞ: (A-4)

Recalling the definition of the angular frequency, the practical equa-
tion for its computation is derived as follows, as given in Taner et al.
(1979)

ωðtÞ ¼ B 0A − BA 0

A2 þ B2
: (A-5)

The numerator of equation A-5 becomes

B 0A−BA 0

¼ a21ω1þa22ω2þa1a2ðω1þω2Þ½sinðω1tÞ sinðω2tÞ
þ cosðω1tÞcosðω2tÞ�
¼ a21ω1þa22ω2þa1a2ðω1þω2Þcosððω1 −ω2ÞtÞ (A-6)

and the denominator becomes

A2 þB2

¼ a21 þ a22 þ 2a1a2½sinðω1tÞ sinðω2tÞþ cosðω1tÞcosðω2tÞ�
¼ a21 þ a22 þ 2a1a2 cosððω1 −ω2ÞtÞ: (A-7)

Putting the numerator and denominator together, the equation for
the angular frequency ωðtÞ of the sum of two sinusoids is

ωðtÞ¼a21ω1þa22ω2þa1a2ðω1þω2Þcosððω1−ω2ÞtÞ
a21þa22þ2a1a2 cosððω1−ω2ÞtÞ

:

(A-8)

Finally, to convert to instantaneous frequency fðtÞwith units of hertz,

fðtÞ ¼ ωðtÞ∕2π: (A-9)

APPENDIX B

INSTANTANEOUS FREQUENCY DERIVATION
FOR THE SUM OF TWO SINUSOIDS, STARTING

FROM EQUATIONS BY COHEN (1995)

For the two oscillating seismic traces of equation 9, just as
in Appendix A, Cohen (1995, p. 40) has derived equations for
instantaneous amplitude aðtÞ and for instantaneous angular fre-
quency ωðtÞ as follows:

a2ðtÞ ¼ a21 þ a22 þ 2a1a2 cosðω2 − ω1Þt; (B-1)

ωðtÞ ¼ φ 0ðtÞ ¼
�
arctan

a1 sin ω1tþ a2 sin ω2t
a1 cos ω1tþ a2 cos ω2t

� 0

¼ ω2 þ ω1

2
þ ω2 − ω1

2

a22 − a21
a2ðtÞ : (B-2)

Starting from these equations, we insert aðtÞ into ωðtÞ to obtain

ωðtÞ¼ω1a2þω2a2þðω2−ω1Þða22−a21Þ
2a2

¼ω1ða21þa22þ2a1a2 cosðω2−ω1ÞtÞ
2a2

þω2ða21þa22þ2a1a2 cosðω2−ω1ÞtÞ
2a2

þðω2−ω1Þða22−a21Þ
2a2

¼ω1a21þω2a22þðω1þω2Þa1a2 cosðω2−ω1Þt
a2

¼ω1a21þω2a22þðω1þω2Þa1a2 cosðω2−ω1Þt
a21þa22þ2a1a2 cosðω2−ω1Þt

; (B-3)

which is equivalent to the authors’ derivation in Appendix A.
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