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We present an equation of motion (EOM) coupled cluster singles and doubles (CCSD) approach for computing transient absorption spectra from a triplet excited state. The implementation determines the left and right excitation vectors by explicitly spin-adapting the triplet excitation space. As an illustrative application, we compute transient state X-ray absorption spectra at the carbon and oxygen K-edges for the acetylacetone molecule.
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## I. INTRODUCTION

Recent years have witnessed remarkable advances, in both large-facility and laboratorybased (table-top) X-ray sources, that enable a wide range of investigations with unprecedented time resolution and element specificity. ${ }^{1-4}$ Time-resolved pump-probe experimental techniques have become popular and now constitute a powerful tool to study the occurrence of fundamental processes such as internal conversion and intersystem crossing. For instance, a UV-Vis pump and an X-ray probe may be used to investigate the dynamics of valence excited states. ${ }^{3-6}$

These experimental advances imply a growing need for reliable and computationally efficient tools to simulate and interpret experimental spectra. ${ }^{1,7}$ Over the last five years, a number of computational approaches have been developed to simulate transient state X-ray absorption spectra (TS-XAS) of singlet excited states. ${ }^{5,6,8-11}$ Applications include the investigation of ultrafast internal conversion in organic molecules. Particularly relevant for the present work is the recent development of coupled cluster approaches to near-edge timeresolved X-ray absorption spectroscopy (TR-XAS). . ${ }^{\text {511-14 }}$

In this contribution we broaden the spin adapted equation of motion coupled cluster singles and doubles (EOM-CCSD) approach ${ }^{15,16}$ to the calculation of triplet transient state X-ray absorption spectra. Several popular quantum chemistry codes contain algorithms for the solution of the coupled cluster right and left eigenvalue equations for singlet excited states in both spin-adapted and unrestricted formulations. For triplet excited states, current implementations are mostly unrestricted. ${ }^{17-22}$ Indeed, for a closed-shell reference, a straightforward spin-orbital implementation yields spin-pure states and spin-adaptation is only needed to reduce the costs of the calculations. An alternative strategy is to enforce spin-symmetry in the matrix multiplications, as is done in Q-Chem ${ }^{18}$ using the libtensor library. ${ }^{23}$ Nonetheless, a fully spin-adapted implementation is, computationally, the most efficient strategy.

To the best of our knowledge, the only spin adapted triplet CCSD implementation is the one of Hald, Hättig, and Jørgensen, ${ }^{16}$ which is limited to the solution of the right eigenvalue equation. A complete spin adapted implementation for the coupled cluster singles and approximate doubles model (CC2) using the resolution of identity approximation (RI-CC2) was presented by Hättig, Köhn, and Hald,,$^{24}$ and generalized to intensities by Pabst and

Köhn. ${ }^{25}$
We expand the work of Hald, Hättig, and Jørgensen ${ }^{16}$ by deriving and implementing the CCSD left transformation for triplet excited states. Furthermore, we apply the corevalence separation in the solution of the eigenvalue equations. ${ }^{13,14}$ In this way, we obtain core excitation energies as well as spectral intensities between valence and core excited triplet states. This extends the computational methodology used in Ref. 5, which was designed for probing internal conversions by TR-XAS, to the study of intersystem crossings.

As an illustrative application, we compute the spectral signatures of the intersystem crossings in acetylacetone, for which recent experimental and theoretical (MOM-TD-DFT) results are available. ${ }^{6}$ The photoionization dynamics of acetylacetone has also been the subject of a recent experimental and theoretical effort ${ }^{26}$ using UV-pump/XUV-probe FEL at Elettra. ${ }^{26}$ Finally, we predict the oxygen K-edge spectrum, for which experimental data are currently not available.

## II. THEORY

Coupled cluster theory employs an exponentially parametrized wavefunction,

$$
\begin{equation*}
|\mathrm{CC}\rangle=\exp (T)|\mathrm{HF}\rangle \tag{1}
\end{equation*}
$$

where $|\mathrm{HF}\rangle$ is the closed-shell Hartree-Fock Slater determinant, and $T$ is a linear combination of excitation operators $\tau_{\mu}$,

$$
\begin{equation*}
T=\sum_{\mu} t_{\mu} \tau_{\mu} \tag{2}
\end{equation*}
$$

with weights $t_{\mu}$ known as amplitudes. Here and in the following $|\mu\rangle$ refers to excited configurations generated by applying the operator $\tau_{\mu}$ to $|\mathrm{HF}\rangle$. The explicit form of the operators $\tau_{\mu}$ for a closed-shell ground state can be found in Ref. 27.

The coupled cluster ground state energy and amplitudes are conventionally obtained by projection of the time-independent Schrödinger equation for $|\mathrm{CC}\rangle$ onto the reference $|\mathrm{HF}\rangle$ and the excited configurations $|\mu\rangle$. The resulting equations may be expressed as

$$
\begin{align*}
E_{\mathrm{CC}} & =\langle\mathrm{HF}| \bar{H}|\mathrm{HF}\rangle  \tag{3}\\
\Omega_{\mu} & =\langle\mu| \bar{H}|\mathrm{HF}\rangle=0 \tag{4}
\end{align*}
$$

where $\bar{H}=e^{-T} H e^{T}$ is known as the similarity transformed Hamiltonian. In the CCSD model, $\tau_{\mu}$ is restricted to single and double excitations relative to $|\mathrm{HF}\rangle$.

Two different approaches exist for describing excited states in coupled cluster theory. One is linear response (CCLR) theory, ${ }^{28}$ where the excitation energies are defined from the pole-structure of the linear response function, and obtained by solving the non-symmetric eigenvalue problems

$$
\begin{align*}
& \mathbf{A} \mathbf{R}_{n}=\omega_{n} \mathbf{R}_{n}  \tag{5}\\
& \mathbf{L}_{n}^{T} \mathbf{A}=\omega_{n} \mathbf{L}_{n}^{T}, \quad n=1,2, \ldots \tag{6}
\end{align*}
$$

under the biorthonormality condition $\mathbf{L}_{m}^{T} \mathbf{R}_{n}=\delta_{m n}$. The matrix $\mathbf{A}$, defined by

$$
\begin{equation*}
A_{\nu \mu} \equiv\langle\nu|\left[\bar{H}, \tau_{\mu}\right]|\mathrm{HF}\rangle \tag{7}
\end{equation*}
$$

is called the coupled cluster Jacobian. The other approach is equation of motion (EOM-CC) theory, ${ }^{17,29}$ where excited states are found from a CI-like eigenvalue problem using the matrix representation of $\bar{H}$ in the basis $\{|\mathrm{HF}\rangle,|\mu\rangle\}$. Since Eq. (4) is satisfied, the two approaches give the same expression for the excitation energies. ${ }^{27}$

Clearly, only the solution of the right eigenvalue equation, Eq. (5), is needed to obtain the excitation energies $\omega_{n}$. However, both right $\left(\mathbf{R}_{n}\right)$ and left $\left(\mathbf{L}_{n}\right)$ excitation vectors are needed for the computation of spectral intensities. In order to calculate transient state absorption spectra, we need the dipole transition moments between two excited states. Within the EOM-CC formalism, these can be written as ${ }^{17,30-33}$

$$
\begin{equation*}
S(i \rightarrow f)=\sum_{X=x, y, z} T_{i f}^{X} T_{f i}^{X} \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
T_{i f}^{X} & =\mathbf{L}_{i}^{T} \mathbf{A}^{X, \mathrm{EOM}} \mathbf{R}_{f}-\left(\overline{\mathbf{t}}^{T} \mathbf{R}_{f}\right)\left(\mathbf{L}_{i}^{T} \boldsymbol{\xi}^{X}\right) \\
& -\left(\mathbf{L}_{i}^{T} \mathbf{R}_{f}\right)\left(\overline{\mathbf{t}}^{T} \boldsymbol{\xi}^{X}\right) \tag{9}
\end{align*}
$$

The EOM property Jacobian $\mathbf{A}^{X, \text { EOM }}$ for the operator $X$ is given by ${ }^{30,31,34}$

$$
\begin{equation*}
A_{\mu \nu}^{X, \mathrm{EOM}}=\langle\mu| \bar{X}|\nu\rangle-\langle\mathrm{HF}| \bar{X}|\mathrm{HF}\rangle \delta_{\mu \nu} \tag{10}
\end{equation*}
$$

The vectors $\overline{\mathbf{t}}$ and $\boldsymbol{\xi}^{X}$ above are the ground-state Lagrangian multipliers and property right-hand-side vectors, respectively. Their definition can be found in Refs. 15 and 28. Note that the EOM-CC and CCLR transition moments are not identical. ${ }^{35}$

In the case of triplet states, the second term in Eq. (9) vanishes as the ground state Lagrangian multipliers $\overline{\mathbf{t}}$ are necessarily singlet for a singlet ground state. Moreover, for different states $(i \neq f)$, the last term vanishes by biorthonormality. Thus, only the contraction of the $\mathbf{A}^{X, E O M}$ matrix with the left and right eigenvectors needs to be evaluated.

The solution of Eq. (5) for a triplet excited state in spin-adapted CCSD has been discussed in Ref. 16. We focus here on Eq. (6), which is most conveniently solved using a direct subspace approach that only requires the ability to calculate the Jacobian left-transformation of a vector $\mathbf{L}$. The elements of the left transformed vector can be written as

$$
\begin{equation*}
\rho_{\mu} \equiv\left(\mathbf{L}^{T} \mathbf{A}\right)_{\mu}=\langle\mathrm{HF}| \mathcal{L}\left[\bar{H}, \tau_{\mu}\right]|\mathrm{HF}\rangle \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}=\sum_{\nu} \tau_{\nu}^{\dagger} L_{\nu} \tag{12}
\end{equation*}
$$

An analogous operator $\mathcal{R}$ can be defined when right transforming a vector $\mathbf{R}$. In the following subsections, we discuss the explicit parametrizations required to compute the transformed vector $\boldsymbol{\rho}$ in the case of a triplet excitation vector.

## A. Parametrization of the triplet excitation space

In order to obtain programmable expressions for Eqs. (10) and (11), we need explicit expressions for the excitation operators $\tau_{\mu}$. We follow the convention where the letters $a$ through $f$ ( $i$ through $o$ ) refer to virtual (occupied) molecular orbitals.

The construction of operators for the singlet excitation space is discussed elsewhere. ${ }^{27}$ These excitation operators are used for the ground state operators $T$ and $\Lambda=\sum_{\mu} \bar{t}_{\mu} \tau_{\mu}^{\dagger}$. To span the triplet space, we use the operators

$$
\begin{align*}
{ }^{(3)} \tau_{a i} & =a_{a \alpha}^{\dagger} a_{i \alpha}-a_{a \beta}^{\dagger} a_{i \beta}  \tag{13}\\
{ }^{(+)} \tau_{a i b j} & =a_{a \alpha}^{\dagger} a_{i \alpha} a_{b \alpha}^{\dagger} a_{j \alpha}-a_{a \beta}^{\dagger} a_{i \beta} a_{b \beta}^{\dagger} a_{j \beta}  \tag{14}\\
{ }^{(-)} \tau_{a i b j} & =a_{a \alpha}^{\dagger} a_{i \alpha} a_{b \beta}^{\dagger} a_{j \beta}-a_{a \beta}^{\dagger} a_{i \beta} a_{b \alpha}^{\dagger} a_{j \alpha} \tag{15}
\end{align*}
$$

To simplify the notation, we will from now on omit the superscript (3) on the triplet operator ${ }^{(3)} \tau_{a i}$, as well as in all amplitudes and terms connected to it. We emphasize once more that the operator in Eq. (13) is different from the one entering $T$ and $\Lambda$. Also note that the
above definitions differ from those of Hald, Hättig, and Jørgensen ${ }^{16}$ by a scalar factor, but it is trivial to transform between the two representations. The double excitation operators can be shown to fulfill the following symmetry relations:

$$
\begin{align*}
& { }^{(+)} \tau_{a i b j}=-{ }^{(+)} \tau_{a j b i}=-{ }^{(+)} \tau_{b i a j}={ }^{(+)} \tau_{b j a i},  \tag{16}\\
& { }^{(-)} \tau_{a i b j}=-{ }^{(-)} \tau_{b j a i} . \tag{17}
\end{align*}
$$

These relations restrict the number of linearly independent parameters. Thus, a complete parametrization of the CCSD triplet right excitation operator can be written

$$
\begin{align*}
\mathcal{R}= & \sum_{a i} R_{i}^{a} \tau_{a i}+\sum_{a>b, i>j}{ }^{(+)} R_{i j}^{a b}{ }^{(+)} \tau_{a i b j} \\
& +\sum_{(a i)>(b j)}{ }^{(-)} R_{i j}^{a b}{ }^{(-)} \tau_{a i b j} \\
= & \sum_{a i} R_{i}^{a} \tau_{a i}+\frac{1}{4} \sum_{a b i j}{ }^{(+)} R_{i j}^{a b}{ }^{(+)} \tau_{a i b j}  \tag{18}\\
& +\frac{1}{2} \sum_{a b i j}{ }^{(-)} R_{i j}^{a b}{ }^{(-)} \tau_{a i b j},
\end{align*}
$$

Similarly, the CCSD triplet left operator can be written

$$
\begin{align*}
\mathcal{L}= & \frac{1}{2}\left(\sum_{a i} L_{i}^{a} \tau_{a i}^{\dagger}+\sum_{a>b, i>j}{ }^{(+)} L_{i j}^{a b}{ }^{(+)} \tau_{a i b j}^{\dagger}\right. \\
& +\sum_{(a i)>(b j)}{ }^{(-)} L_{i j}^{a b}  \tag{19}\\
= & \frac{1}{2} \sum_{a i} L_{i}^{a} \tau_{a i b j}^{\dagger} \tau_{a i}^{\dagger}+\frac{1}{8} \sum_{a b i j}^{(+)} L_{i j}^{a b}{ }^{(+)} \tau_{a i b j}^{\dagger} \\
& +\frac{1}{4} \sum_{a b i j}{ }^{(-)} L_{i j}^{a b}{ }^{(-)} \tau_{a i b j}^{\dagger} .
\end{align*}
$$

Using the above definitions, expressions for the Jacobian left-transformed triplet vector can be derived. Since there are three kinds of operators spanning the triplet space in the CCSD case, it is convenient to also split the transformed vector into three parts:

$$
\begin{align*}
\rho_{a i} & =\langle\mathrm{HF}| \mathcal{L}\left[\bar{H}, \tau_{a i}\right]|\mathrm{HF}\rangle,  \tag{20}\\
{ }^{(+)} \rho_{a i b j} & =\langle\mathrm{HF}| \mathcal{L}\left[\bar{H},{ }^{(+)} \tau_{a i b j}\right]|\mathrm{HF}\rangle,  \tag{21}\\
{ }^{(-)} \rho_{a i b j} & =\langle\mathrm{HF}| \mathcal{L}\left[\bar{H},{ }^{(-)} \tau_{a i b j}\right]|\mathrm{HF}\rangle . \tag{22}
\end{align*}
$$

The operation count of one triplet left-transformation as implemented here is $\frac{3}{8} O^{2} N^{4}+$ $6 O^{3} V^{3}+3 O^{4} V^{2}$, if we only count the terms that scale as the sixth power of the system size. Here, $O$ and $V$ denote the number of occupied and virtual orbitals, respectively, and $N=O+V$ is the number of basis functions. This means that the left transformation in the triplet case is about $3 / 2$ the cost of the singlet case, ${ }^{36,37}$ which is consistent with the fact that there are $3 / 2$ as many independent parameters in the triplet parametrization. Note, however, that the results presented here still rely on the implementation of the right linearlytransformed vector of Hald, Hättig, and Jørgensen. ${ }^{16}$ According to the authors, ${ }^{16}$ their triplet right transformation costs $3 / 8 N^{4} O^{2}+8 V^{3} O^{3}+2 V^{2} O^{4}$ vs. $1 / 4 N^{4} O^{2}+4 V^{3} O^{3}+V^{2} O^{4}$ for a singlet right transformation, i.e., a factor of $3 / 2$ on the leading term, and a factor of 2 on the remaining terms.

## B. Triplet left-transformation

Following the derivation in Ref. 36, we write the singles part of the triplet left transformed vector, Eq. (20), as

$$
\begin{equation*}
\rho_{a i}=\rho_{a i}^{A}+\rho_{a i}^{B}+\rho_{a i}^{C}+\rho_{a i}^{D}+\rho_{a i}^{E}+\rho_{a i}^{F}+\rho_{a i}^{G} . \tag{23}
\end{equation*}
$$

The various contributions are given by

$$
\begin{align*}
\rho_{a i}^{A}= & \sum_{e m} L_{m}^{e}\left[-\hat{g}_{\text {imea }}+\sum_{n f} \hat{g}_{i f n a} t_{n m}^{e f}\right]  \tag{24}\\
\rho_{a i}^{B}= & \sum_{e} L_{i}^{e} \mathcal{F}_{e a}-\sum_{m} L_{m}^{a} \mathcal{F}_{i m}  \tag{25}\\
\rho_{a i}^{C}= & -\sum_{e f} \hat{g}_{i f e a} Y_{e f}+\sum_{m n} \hat{g}_{\text {inma }} X_{m n}  \tag{26}\\
\rho_{a i}^{D}= & -\sum_{e} \mathcal{F}_{i e} Y_{a e}-\sum_{m} \mathcal{F}_{m a} X_{m i}  \tag{27}\\
\rho_{a i}^{E}= & \sum_{e f m} \tilde{L}_{i m}^{e f} \hat{g}_{e a f m}-\sum_{e m n} \tilde{L}_{m n}^{a e} \hat{g}_{\text {imen }}  \tag{28}\\
\rho_{a i}^{F}= & \sum_{n e g} \tilde{L}_{i n}^{e g} \sum_{m f}\left[\left(2 \hat{g}_{\text {eamf }}-\hat{g}_{e f m a}\right) t_{m n}^{f g}-\hat{g}_{\text {eamf }} t_{n m}^{f g}-\hat{g}_{\text {magf }} t_{m n}^{e f}\right] \\
& +\sum_{e f n} \tilde{L}_{i n}^{e f} \sum_{m o} \hat{g}_{\text {maon }} t_{m o}^{e f}  \tag{29}\\
\rho_{a i}^{G}= & -\sum_{e m n} \tilde{L}_{m n}^{a e} \sum_{o f}\left[\left(2 \hat{g}_{\text {imof }}-\hat{g}_{i f o m}\right) t_{n o}^{e f}-\hat{g}_{i m o f} t_{o n}^{e f}-\hat{g}_{i f o n} t_{o m}^{e f}\right] \\
& -\sum_{e m n} \tilde{L}_{m n}^{a e} \sum_{f g} \hat{g}_{i f e g} t_{m n}^{f g} \tag{30}
\end{align*}
$$

where $\tilde{L}_{m n}^{e f}={ }^{(+)} L_{m n}^{e f}+{ }^{(-)} L_{m n}^{e f}$ and $\hat{g}_{\text {pqrs }}$ are the $T_{1}$ transformed two-electron repulsion integrals.

In the above equations we have introduced a number of intermediates. The one-particle intermediates are the same as in the singlet case, ${ }^{36}$

$$
\begin{align*}
& \mathcal{F}_{e a}=F_{e a}+\sum_{m f}\left(2 \hat{g}_{\text {eamf }}-\hat{g}_{e f m a}\right) t_{m}^{f}  \tag{31}\\
&-\sum_{f m n}\left(2 \hat{g}_{\text {manf }}-\hat{g}_{m f n a}\right) t_{m n}^{e f} \\
& \mathcal{F}_{i m}=F_{i m}+\sum_{e n}\left(2 \hat{g}_{i m n e}-\hat{g}_{\text {ienm }}\right) t_{n}^{e}  \tag{32}\\
&+\sum_{e f n}\left(2 \hat{g}_{\text {ienf }}-\hat{g}_{i f n e}\right) t_{m n}^{e f} \\
& \mathcal{F}_{j b}=\sum_{e m}\left(2 \hat{g}_{m e j b}-\hat{g}_{m b j e}\right) t_{m}^{e} \tag{33}
\end{align*}
$$

that can also be rewritten as

$$
\begin{align*}
\mathcal{F}_{e a}=\hat{h}_{e a}+ & \sum_{m}\left(2 \hat{g}_{e a m m}-\hat{g}_{e m m a}\right)  \tag{3}\\
& -\sum_{f m n}\left(2 \hat{g}_{m a n f}-\hat{g}_{m f n a}\right) t_{m n}^{e f} \\
\mathcal{F}_{i m}=\hat{h}_{i m}+ & \sum_{n}\left(2 \hat{g}_{\text {imnn }}-\hat{g}_{i n n m}\right)  \tag{35}\\
& +\sum_{e f n}\left(2 \hat{g}_{i e n f}-\hat{g}_{i f n e}\right) t_{m n}^{e f} \\
\mathcal{F}_{j b}=\hat{h}_{j b}+ & \sum_{m}\left(2 \hat{g}_{j b m m}-\hat{g}_{j m m b}\right), \tag{36}
\end{align*}
$$

where $\hat{h}_{p q}$ are matrix elements of the $T_{1}$ transformed one-electron Hamiltonian. The $X$ and $Y$ intermediates are also very similar to their singlet counterparts: ${ }^{36}$

$$
\begin{align*}
X_{m i} & =\sum_{e f n} \tilde{L}_{i n}^{e f} t_{m n}^{e f}  \tag{37}\\
Y_{a e} & =\sum_{f m n} \tilde{L}_{m n}^{a f} t_{m n}^{e f} \tag{38}
\end{align*}
$$

To handle the doubles part, it is convenient to introduce an operator that generates permutations among sets of indices:

$$
\begin{equation*}
P_{p q, r s}^{(-)} a_{p q r s}=a_{p q r s}-a_{r s p q} . \tag{39}
\end{equation*}
$$

Using this operator, the contributions to the doubles part of the linearly-transformed vector, Eq. (21) and (22), can be written as

$$
\begin{align*}
{ }^{(+)} \rho_{a i b j}= & { }^{(+)} \rho_{a i b j}^{A}+{ }^{(+)} \rho_{a i b j}^{B}+{ }^{(+)} \rho_{a i b j}^{E}  \tag{40}\\
& +P_{a, b}^{(-)} P_{i, j}^{(-)}\left[\rho_{a i b j}^{C}+\rho_{a i b j}^{D}+\rho_{a i b j}^{F}+\frac{1}{2}(+) \rho_{a i b j}^{G}+\rho_{a i b j}^{H}\right] \\
{ }^{(-)} \rho_{a i b j}= & { }^{(-)} \rho_{a i b j}^{A}+{ }^{(-)} \rho_{a i b j}^{B}+{ }^{(-)} \rho_{a i b j}^{E}  \tag{41}\\
& \quad+P_{a i, b j}^{(-)}\left[\rho_{a i b j}^{C}+{ }^{(-)} \rho_{a i b j}^{C}+\rho_{a i b j}^{D}+\rho_{a i b j}^{F}\right. \\
& \left.\quad+{ }^{(-)} \rho_{a i b j}^{G}+\rho_{a i b j}^{H}\right],
\end{align*}
$$

where

$$
\begin{align*}
&{ }^{( \pm)} \rho_{a i b j}^{A}= \sum_{m n}{ }^{( \pm)} L_{m n}^{a b}\left[\hat{g}_{i m j n}+\sum_{e f} \hat{g}_{i e j f} t_{m n}^{e f}\right]  \tag{42}\\
&{ }^{( \pm)} \rho_{a i b j}^{B}= \sum_{e f}{ }^{( \pm)} L_{i j}^{e f} \hat{g}_{e a f b}  \tag{43}\\
&{ }^{( \pm)} \rho_{a i b j}^{E}= \sum_{e f m n}{ }^{( \pm)} L_{i j}^{e f} \hat{g}_{m a n b} t_{m n}^{e f}  \tag{44}\\
& \rho_{a i b j}^{C}=-\frac{1}{2} \sum_{e m} \tilde{L}_{m j}^{e b}\left[\hat{g}_{e a i m}-\sum_{f m} \hat{g}_{n a i f} t_{n m}^{e f}\right]  \tag{45}\\
& \rho_{a i b j}^{D}= \frac{1}{2} \sum_{e m} \tilde{L}_{i m}^{a e}\left[\left(2 \hat{g}_{e m j b}-\hat{g}_{e b j m}\right)\right.  \tag{46}\\
&\left.\quad+\sum_{f n}\left(2 \hat{g}_{n f j b}-\hat{g}_{n b j f}\right)\left(2 t_{m n}^{e f}-t_{n m}^{e f}\right)\right] \\
&(-) \rho_{a i b j}^{C}=-\sum_{m e}{ }^{(-)} L_{m j}^{a e}\left[\hat{g}_{e b i m}-\sum_{f n} \hat{g}_{i f n b} t_{n m}^{e f}\right]  \tag{47}\\
& \rho_{a i b j}^{F}= \sum_{m} \hat{g}_{i a m b} X_{m j}-\sum_{e} \hat{g}_{i e j b} Y_{a e}  \tag{48}\\
&( \pm) \rho_{a i b j}^{G}= \sum_{e}^{( \pm)} L_{i j}^{a e} \mathcal{F}_{e b}-\sum_{m}^{( \pm)} L_{i m}^{a b} \mathcal{F}_{j m}  \tag{49}\\
& \rho_{a i b j}^{H}= L_{i}^{a} \mathcal{F}_{j b}+\sum_{e} L_{i}^{e} \hat{g}_{e a j b}-\sum_{m} L_{m}^{a} \hat{g}_{i m j b} \tag{50}
\end{align*}
$$

We refer the interested reader to the Appendix A for additional details on our implementation in Dalton. ${ }^{20}$

## III. INTERSYSTEM CROSSINGS IN ACETYLACETONE

We have used the methodology described in the previous sections to compute spectral signatures of intersystem crossings (ISC) in acetylacetone at the carbon and oxygen Kedges. Spectral signatures of internal conversion (IC) processes have also been computed for completeness.

In a time-resolved UV-pump/X-ray-probe experiment recently carried out on acetylacetone at the carbon K-edge by Bhattacherjee et al. ${ }^{6}$ using table-top instrumentation, the system is initially brought into a valence excited state by absorption of UV radiation (see the left scheme in Fig. 1 for a representation of the process). The probe frequency is tuned to the $S_{2}$ electronic singlet excited state of $\pi \pi^{\star}$ character. From $S_{2}$, the system can undergo
internal conversion into another singlet $S_{1}$ excited state of $\mathrm{n} \pi^{\star}$ character and/or undergo intersystem crossing into an excited state $T_{1}$ of triplet spin-symmetry. The system can be probed, at different time delays, with an X-ray pulse. This pulse excites specific inner shell electrons of the valence excited states that are populated at a given time delay, depending on the probed K-edge region.

Our calculations focus on the spectral signatures that are due to the process illustrated by the middle scheme in Fig. 1. They are new, well defined signatures emerging at energies below the first core excitation of the ground state. As seen in Fig. 1, they correspond to the process by which one 1 s electron fills the vacancy in the valence orbitals (SOMOs) of the valence excited state, generated either by the pump excitation or by IC/ISC. The final state is clearly single-excitation dominated, and therefore well described by CCSD. From the experimental point of view, the core-to-SOMO peaks are a preferred choice when tracking excited-state dynamics, since they unambiguously originate from the valence-excited states that are probed. ${ }^{5,11,12,38}$ Other mechanisms can of course also occur, see e.g. the right scheme in Fig. 1.

Here we compute the spectra as transitions between EOM states generated from the the ground state $S_{0}$. This implies requirements on the excitation manifold. For instance, single excitations of valence excited states can be double excitations relative to $S_{0}$ (Fig. 1, right) such that triple excitations might be important. Therefore, some spectral features may be missing or be located at too high energy. A possible strategy to partly overcome this problem is to compute the spectra as linear absorption spectra of a high-spin reference mimicking the character of the valence excited state, as explored for instance in Refs. 38 and 39. Our current implementation in Dalton does not allow us to carry out these types of calculations. We note nonetheless that spectral signatures from these other processes are expected overlap with the ground state spectrum.

Starting from the CASPT2 geometries in Ref. 26, we re-optimized the acetylacetone molecular structures of the ground state $S_{0}$, the two lowest singlet states, $S_{1}\left(n \pi^{*}\right)$ and $S_{2}\left(\pi \pi^{*}\right)$, and the lowest triplet excited state $T_{1}\left(\pi \pi^{*}\right)$ using QChem ${ }^{18}$ and (EOM-)CCSD/aug-cc-pVDZ. In each case the structure found was the enol tautomer.

The bond lengths that changed significantly between the various states are given in Table I. The full set of coordinates for each geometry is given in the SI file.

TABLE I: Atom labelling and selected bond-distances $(\AA)$ for the relaxed geometry of each state.


FIG. 1: Schematic overview of the processes involved in the TR-XAS pump-probe experiment.

All excitation energies and oscillator strengths were computed with a development version of Dalton. ${ }^{20}$ To generate the spectra, we used Lorentzian broadening with a half width at half maximum (HWHM) of 0.2 eV . The oscillator strengths $f(i \rightarrow f)$ between two states $i$ and $f$ are given by the expression

$$
\begin{equation*}
f(i \rightarrow f)=\frac{2}{3}\left(\omega_{f}-\omega_{i}\right) S(i \rightarrow f) . \tag{51}
\end{equation*}
$$

In the Dalton calculations, we used the $6-311++\mathrm{G}^{* *}$ basis set. This basis set has been shown to yield results for X-ray absorption and ionization of quality almost comparable to
the aug-cc-pVTZ basis set, but with reduced computational cost, both in coupled cluster ${ }^{11,40}$ and algebraic diagrammatic construction ${ }^{41,42}$ theory.

We characterized the valence excited states by means of natural transition orbitals (NTOs). These orbitals are generated from a singular value decomposition of the singleexcitation part of the right excitation vector. ${ }^{43}$ Since all valence excited states are dominated by one singular value, we only consider one pair of NTOs for each state. The NTOs were visualized using MOLDEN. ${ }^{44}$ In Figure 2, we show the NTOs obtained for the valence excited states at optimized ground and excited state geometries. We assigned the excited states by inspecting the NTOs. The energy profiles at the ground state geometry are in line with the profiles in Ref. 26.

Some notable features are evident in Figure 2. At the minimum of the $S_{2}\left(\pi \pi^{*}\right)$ state, the $S_{1}\left(n \pi^{*}\right)$ and $S_{2}\left(\pi \pi^{*}\right)$ states are nearly degenerate ( 0.06 eV ), with reversed energy ordering compared to the ground state geometry. This suggests the presence of an $S_{1}\left(n \pi^{*}\right) / S_{2}\left(\pi \pi^{*}\right)$ conical intersection close to the $S_{2}\left(\pi \pi^{*}\right)$ minimum, facilitating an internal conversion into $S_{1}\left(n \pi^{*}\right)$ after initial excitation into the bright $S_{2}\left(\pi \pi^{*}\right)$ state. This is consistent with the experimental study of Bhattacherjee et al., ${ }^{6}$ where $S_{2}\left(\pi \pi^{*}\right) / S_{1}\left(n \pi^{*}\right)$ internal conversion, followed by an $S_{1}\left(n \pi^{*}\right) / T_{1}\left(\pi \pi^{*}\right)$ intersystem crossing, was deemed the most favoured pathway. We should point out that the triplet $T_{2}\left(n \pi^{*}\right)$ state may act as a doorway state. In a study by Squibb et al., ${ }^{26}$ dynamics simulations (CASSCF) indicate a $S_{2} \rightarrow S_{1} \rightarrow T_{2} \rightarrow T_{1}$ pathway where the population of the $T_{2}$ state never exceeds $10 \%$. The conical intersections involved in these pathways may be investigated using similarity constrained coupled cluster theory, providing an accurate account of dynamical correlation. ${ }^{45,46}$

At the ground state geometry, the hole NTO of the $S_{1}\left(n \pi^{*}\right)$ state has a significant contribution on O1 (carbonyl group), see Table I, consistent with the interpretation of this state involving the excitation out of a non-bonding orbital on this O . This could also explain why the spectral signature of the $S_{1}\left(n \pi^{*}\right)$ state is weak in the experimental carbon K-edge spectrum, which has rendered the dynamical evolution of this state unclear. ${ }^{6}$ It also suggests that an oxygen K-edge spectrum would be able to monitor the dynamical evolution of the $S_{1}\left(n \pi^{*}\right)$ state. ${ }^{5}$

After a few ps, two bands appear in the time-resolved spectrum, at 281.4 and 283.8 eV , that are believed to stem from the $T_{1}\left(\pi \pi^{*}\right)$ state. ${ }^{6}$ In Fig 3, we show the computed CVSCCSD $/ 6-311++\mathrm{G}^{* *}$ ground and excited state carbon K-edge spectra. In Fig 3a, the spectra
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FIG. 2: CCSD $/ 6-311++\mathrm{G}^{* *}$ excitation energies $\omega(\mathrm{eV})$, oscillator strengths $f$ from the ground state, and NTOs of the singlet and triplet valence excited states here considered, computed at optimized ground and excited state geometries.
were computed at the ground state geometry. In Fig 3b, we show the computed transient state spectra for relaxed excited state geometries. Superimposed on the computed spectra are shaded areas in correspondance to the experimental $T_{1}\left(\pi \pi^{*}\right)$ bands, whose widths we have chosen to reflect experimental uncertainty in Ref. 6. Note also that the transient state spectra have not been scaled to account for the percentage of excited molecules (a standard down-scaling is $10 \%$ ). To align the ground state spectrum with experiment, we have applied an overall shift of -1.4 eV . The computed ground state spectrum coincides with experiment ${ }^{6}$ for the second and third peaks, but underestimates the separation of the first two peaks.

In all computed spectra, the most intense spectral features in the region $280-284 \mathrm{eV}$ are due to the two $\pi \pi^{*}$ excited states $\left(S_{2}\right.$ and $\left.T_{1}\right)$. The intensity of the $S_{1}\left(n \pi^{*}\right)$ state is weak in comparison. Measurements of TS-XAS at the carbon K-edge are therefore not suited to monitor the decay of the $S_{1}\left(n \pi^{*}\right)$ state. The signature of the $S_{2}\left(\pi \pi^{*}\right)$ state, located close to 280 eV in the computed spectra, is not visible in the TS-XAS, supporting the conclusion that an internal conversion to the $S_{1}\left(n \pi^{*}\right)$ state occurs rapidly after initial excitation into the $S_{2}\left(\pi \pi^{*}\right)$ state. ${ }^{6}$ On the other hand, the computed spectra show two peaks associated with the triplet $T_{1}\left(\pi \pi^{*}\right)$, at 281.3 and 281.7 eVs (unrelaxed) and 281.8 and 283.1 eVs (relaxed), roughly reproducing the experimental bands at 281.4 and 283.8 eVs. ${ }^{6}$ Improved agreement with experiment may be obtained by accounting for triple excitations, for instance using the coupled cluster singles doubles and perturbative triples (CC3) model. ${ }^{5,47}$

Finally, we show in Fig. 4 the computed oxygen K-edge spectra at the Franck-Condon and relaxed geometries. A notable difference from the carbon K-edge spectra is the strong spectral signature of core excitations from the $S_{1}\left(n \pi^{*}\right)$ state. We may therefore conclude, with some confidence, that oxygen K-edge TS-XAS experiments would be ideally suited to probe the internal conversion from $S_{2}\left(\pi \pi^{*}\right)$ to $S_{1}\left(n \pi^{*}\right)$. Recall that the strong signature from $S_{1}\left(n \pi^{*}\right)$ state may be understood from the orbital hole contributions at the $\mathrm{O}_{1}$ oxygen.

## IV. CONCLUDING REMARKS

We have presented a spin-adapted implementation of the EOM-CCSD left-transformations that allows for the calculation of the spectral intensity between excited states. Triplet core excited state were calculated using the core-valence separation, which allow the calculation of spectral intensities between valence and core excited triplet states.

(a) All spectra computed at ground state geometry.

(b) Each spectrum computed at the stationary point geometry of the state it refers to.

FIG. 3: CVS-CCSD $/ 6-311++\mathrm{G}^{* *}$ ground and excited state XAS spectra of acetylacetone at the carbon K-edge. Computed spectra were shifted by -1.4 eV to align the main peak of the computed $S_{0}$ spectrum with experiment. Labels indicate on which carbon atom the K-edge excitation takes place, numbered according to Table I. Yellow columns mark the location of experimental features interpreted as originating from the $\mathrm{T}_{1}$ state by Bhattacherjee et al., ${ }^{6}$ emerging approximately 2 ps after the pump excitation.

(a) All spectra computed at ground state geometry.

(b) Each spectrum computed at the stationary point geometry of the state it refers to

FIG. 4: CVS-CCSD $/ 6-311++\mathrm{G}^{* *}$ ground and excited state XAS spectra of acetylacetone at the oxygen K-edge. The experimental spectrum is from Ref. 48,49. Computed spectra were shifted by -2.1 eV to align the main peak of the computed ground state spectrum with experiment. Labels indicate on which oxygen atom the K-edge excitation takes place, numbered according to Table I.

We applied the implementation to compute transient state core absorption spectra in the acetylacetone molecule. The $S_{1}, S_{2}$ and $T_{1}$ states are considered central to the decay process of this molecule following UV excitation into the $S_{2}$ state. At the carbon K-edge, the computed signature of the triplet state was found to be in qualitative agreement with timeresolved experimental spectra. Theoretical oxygen K-edge spectra, for which experimental data is currently unavailable, were also computed. They indicate that oxygen K-edge TRXAS measurements may monitor the formation by internal conversion, and decay, of the $S_{1}$ state, which is not captured by the carbon K-edge spectra. ${ }^{6}$
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## Appendix A: Implementation

In the following, we summarize how Eqs. (23) to (50) have been implemented. Here Greek indices $\alpha$ through $\delta$ will refer to atomic orbitals.

## 1. Singles contributions

The calculation of the B and D contributions is straightforward and equivalent to what has been done in the singlet case. ${ }^{36}$ The A and C contributions are calculated as

$$
\begin{equation*}
\rho_{a i}^{A}+\rho_{a i}^{C}=-\sum_{\alpha \beta} g_{i \beta \alpha a} \mathcal{D}_{\alpha \beta}=-\sum_{\alpha \beta \gamma \delta} C_{\gamma i} C_{\delta a} g_{\gamma \beta \alpha \delta} \mathcal{D}_{\alpha \beta} \tag{A1}
\end{equation*}
$$

where $C_{\alpha p}$ are molecular orbital coefficients. Introducing the lambda matrices

$$
\begin{align*}
& \Lambda_{\gamma i}^{h}=C_{\gamma i}+\sum_{e} C_{\gamma e} t_{i}^{e}  \tag{A2}\\
& \Lambda_{\gamma a}^{p}=C_{\gamma a}-\sum_{m} C_{\gamma m} t_{m}^{a} \tag{A3}
\end{align*}
$$

allows us to write the $\mathcal{D}$ intermediate as

$$
\begin{align*}
\mathcal{D}_{\alpha \beta}= & \sum_{m e} L_{m}^{e} \Lambda_{\beta m}^{h} \Lambda_{\alpha e}^{p}-\sum_{m n e f} t_{n m}^{e f} L_{m}^{e} C_{\beta f} C_{\alpha n} \\
& +\sum_{e f} Y_{e f} \Lambda_{\alpha e}^{p} C_{\beta f}-\sum_{m n} X_{m n} C_{\alpha m} \Lambda_{\beta n}^{h} \tag{A4}
\end{align*}
$$

Using the partially back-transformed vector

$$
\begin{equation*}
\tilde{L}_{i m}^{e \delta}=\sum_{f} \tilde{L}_{i m}^{e f} \Lambda_{\delta f}^{p} \tag{A5}
\end{equation*}
$$

the first part of the E term can be written

$$
\begin{equation*}
\rho_{a i}^{E 1}=\sum_{e m \delta} \tilde{L}_{i m}^{e \delta} \hat{g}_{e a \delta m} \tag{A6}
\end{equation*}
$$

The last part of the E and G terms is calculated using the BF term from the integral code, as it is done in singlet case. ${ }^{36}$ The first part of the F term can be rewritten as

$$
\begin{array}{r}
\rho_{a i}^{F 1}=\sum_{n e g} \tilde{L}_{i n}^{e g} \sum_{m f}\left[\frac{1}{2}\left(2 \hat{g}_{\text {eamf }}-\hat{g}_{e f m a}\right)\left(2 t_{m n}^{f g}-t_{n m}^{f g}\right)\right.  \tag{A7}\\
\left.-\frac{1}{2} \hat{g}_{\text {maef }} t_{n m}^{f g}-\hat{g}_{\text {magf }} t_{m n}^{e f}\right]
\end{array}
$$

This expression can then be simplified by introducing the two intermediates

$$
\begin{align*}
& P_{e i m f}=\sum_{n g} \tilde{L}_{i n}^{e g}\left(2 t_{m n}^{f g}-t_{n m}^{f g}\right)  \tag{A8}\\
& Q_{e i m f}=-\sum_{n g}\left(\tilde{L}_{n i}^{g e}-2^{(-)} L_{i n}^{g e}\right) t_{m n}^{g f}, \tag{A9}
\end{align*}
$$

giving

$$
\begin{align*}
\rho_{a i}^{F 1} & =\frac{1}{2} \sum_{e m f} P_{\text {eimf }}\left(2 \hat{g}_{\text {eamf }}-\hat{g}_{\text {efma }}\right)-\frac{1}{2} \sum_{e m f} Q_{\text {eimf }} \hat{g}_{\text {maef }} \\
& =\sum_{e m f} P_{\text {eimf }} \hat{g}_{\text {eamf }}-\frac{1}{2} \sum_{e m f}\left(P_{\text {eimf }}+Q_{\text {eimf }}\right) \hat{g}_{\text {maef }} . \tag{A10}
\end{align*}
$$

The second part of the F term can be written as

$$
\begin{equation*}
\rho_{a i}^{F 2}=\sum_{m n o} M_{\text {mion }} \hat{g}_{\text {maon }} \tag{A11}
\end{equation*}
$$

where the $M$ intermediate is defined as

$$
\begin{equation*}
M_{m i o n}=\sum_{e f} \tilde{L}_{i n}^{e f} t_{m o}^{e f} . \tag{A12}
\end{equation*}
$$

The first part of the $G$ term is calculated using the same approach as the first part of the F term. That is,

$$
\begin{equation*}
\rho_{a i}^{G 1}=\sum_{m o f} P_{\text {amof }} \hat{g}_{i m o f}-\frac{1}{2} \sum_{m o f}\left(P_{a m o f}+Q_{a m o f}^{\prime}\right) \hat{g}_{i f o m} \tag{A13}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{e i m f}^{\prime}=-\sum_{n g}\left(\tilde{L}_{n i}^{g e}+2^{(3-)} L_{i n}^{g e}\right) t_{m n}^{g f} . \tag{A14}
\end{equation*}
$$

## 2. Doubles contributions

The operations in terms A, B and E preserve the column-permutation symmetry of the given $L$. This means that

$$
\begin{equation*}
P_{a, b}^{(-)} P_{i, j}^{(-)(-)} \rho_{a i b j}^{X}=P_{a i, b j}^{(-)}(+) \rho_{a i b j}^{X}=0, \tag{A15}
\end{equation*}
$$

if $X$ is one of $A, B$ or $E$. If we define non-symmetric version of these three terms,

$$
\begin{align*}
& \rho_{a i b j}^{A}=\sum_{m n} \tilde{L}_{m n}^{a b}\left[\hat{g}_{i m j n}+\sum_{e f} \hat{g}_{i e j f} t_{m n}^{e f}\right]  \tag{A16}\\
& \rho_{a i b j}^{B}=\sum_{e f} \tilde{L}_{i j}^{e f} \hat{g}_{e a f b}  \tag{A17}\\
& \rho_{a i b j}^{E}=\sum_{e f m n} \tilde{L}_{i j}^{e f} \hat{g}_{m a n b} t_{m n}^{e f}, \tag{A18}
\end{align*}
$$

the + and - contributions, Eqs. (42-44), can easily be recovered,

$$
\begin{align*}
{ }^{(+)} \rho_{a i b j}^{X} & =\frac{1}{4} P_{a, b}^{(-)} P_{i, j}^{(-)} \rho_{a i b j}^{X}  \tag{A19}\\
{ }^{(-)} \rho_{a i b j}^{X} & =\frac{1}{2} P_{a i, b j}^{(-)} \rho_{a i b j}^{X} . \tag{A20}
\end{align*}
$$

Thus, it is advantageous to calculate first a non-symmetric, general contribution

$$
\begin{equation*}
\rho_{a i b j}=\frac{1}{8}\left(2+P_{a i, b j}^{(-)}\right)\left[\rho_{a i b j}^{A}+\rho_{a i b j}^{B}+\rho_{a i b j}^{E}\right]+\rho_{a i b j}^{C}+\rho_{a i b j}^{D}+\rho_{a i b j}^{F}+\rho_{a i b j}^{H}, \tag{A21}
\end{equation*}
$$

where $\frac{1}{8}\left(2+P_{a i, b j}^{(-)}\right)$takes care of the different prefactors of Eq. (A19) and (A20). Eq. (40) and (41) can then be written in a more compact way as

$$
\begin{align*}
& { }^{(+)} \rho_{a i b j}=P_{a, b}^{(-)} P_{i, j}^{(-)}\left[\rho_{a i b j}+\frac{1}{2}(+) \rho_{a i b j}^{G}\right]  \tag{A22}\\
& { }^{(-)} \rho_{a i b j}=P_{a i, b j}^{(-)}\left[\rho_{a i b j}+{ }^{(-)} \rho_{a i b j}^{C}+{ }^{(-)} \rho_{a i b j}^{G}\right] \tag{A23}
\end{align*}
$$

leaving only three terms that are different between the $(+)$ and $(-)$ transformed vector.
The term in square brackets in Eq. (A16) is the $\Gamma$ intermediate of Refs 15,50 and is stored on disk. The B term is calculated by using the back-transformed left-vector,

$$
\begin{equation*}
\rho_{a i b j}^{B}=\sum_{\gamma \delta}\left[\sum_{e f} \Lambda_{\gamma e}^{p} \Lambda_{\delta f}^{p} \tilde{L}_{i j}^{e f}\right] g_{\gamma a \delta b} . \tag{A24}
\end{equation*}
$$

Rewriting the second part of the H term using the intermediate

$$
\begin{equation*}
\breve{L}_{i j}^{\gamma \delta}=\sum_{e} L_{i}^{e} \Lambda_{\gamma e}^{p} C_{\delta j} \tag{A25}
\end{equation*}
$$

the term and its contribution to the $(+)$ and $(-)$ doubles become

$$
\begin{align*}
\rho_{a i b j}^{H 2} & =\sum_{e} L_{i}^{e} \hat{g}_{e a j b} & & \sum_{\gamma \delta} \breve{L}_{i j}^{\gamma \delta} \hat{g}_{\gamma a \delta b}  \tag{A26}\\
{ }^{(+)} \rho_{a i b j}^{H 2} & =P_{a, b}^{(-)} P_{i, j}^{(-)} \rho_{a i b j}^{H 2} & & =\left[\breve{L}_{i j}^{\gamma \delta}-\breve{L}_{j i}^{\gamma \delta}-\breve{L}_{i j}^{\delta \gamma}+\breve{L}_{j i}^{\delta \gamma}\right] g_{\gamma a \delta b}  \tag{A27}\\
{ }^{(-)} \rho_{a i b j}^{H 2} & =P_{a i, b j}^{(-)} \rho_{a i b j}^{H 2} & & =\left[\breve{L}_{i j}^{\gamma \delta}-\breve{L}_{j i}^{\delta \gamma}\right] g_{\gamma a \delta b .} . \tag{A28}
\end{align*}
$$

Written in this way, ${ }^{(+)} \rho_{a i b j}^{H 2}$ and ${ }^{(-)} \rho_{\text {aibj }}^{H 2}$ follow the symmetry conditions, Eq. (A15), and we then calculate the sum ${ }^{(+)} \rho_{\text {aibj }}^{H 2}+{ }^{(-)} \rho_{\text {aibj }}^{H 2}$. In addition, the sum and contraction with $g_{\gamma a b b}$ is exactly equivalent to the that in Eq. (A24), so we can calculate the sum of the B and H2 terms together,

$$
\begin{equation*}
\rho_{a i b j}^{B H}=\sum_{\gamma \delta}\left[\sum_{e f} \Lambda_{\gamma e}^{p} \Lambda_{\delta f}^{p} \tilde{L}_{i j}^{e f}+2 \breve{L}_{i j}^{\gamma \delta}-\breve{L}_{j i}^{\gamma \delta}-\breve{L}_{i j}^{\delta \gamma}\right] g_{\gamma a \delta b}, \tag{A29}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{a i b j}^{B H}=\rho_{a i b j}^{B}+{ }^{(+)} \rho_{a i b j}^{H 2}+{ }^{(-)} \rho_{a i b j}^{H 2} \tag{A30}
\end{equation*}
$$

This term is, at $O^{2} N^{4}$, the computationally the most expensive part of the left transformation. The cost can be somewhat reduced using the symmetry of the integrals and vector quantities, similar to what is often done in the singlet case. ${ }^{50}$ Such a transformation reduces the cost to $\frac{3}{8} O^{2} N^{4}$.

The E term is calculated as

$$
\begin{equation*}
\rho_{a i b j}^{E}=\sum_{m n} M_{m i n j} g_{m a n b}, \tag{A31}
\end{equation*}
$$

using $g_{\text {manb }}$ from disk. The terms in square brackets in Eqs. (45), (46) and (47) are the $C$ and $D$ intermediates of Ref. 15, which are already available on disk. All remaining terms cost at most $N^{5}$ and are thus not performance critical.
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