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Abstract 

Vacancies strongly interact with twin boundaries and often change dramatically the 
properties of a ferroelastic material. However, the understanding of this behavior at an 
atomic-level is still deficient. Here we study vacancy diffusion processes across very 
large length- and time-scales using a combination of molecular dynamics and Monte 
Carlo simulations. We find that vacancies reduce their energy by residing at twin 
boundaries, kinks inside domain boundaries, and junctions between domain boundaries. 
Vacancies have the largest binding energy inside junctions and co-migrate with the 
motion of the junctions. For the weaker trapping inside twin boundaries, a “ghost line” 
may be generated because vacancies do not necessarily diffuse with moving boundaries 
and are left behind, leaving a trace of a previous position of the domain boundary. 
Needle twins act as channels for fast diffusion with almost one order of magnitude 
higher vacancy diffusivity than in bulk. The relative concentration of vacancies at twin 
boundaries (ρVa) is a function of the average vacancy concentration (CVa) with ρVa ~ 
CVaα and α = 0.61, in contrast to that of immobile vacancies case with α = 0.4. The 
concentration of vacancies at twin boundaries is enriched ca. 5 times at low 
temperatures. With increasing temperature, the enrichment drops as the trapping 
potential at the twin boundaries decreases (thermal release). The distribution of energy-
drop upon twin pattern evolution follows a power law. The exponent ε increases from 
~1.44 to 2.0 when the vacancy concentration increases. The power law exponent is the 
same in the athermal region, while Vogel-Fulcher behavior is found at high 
temperatures. 

 

Keywords: Vacancy; Twin boundaries; Domain boundary engineering; Atomistic 
simulations 
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1 Introduction 

 

Functional properties of ferroelastic materials rely largely on twin boundary 
movements. Shape memory alloys with their superelasticity and shape memory effects 
fall into the same class of materials. Their domain switching and domain wall (or twin 
boundary) motion dominate these effects. For example, Cu-Al-Ni nanopillars show a 
strong shape memory recoverability through twinning and de-twinning mechanisms, 
while this effect is destroyed by high densities of stacking faults in small size 
nanopillars [1]. In Ti-Ni-based shape memory alloys, the motion of twin boundary 
could improve fatigue resistance when the temperature is below the martensitic 
transition temperature [2]. Some metallic nanowires can even exhibit novel 
superelasticity with the aid of twin boundary motion [3-5].   

Point defects and their interactions with twin boundaries (TBs) have great impact on 
the mechanical properties in ferroelastic materials as point defects usually pin twin 
boundary motion. Consequently, various mechanical properties change in the presence 
of point defects [6-10]. It is found that Cu-Al-Ni alloys have a ‘normal’ Young’s 
modulus and small damping at temperature above ~ 220 K, but high damping at lower 
temperature [8]. The reason lies in the majority of TBs being pinned by ‘Cottrell 
atmospheres’ at low temperature [11]. As the temperature decreases, the mobility of 
defects becomes smaller, which results in a weaker pinning force and higher damping. 
In addition, the Ti-Ni-based shape memory alloys were observed to exhibit ultrahigh-
damping behavior in the environment of hydrogen [12, 13]. The recoverability of shape 
memory alloys could also be affected by quenched-in point defects. When the twinned 
copper-based alloys, such as Cu-Zn-Al [14] and Cu-Al-Mn [15], are subjected to up-
quenching, it is found that higher heating rates could promote the shape recovery (> 20 
K/min). However, the recoverability is largely suppressed under low heating rates (~ 1 
K/min) due to the strong pinning effect on slowly moving TBs by high concentration 
of mobile quenched-in vacancies. Besides, the martensitic phase transition temperature 
is found to decrease by a combination of thermal cycling and room temperature aging 
in Ni-rich Ni-Ti alloys, which is believed to originate from the interplay between the 
point defects and moving TBs [16, 17]. From a general viewpoint, changing the 
interactions between point defects and TBs is believed to be an effective means to 
tuning mechanical properties, which is known as domain boundary engineering [18]. 

Vacancies are an important type of point defects in crystals and will inevitably interact 
with twin boundaries. At room temperature, the thermal equilibrium concentration of 
vacancies is very low, but vacancies can also be generated under plastic deformation 
[19]. Several experimental studies have been carried out to understand the effect of 
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vacancies on the motion of TBs in BiFeO3 with acceptor-oxygen-vacancy defect pairs 
[20], the mineral anorthoclase and a general case of ferroelastic walls with vacancies 
[21-23], in particular the memory effect of TBs due to pinning effect. A few simulations 
were performed to study this effect for perovskite structures [24-28]. Meanwhile, the 
vacancies could also act as nucleation sites for domain switching [29]. The interaction 
of vacancy with TBs often prompts vacancies assemblies at TBs [24], which may result 
in some novel and attractive properties on TBs, such as enhanced local conductivity 
[30, 31], polar ferroelastic TBs [32-35] and even a sheet superconducting phase along 
TBs in an insulating matrix [36-38]. Besides, oxygen vacancies through pinning TBs 
motion are known as a fatigue mechanism in ferroic materials [39, 40]. 

Although various studies have been carried out to study vacancy-TBs interactions, the 
microscopic mechanisms are still not fully understood, especially how the vacancies 
interact with steps inside twin boundary (kinks) and with intersections of two twin 
boundaries (junctions). In our previous work [29], we have studied the interaction of 
immobile vacancies with straight twin boundary in ferroelastic materials and found the 
vacancies could act as the sites for promoting domain wall (DW) nucleation. In the 
current work, we study the influence of mobile vacancies on the nucleation and 
migration of domain walls. To capture the diffusivity of vacancies, we combined Monte 
Carlo (MC) and Molecular dynamics (MD) methods to perform atomistic simulations. 
These simulations reveal the effect of long-range diffusion on the interactions with 
simple twin walls, kinks and junctions. We found that junctions are the energy-favored 
sites for trapping vacancies compared to kinks and straight twin boundaries. Twin 
boundaries act as fast channels for vacancy diffusion, similar to pipe diffusion of point 
defects in dislocation cores [41-43]. We further studied the accumulation of vacancies 
at twin walls and found that the concentration is significantly enhanced compared to 
the average concentration. Finally, we explore the statistics of the deformation process. 
The movement of twin boundaries with vacancies is non-smooth and progresses by 
jerks and avalanches, following a power law distribution. The power law exponent 
increases with increasing vacancy concentration.  

 

2 Simulation Methods 

 

Our atomistic simulations are based on the standard ferroelastic model with 4° shear 
angle [44, 45]. The potential U(r) is composed of three interatomic interactions as the 
first-nearest harmonic interactions UNN	=	20(r-1)2	(0.8	≤	r	<	1.2) , the second-nearest 
double well interactions UNNN = -10(r - √2)2 + 2000(r - √2)4	(1.207≤ r <1.621)  and the 
third-nearest fourth-order interactions UNNNN	=	-(r-2)4	(1.8	≤	r	<	2.2), where r is atomic 
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distance vector. Here we use a relatively high spring stiffness of 20 in UNN in order to 
simplify the domain patterns [45, 46]. The equilibrium lattice constant a is set to be 1 
Å and atomic mass M is 10 amu. Free boundary conditions are applied in the current 
2D model. The system size is 500a × 502a, containing two pre-existing horizontal twin 
boundaries as the initial configuration. The ratio of the height of the switchable 
intermediate layer to the total sample is fixed to be 0.5.  

Vacancies are randomly introduced in the middle layer of a sandwich model with 
different concentrations. The vacancy concentration CVa is measured as the ratio of total 
number of vacancies to the total number of atoms in the system. CVa ranges from 4 ppm 
to 500 ppm. The initial samples were relaxed with the conjugate gradient algorithm. 
Dynamic relaxations were then annealed at a given temperature ranging from T = 5×
10-4TVF to T = 5.0TVF, where TVF is the Vogel-Fulcher temperature. After relaxation, we 
adopted step loading and relaxing method by using a combined MD and MC techniques. 
Specifically, each step consists of one MD “fast” cold shear and tens of times MC “slow” 
vacancy diffusion for each loading step. For shearing, the external shear strain was 
applied via top and bottom fixed layers. The increment of shear strain in each loading 
step is 0.004%. The total number of loading-relaxing cycles is ~2500 and the total 
amount of strain is around 10%. The MC code is based on the Metropolis criterion and 
the number of MC attempts (NMC) is proportional to the vacancy concentration CVa. On 
average, each vacancy has five times attempts to diffuse in one loading cycle. Canonical 
ensemble (NVT) is used and the temperature is kept by a Nosé-Hoover thermostat [47, 
48]. All the MD simulations were performed with the LAMMPS code [49] and the 
atomic configurations were displayed via AtomEye [50] and the Open Visualization 
Tool (Ovito) software [51]. 

 

3 Results 

3.1 Formation of complex twin pattern upon shearing 

We applied simple shear to the system with different amount of vacancies. Fig. 1(a) 
shows the stress-strain curves with vacancy concentration CVa ranging from 40 ppm 
(grey curve) to 500 ppm (blue curve) in atomic ratio. In the following, we take the 
sample with CVa = 400 ppm to illustrate our results. After the elastic state, the system 
starts to yield and then undergoes a long stage of plastic deformation region with weak 
strain hardening. The inset in Fig. 1 shows the variation of the yield point with the 
vacancy concentration. The yield point decreased with increasing vacancy 
concentration CVa. Fig. 1(b) and 1(c) shows the atomic configurations of point A and B. 
Needle twins nucleate at the yield point A, followed by the yield collapse from point A 
to B. For clarity, the red dots mark the vacancies diffusing to twin boundaries. Domain 
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patterns form at the lower yield point B and display several vertical and horizontal twin 
walls. The twin pattern evolves intermittently under external shear strain (B-C). The 
preset horizontal domain finally switches its orientation by the de-twinning process and 
the whole sample becomes a single domain when the strain reaches the point C.  

During the mechanical deformation, there are three kinds of defects formed: horizontal 
or vertical twin boundaries, kinks and junctions. The horizontal twins nucleate from 
free surfaces, while needle twins usually nucleate from the boundaries of horizontal 
twins. The movement of these twin boundaries relies on the nucleation and propagation 
of kinks. The intersections between horizontal and vertical twin boundaries form 
junctions. These junctions are stable and only move during the evolution of twin 
patterns, while kinks are known to have high mobility [52].  

The vacancy concentration affects the complexity of domain patterns. As we manifested 
in our early work [29], vacancies can act as nucleation sites for twin boundaries. 
Moreover, the domain patterns become more complex as the vacancy concentration CVa 
increases.  
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Fig. 1. (a) The shear stress versus shear strain with different vacancy concentrations CVa ranging 
from 40 ppm to 500 ppm at T = 5×10-4TVF. CVa is measured as the ratio of total number of vacancies 

to the total number of atoms in the system. Points A, B and C mark the upper yield point, lower 

yield point and the termination of the plateau, respectively. The inset shows the dependence of yield 

point on the CVa. A-B and B-C denote the yield region and the plastic region. (b)-(d) The atomistic 

configurations at point A, B and C marked in (a) with of CVa = 400 ppm. Red dots mark vacancies 

in walls for clarity. Vacancies nucleate needle twins firstly at the yield point A. A complex twin 

pattern is formed in point B. The domain completely switches by de-twinning at point C. The color 

bar refers to the local shear angles relative to the underlying bulk structure (|Θvertical|-4°+Θhorizontal), 

where Θvertical and Θhorizontal refer to the vertical and horizontal angles respectively. 
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3.2 The binding energy of vacancy with various kinds of defects as twin 
boundaries, kinks and junctions 

With the generation of various defects upon plastic deformation there will be several 
potential trapping sites for vacancies. Vacancies can cause local lattice distortions and 
thus produce local stress fields. These stress fields are approximately isotropic when 
the vacancy is isolated in the bulk, but highly anisotropic when the vacancy is located 
at a twin boundary or a junction. Fig. 2(a) shows the distribution of the potential energy 
of a vacancy located at twin boundaries, kinks and junctions, respectively. The 
formation of kinks in the twin boundary subtly changes the distribution of the potential 
energy while the potential energy shows three-fold symmetry close to a junction. 

Fig. 2(b) shows the binding energy of vacancies near twin boundaries, kinks and 
junctions, which was calculated as the energy difference between a vacancy at a defect 
site and in the bulk as function of distance (r) to the core position of defects. The binding 
energy for vacancies at twin boundaries, kinks and junctions are ΔEVa-TB = -0.014 eV, 
ΔEVa-kink = -0.051 eV and ΔEVa-junction = -0.114 eV right at the core position of defects (r 
= 0), respectively. From the energy differences it is evident that junctions deeply trap 
vacancies. The binding energy of Va-TBs calculated here is of the same order of 
magnitude with that obtained by some experiments and density functional theory (DFT) 
calculations. For example, the binding energy of oxygen interstitials and vacancies with 
neutral TBs are -0.03 eV [53] and +0.10 to +0.14 eV [54], respectively, in YMnO3. In 
addition, oxygen vacancies have binding energies of -0.023 eV and -0.299 eV at TBs 
in BaTiO3 and PbTiO3, respectively [55].  

To characterize the angular-dependent binding energy near kinks and junctions, we 
selected certain typical orientations to illustrate their variation as the function to 
distance with defects. The orientation is characterized as the rotation angle q with 
respect to the vertical direction. We chose two directions for kinks (q = 0o and 45o) and 
three directions for junctions (q = 0o, 45o and 120o), as marked in Fig. 2(b). With the 
data, we further predict the profile of a twin wall by y=y0-B	(tanh	(x/W))2, where x is the 
distance to the center position of defects and W is the half-width of interactions range 
[56, 57]. For the simple vacancy-TB interaction, 2W is 1.34 Å. For vacancy-kink 
interaction, the value of 2W along q = 0° (blue points) and q = 45° (red points) are 1.26 
Å and 1.76 Å, respectively. For vacancy-junction interaction, the values of 2W for q = 
0° (black points) and q = 120° (purple points) are almost the same with ~2.2 Å due to 
the three-fold symmetry. This is larger than 1.46 along q = 45° (grey points). 

Fig. 2(c) shows the effect of temperature on the binding energy. Owing to the low 
stability of kinks, we could only perform the calculation for interactions of vacancies 
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with twin boundaries and junctions. We find that when the temperature reaches T = 
3.0TVF, the energy of a vacancy at a twin boundary and a junction is very close to that 
in bulk. Large thermal fluctuation make these difference quite small and significantly 
suppress the trapping ability of twin boundaries.  

We rationalize ours results as follow: the accumulation of vacancies at TBs, kinks and 
junctions is driven by the increase of configurational entropy when the distribution of 
the vacancies is randomised. We find that the change of vibrational entropy under 
heating is a smaller effect so that that configurational entropy will dominate only at 
higher temperatures. Increasing temperature also affects the enthalpic driving force 
favouring accumulation. The local strain fields at TBs, kinks and junctions arise from 
the discontinuous ferroelastic order parameter across these internal interfaces. The 
magnitude of the ferroelastic order parameter, or distortion mode amplitude, decreases 
with heating towards TC in concordance with Landau theory [58]. Hence, the driving 
force for accumulation of vacancies at TBs, kinks and junctions is also expected to 
decrease upon heating in addition to the progressively more important configurational 
entropy contribution to the total energy of the system. This behavior is fully consistent 
with the results from our simulations.  

 

Fig 2. (a) The atomistic configurations for vacancies at twin boundary (left), kinks (middle) and 
junctions (right). The atoms are coded according to the potential energy. The upper-left inset of each 
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image shows twin boundary, kink and junction with colors coded by local shear angles (|Θvertical|-
4°+Θhorizontal). (b) The variation of binding energy of vacancy at twin boundary, kink and junction 
as the function to the core site of corresponding defects. The binding energy is defined as the 
potential energy difference of vacancy at twin boundary, kink and junction sites with the reference 
of that in bulk site. Specifically, the binding energies at the core position of defects are ΔEVa-TB = -
0.014 eV (green data), ΔEVa-kink = -0.051 eV (blue and red data), and ΔEVa-junction = -0.114 eV (grey, 
purple and black data) at r = 0 Å, respectively. Due to the orientation-dependent distribution of 
binding energy, we show the change of ΔEVa-kink along 0o and 45o direction, and ΔEVa-junction along 
0o, 45o and 120o directions. (c) The effect of temperature on the binding energy of vacancy at twin 
boundary (blue points) and junctions (red points). When the temperature is above 3.0TVF, the 
trapping ability of twin boundary almost vanishes. 

 

3.3 Migration of vacancies with the movement of junctions 

Figure 3 shows typical images of two cases where vacancies diffuse with the migration 
of the junction under shear loading. For case I (Fig. 3(a)-(c)), the vertical twin is very 
thin. When vacancies move very close to the junction they are trapped due to the elastic 
interactions. When the junction moves, a vacancy moves around 30 atomic layers with 
the junction. In Fig. 3I, the vacancy does not stay right at the junction but close-by; it 
is still dragged during the junction movement. For thicker vertical twins (case II), a 
vacancy is trapped right at the junction. It migrates instantly with the movement of the 
junction (Fig. 3(d)-(f)). 

 

Fig. 3. Typical atomic images of vacancy diffusion during the migration of junctions. (a)-(c) Case I: 

the vacancy resides near the junction site. The vacancy is marked by blue arrow. (d)-(f) Case II: the 

vacancy is located at the junction site and moves with the junction. The red circles indicate the 

vacancy. The color of the atoms represents the local shear angles (|Θvertical|-4°+Θhorizontal). 
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3.4 Formation of “ghost line”   

Besides junctions, twin boundaries also trap vacancies. With long-time diffusion, 
vacancies diffuse onto the twin boundaries (Fig. 4(a)). The movement of twin 
boundaries is displacive under the external strain while the vacancy diffusion is a 
thermally activated process. Often, the mobility of twin boundaries is higher than 
vacancies and vacancies cannot follow the moving domain walls. We observe that when 
twin boundary move rapidly, vacancies are left behind at their previous sites (Fig. 4(b) 
and Fig. 4(c)). These vacancies aligned along such lines constitute “ghost lines”. When 
observed by transmission electron microscopy, they appear like twin boundaries but 
there is no twinning - they constitute former twin boundaries, which have moved away. 
Such ghost lines are extremely common in minerals such as feldspar where defects 
moved onto twin boundaries at high temperatures. Under metamorphic conditions the 
twin boundaries moved but the temperature was too low for the defects to follow. They 
stay in their old position and form such ghost lines [23]. Analogous traces of electrically 
erased domain walls have been observed in BiFeO3 and attributed to oxygen vacancies 
accumulated at the previous position of the wall. The presence of ghost lines depends 
on the binding energy between TBs and point defects like vacancies as well as the 
relative mobility of TBs and vacancies, where the TBs are usually significantly more 
mobile. If the binding energy is large and the mobilities of vacancies and TBs are similar, 
ghost lines will not appear as the vacancies will co-migrate with the TB. On the other 
hand, if the binding energy is small and/or the TB is more mobile than the vacancies, 
ghost lines will form upon movement of a TB [59]. At high temperatures the ghost lines 
are stable for a short time and will disappear by vacancy diffusion. This mechanism 
allows us to assess the thermal history of a sample, namely how long the sample was 
maintained at high temperatures without destroying the ghost lines. If a defect is located 
next to a junction, it is trapped much more strongly and moves with the junction (shown 
in Fig. 4(b) to Fig. 4(c) by the blue arrow). 

 

Fig. 4. (a)-(c) The atomistic configurations of “ghost line” formation. When a twin boundary moves, 

weakly trapped vacancies are left behind and form lines of defects at the sites of former twin 

boundaries. Only vacancies near the junction in (b) marked by a blue arrow migrate with the junction 

because their trapping is much deeper than in the wall. The color of the atoms refers to their local 

shear angles (|Θvertical|-4°+Θhorizontal). 
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3.5 Vacancy diffusion along the twin boundary (pipe diffusion) 

Twin boundaries accelerate the diffusive transport of vacancies along the boundary and 
reduce the diffusion out of the boundary (blue arrows in Fig. 5) [24, 60]. Here we only 
investigate rather narrow twin boundaries and even in this limit we observe a strong 
dependence on the thickness of the boundary. When the twin boundary thickness is two-
atomic layers thick (or thicker), it acts as a fast channel to facilitate the migration of 
vacancies along the TBs. This effect is quite similar to pipe diffusion in a dislocation 
core, where dislocation lines act as fast channels for diffusion of point defects [41-43].  

 
Fig. 5. Typical images of the diffusivity of vacancy along the twin boundary. The two-layers twin 

boundary acts as a channel for fast diffusion, similar to pipe diffusion of point defects in a 

dislocation core. The blue arrows indicate the vacancy position. The color of the atoms shows their 

local shear angles (|Θvertical|-4°+Θhorizontal). 

 

To assess the increase of the diffusivity inside the TBs, we calculated the diffusivity of 
vacancies in the bulk and along TBs by using our hybrid MD/MC methodology. Fig. 
6(a) shows the mean squared displacement of vacancies with MC steps in the bulk at 
different temperatures. The diffusion coefficient DVa of vacancies is calculated via the 
Einstein equation 	DVa	=	〈r2/(4t)〉 , where 〈r2〉	=	1/N∑ ri

2N
1  is the mean squared 

displacement (MSD) of N vacancies for time t. We further calculate the diffusion 
coefficient DVa by the Arrhenius law DVa= D0exp(-∆E/(KBT)) , where KB is the 
Boltzmann constant, T is absolute temperature, and D0 and DE are the pre-exponential 
factor and the activation energy for vacancy diffusion. For comparison, early 
experiments measured the Vogel-Fulcher temperature to be 230 K in LaAlO3 [61], and 
the oxygen vacancy diffusion coefficient DVa to be ca. 10-7~10-5.5 cm2/s in the 
temperature range between 843 K and 1273 K [62]. To compare this with our 
simulations, each MC step would correspond to a real time t ~10 ps. Fig. 6(b) shows 
the variation of DVa as the function of reciprocal temperature. By fitting the data linearly, 
we finally obtain the activation energy DEbulk = 2.14 meV, as shown in Fig. 6(b). Fig. 
6(c) shows the MSD for a vacancy diffusing along twin boundaries at different 
temperatures. We further calculated the activation barrier by fitting the data linearly and 
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obtained the activation barrier of DETB = 0.237 meV for vacancy diffusing along twin 
boundaries. This activation energy is almost one order lower than that in the bulk and 
explains the pipe diffusion in TBs.   

 

Fig. 6. Calculation of the vacancy diffusivity in bulk and twin boundaries. (a) Variation of the mean 

squared distance (MSD) of vacancy diffusion in the bulk at various temperatures. (b) The variation 

of ln(DVa) as the function of 1/T in the bulk. By fitting the data linearly, we obtain the activation 

energy to be 2.14 meV. (c) MSD of vacancies diffusing along the twin boundary at various 

temperatures. (d) The variation of ln(DVa) as the function of 1/T of vacancy diffusing around twin 

boundaries. The activation barrier is 0.237 meV. 

 

4 Discussion 

4.1 The relative concentration of mobile vacancies at the twin boundaries  

Our results show that vacancies are trapped in junctions, kinks and twin boundaries 
with very different binding energies. We calculated the relative concentration of 
vacancies at these defects. The concentration ρVa is measured as the ratio of the total 
number of vacancies and the total number of atoms at the twin wall. Figure 7(a) shows 
the variation of ρVa with different amount of total vacancy concentration at T = 5×10-

4TVF at the lower yield point B. The grey data refer to the concentration of immobile 
vacancies at twin boundaries. Naturally, owing to the enhanced diffusivity, the 
concentration of mobile vacancies is higher than that of immobile vacancies at 
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boundaries. The relative concentration of mobile vacancies at boundaries (ρVa) follows 
a power law distribution as a function of the average vacancy concentration CVa as ρVa 
~ CVaα. With long-time diffusion, more and more vacancies will move onto walls [20]. 
Eventually the concentration should reach an equilibrium at which the rates of trapping 
and de-trapping of vacancies are the same. We probe the limit for the saturated 
concentration by relaxing the vacancies for a long time. The red data in Fig. 7(a) show 
equilibrium values of the relative vacancy concentration. The exponent of a is increased 
to 0.61, larger than 0.4 for immobile vacancies in twin boundaries. This means that the 
concentration is enhanced almost 5 times when CVa ≥ 240 ppm. Fig. 7(b) shows the twin 
boundary density ρTB as function of the average vacancy concentration CVa at T = 5×10-

4TVF. We can see that the vacancies promote the nucleation of twins in so far as that the 
wall density increases with the increase of the vacancy concentration. However, driven 
by mechanical deformation, the density of twin boundaries under stress is less sensitive 
to the diffusivity of vacancies.  

We also studied the influence of temperature on the variation of ρVa. Fig. 7(c) shows the 
value of ratio ρVa/CVa at different temperature in the sample with CVa = 500 ppm (see 
Supplementary materials). It drops as the temperature increases due to the reduction of 
trapping of vacancies at twin boundaries. The ratio decreases to ~2.45 at T = 0.8TVF, 
indicating that TBs only weakly trap vacancies. 



 15 

  

Fig. 7. (a) The relative concentration of vacancies at boundaries ρVa as function of the vacancy 

concentration CVa at T = 5×10-4TVF. For mobile vacancy after long time diffusion, it follows a power 

law ρVa ~ CVa
α with α = 0.61 (red data). The grey square is for the immobile vacancy with α = 0.4 

(see Ref. [29]). (b) The variation of twin boundary density ρTB with CVa at T = 5×10-4TVF follows 

the power law relationship as ρTB ~ CVa
λ with λ = 1/3. The grey pentagon is for the immobile vacancy, 

and the error bars represent the standard deviation. ρTB shows a large variation at lower 

concentration when CVa < 100 ppm. (c) The enrichment ratio of ρVa/CVa decreases with increasing 

temperature and drops to 2.45 at T = 0.8TVF.  

 

 

4.2 The dynamics of twinning and de-twinning  

4.2.1 Power law statistics 
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Our early work provided a statistical analysis of twinning-dominated deformation 
processes. We found power law distributions of yield collapse and plastic events in 
ferroelastic materials by MD simulations [46, 63]. Specifically, the distribution of jerk 
energy E is measured through the square of the strain e derivative of the potential energy 
U: E = (dU/de)2 [44, 63, 64].  

In the present study, because of some of jerk signals come from relaxation during the 
MC process, we use an energy-drop method to analyze the evolution of domain 
structures. Each data point of the potential energy curve is obtained by the potential 
energy change during step-loading deformation and afterwards relaxation process. The 
energy-drop |ΔU| is manifested by the drops between two adjacent data points in 
potential energy curve. Fig. 8(a) shows the energy-drop distribution of the yield and 
plastic regimes at T = 5×10-4TVF. It follows a power law with P(|ΔU|) ~	|ΔU|-ε. The 
exponent increases from 1.44 (defect-free system) to ~2.0 (CVa = 400 ppm) and then 
remains constant [Fig. 8(b)]. The saturated value ~2.0 in systems with higher 
concentrations is lower than that of ~2.45 for immobile vacancies (marked by grey 
squares in Fig. 8(b)). The decrease of the exponent may be ascribed to the stronger 
pinning effect of twin boundaries by vacancies due to vacancy diffusion. The inset of 
Fig. 8(b) shows the maximum likelihood estimation of the more precise power-law 
exponents [65]. In order to evaluate the temperature effect, we calculated the energy-
drop statistics for CVa = 500 ppm in various temperatures range from 5×10-4TVF to 
0.4TVF. Fig. 8(c) shows the log-log plot for P(|ΔU|) and |ΔU|. The corresponding 
exponent ε, determined by maximum likelihood method in Fig. 8(d), is about 1.95 ± 
0.05 for each temperature. The exponent value ε is the same at different temperatures, 
indicating athermal behavior. An exponentially damped power law was found at higher 
temperatures with T = 0.1TVF and 0.4TVF (orange points and blue points in Fig. 8(d), 
respectively). This damping stems from the energy loss of the migration of vacancies 
and high-frequency interactions between vacancies and twin walls. 
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Fig. 8. The statistical analysis on the deformation process. (a) Probability distribution functions of 

the energy drops P(|ΔU|) in the yield and plastic regimes. It follows a power-law distribution 

P(|ΔU|) ~	|ΔU|-ε at T = 5×10-4TVF. (b) The exponent ε increases slightly from 1.44 to 2.0 and then 

remains constant with increasing vacancy concentration. For immobile defects (grey squares), the 

exponent is 2.45 ± 0.05. Inset: the maximum likelihood method used for determining the exponents. 

(c) Power law distribution for CVa = 500 ppm at different temperatures range from 5×10-4TVF to 

0.4TVF. (d) The corresponding exponent ε, evaluated by the maximum likelihood method, is around 

1.95 for each temperature. The exponentially damping appeared at T = 0.1TVF and 0.4TVF. 
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temperature, and the parameter E0  increases linearly at T > TVF. The crossover 
between the regimes I and III follows stretched exponential statistics (regime II). By 
fitting the data linearly in the high-temperature region, we obtain TVF = 10 K and 12 K 
for immobile and mobile systems, respectively. The black and blue vertical lines 
indicate the boundaries of these three distinct regions for mobile and immobile systems. 
We can see the temperatures at each boundary for mobile systems is a little higher than 
for immobile systems. In addition, we need to emphasize that in our previous study [29], 
TVF is calculated to be 11 K by using the data of (dU/de)2 for statistical analysis, where 
U and e are potential energy and strain. It is very close to the value obtained by energy-
drop method used here.  

 

Fig. 9. Phase diagram for mobile and immobile vacancies systems as a function of temperature with 

CVa = 500 ppm. E0 is defined as E0 ~ KB(T-TVF), which is corresponding to the activation energy. 

Vogel-Fulcher temperature (TVF) is fitted to be 12 K and 10 K for mobile and immobile vacancy 

system, respectively. The energy-drop distribution P(|ΔU|) follows power law in regime I and 

follows Vogel-Fulcher statistics when temperatures T > TVF (regime III). The crossover between the 

power law regime and the thermally activated regime follows stretched exponential statistics 

(regime II). 

 

4.3 Comparison of simulation results with experimental observations 
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point defects and mobile twin boundaries. These observations of Cu-Al-Ni alloys 
clearly show that atmospheres of defects produce a stronger pinning effect on twin 
boundaries than immobile or frozen defects. This observation is born out by our 
simulations. Similar effects have also been observed in other Cu-based martensites (Cu-
Zn-Al [66] and Cu-Al-Be [67]) and in twinned ferromagnetic Ni-Fe-Ga [68] shape 
memory alloys. 

Some experiments have shown that the recoverability is strongly suppressed by 
decreasing heating rate, as reported for Cu-Zn-Al shape memory alloy [14, 15]. It is 
found that the quenched Cu-based alloys could achieve ~90% shape recovery at high 
heating rate (~ 20 K/min), while only 10% is completed at a rate of 1 K/min. The strong 
interaction between quenched-in vacancies and phase boundaries is proposed as the 
reason for this behavior. Our current simulations support this point that when more and 
more vacancies are trapped at the twin boundaries after a long relaxation time 
(analogous to a very low heating rate), the pinning effect is much stronger. In addition, 
our statistical analysis shows that the Vogel-Fulcher temperature for mobile vacancies 
is higher than that of immobile systems (Fig. 9), which also indicates that de-pinning 
needs to overcome a higher barrier.  

The diffusivity of point defects along twin walls was observed to differ from that of the 
bulk experimentally. For example, by doping Na into twinned crystals of WO3 /WO3-x, 
it is found that Na ions preferentially diffuse along the twin boundaries [38]. Our 
simulation directly predict that a thin-layer twin wall can act as a fast channel for 
vacancy diffusion. The enhanced diffusion along twin boundaries is quite similar to 
pipe diffusion in dislocation cores in FCC metals [69].  

 

5 Conclusion 

In summary, interactions between vacancies and twin walls in ferroelastic materials 
have been investigated by combining MD and Monte Carlo simulations. Our findings 
can be summarized as follows:  

(1) By applying a simple shear, a complex twin pattern is formed together with the 
formation of new domains with different orientations, and the nucleation and movement 
of kinks and junctions. The existence of vacancies facilitates the formation of twin 
patterns, resulting in an increase of the twin boundary density in comparison with that 
in vacancy-free samples.  

(2) During mechanical shearing, vacancies prefer to bind with twin boundaries, kinks 
and junctions rather than staying in the bulk. Among all these defects, vacancies have 
the largest binding energy with junctions and migrate with the motion of junctions. 
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Twin boundaries provide weaker trapping sites. Once the twin boundaries start to move, 
the original trapped vacancies arranges in a straight line to form a “ghost line” since 
there is a delay for vacancies diffusing to the moving boundary.  

(3) The thin-layer twin wall acts as a channel for fast diffusion. The diffusion coefficient 
can be enhanced around one order of magnitude in comparison to that of bulk diffusion. 

(4) The vacancy concentration in twin boundaries increases with the increase of 
vacancy concentration in the whole system. The magnitude of this ratio is related to the 
vacancy diffusivity. After a long-time relaxation, the enrichment ratio converges to 0.5, 
which is the upper limit for estimating the vacancy concentration at twin boundaries for 
a given concentration in the system. The vacancy trapping ability of twin boundaries 
becomes weaker with increasing temperature, and eventually disappears at very high 
temperatures (thermally activated defects).  

(5) Finally, we carried out the statistical analysis of the influence of vacancies on 
mechanical deformation. Their energy-drop distribution follows a power law, and the 
exponent increases from ε ~1.44 to 2.0 when the defect concentration increases. The 
exponent ε is the same in the athermal region. In addition, mobile vacancies raise the 
Vogel-Fulcher temperature slightly. 
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