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Abstract

We develop an application for simulating seismic waves on a GPU cluster using CUDA
and MPI. By using the spectral element method to numerically solve the 3D elastic wave
equation the problem can be paralellized and solved efficiently. The implementation was
tested using up to 16 Nvidia P100 GPUs and the scaling behaviour shows a 14% in-
crease in execution time between 1 and 16 GPUs. The numerical accuracy is examined
by comparing to the analytical solution and with another implementation in an isotropic
homogeneous medium when using a uniform mesh, both comparisons confirming the cor-
rectness of the implementation.
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1 Introduction

Modelling seismic waves is important in several disciplines, such as hydrocarbon exploration,
sub-surface imaging, and earthquake modelling. The problems encountered in these areas are
often very computationally demanding as simulating wave propagation in an earth-size model
can take days even when running on hundreds of CPU cores (S. Tsuboi and D. Komatitsch
2003). One method where the increased performance of the GPU would be beneficial is
Full Waveform Inversion. This method can provide very accurate estimations of subsurface
parameters, but it requires solving the wave equation several times. This method used to rely
on simplifications to be computationally feasible, but the increased availability of powerful
hardware including GPUs in computing clusters could allow this method to be used to model
more complicated phenomena according to Raknes and Arntsen 2017. Because of this we
are interested in developing an implementation with an even higher performance, allowing
us to handle larger systems with even better accuracy. In order to do this we develop and
implement a program for modelling seismic wave propagation using the Spectral Element
Method (SEM) accelerated by multiple Graphics Processing Unit (GPU).

Several approaches are available when it comes to modelling seismic waves. The choices
depend on what kind of information one is interested in and what kind of media are in
question. Situations can include acoustic(fluid), elastic(solid), coupled acoustic/elastic or
poroelastic, either isotropic or anisotropic. Naturally, a full implementation is able to cover
all of these situations, but in this report we will implement just one variant: the elastic wave
equation in isotropic media. The reason for this is its usefulness in modelling many real-world
situations accurately.

Solving the elastic wave equation in an isotropic medium requires the application of some
numerical method. These can be very computationally expensive which is why we use the
Spectral Element Method. The reason for choosing the SEM is that it gives high-accuracy
results and it can be used with unstructured meshes, like with Finite Element Methods (FEM).
One significant advantage is that we can use numerical quadrature with the Gauss-Lobatto-
Legendre points on hexahedral elements, resulting in a diagonal mass matrix in the linear
system. This leads to a more efficient implementation than FEM, since no matrices need to
be inverted in order to solve the system. A drawback of the method is that the mesh must
consist of hexahedral elements, making the construction of meshes more difficult.

Since the method yields a diagonal linear system, we see a great opportunity for parallelization
and potentially a large performance gain by using a computer architecture which is specialised
on parallel problems, such as a Graphics Processing Unit. The GPU architecture consists
of thousands of computing units, capable of executing thousands of threads concurrently.
Using the CUDA language an implementation can be written which is capable of utilising the
hardware of an Nvidia GPU (NVIDIA 2018[a]).

A single GPU is not enough to simulate most real-world problems, unfortunately. Therefore
we seek a way to allow the simulation to run on systems with multiple GPUs. The tool of
choice for this endeavour is the Message Passing Interface (MPI: A Message-Passing Inter-
face Standard 2019). MPI provides a programming interface which can be used to scale a
computation to run on multiple computers. In a reasonable implementation, the computation



scales to any number of computers without any overhead.

A lot of work has been done in this area and it has spawned a notable implementation called
Specfem (D. Komatitsch et al. 2012). The Specfem package uses the theory behind spectral
elements to implement a very efficient solver which also can run on GPU clusters (Dimitri
Komatitsch, Erlebacher, et al. 2010). Our goal is not to compete with Specfem on perfor-
mance, but rather to provide an alternative implementation in a more modern programming
paradigm. The intent is that our implementation will will be easy to use for new developers
and allow for extension with new methods and techniques as research in this field continues. It
also provides the opportunity for validation of results by comparing the results from different
implementations.

This report describes just a part of a larger package for seismic wave modelling. The intent
is to implement a first version of a solver which runs on a GPU cluster, with a focus on how
it can be implemented correctly, but without trying to maximise the performance. Therefore,
we will focus on developing the mathematics of the spectral element method applied to the
elastic wave equation. Then we look at how to solve the resulting equations on the GPU
hardware in a reasonable but not necessarily optimal way. We will focus on ensuring the
correctness of the implementation by comparing the results with analytical solutions as well
as with Specfem.

2 Theory

In this chapter we present the theory needed to solve the elastic wave equation numerically
using the Spectral Element Method (SEM). The theory comprises the strong and weak for-
mulations of the equation, using the Galerkin projection, numerical quadrature, constructing
a linear system and time marching using the Newmark Method.

2.1 The 3D Elastic Wave Equation

The 3D isotropic elastic wave equation is given by the equations for particle motion

p(X)iiq(X, 1) = 03020(X,t) + Oyoay (X, t) + 0:02:(x, 1) + fa(x, 1) (2.1)
p(X)ﬁy(X, t) = azazy(xa t)+ aydyy(x, t) + azo'yz(xv t) + fy(xa t)
p(X)il (X, t) = 0p02(X, 1) + Oyoy. (X, 1) + 0.0.:(x, 1) + f.(x,1)

and stress



Oz (X, 1) = [A(X) + 20(%)]0p g (X, ) + AOyuy (%, t) + A0z u, (X, 1) (2.4)
Oyy(X,1) = [A(x) + 2u(x)]0yuy (X, 1) + A0pug (X, t) + ADuz(x, 1) (2.5)
022(%, 1) = [A(X) + 2u(x)]0uz (%, 1) + ANOpuq(X,t) + AOyuy (X, 1) (2.6)
(3, 1) = OBty (. £) + By (x, 1) (27)
Ozz(X,t) = p(x)[0puz(X,t) + Oyuz (X, t)] (2.8)
0,23, ) = (0D (3, 1) + D, (3, 1) (2.9)

where x = (x,y, 2z) is any point in the domain Q shown in Figure 1, p is the density of the
medium, A and p are the Lamé parameters, u, is the particle displacement and i, is the
particle acceleration, o, the stress and f, the applied force in the direction p, ¢ where p, q is
either z,y or z direction (Ikelle and Amundsen 2005, ch. 2).

o

Figure 1: An example domain Q on which the 3D elastic wave equation could be solved. The
boundary 0f) is the entire surface enclosing the cube. This is just an example and in in theory the
domain could have an arbitrary shape as long as it can be properly approximated by a mesh.

We also have the stress-free boundary conditions

o(x,t)-n=0,x € 0N (2.10)

where n is the outward unit normal to the domain boundary 92 and the initial condition

u|t:0 = 0, ﬁ|t:0 =0 (211)

Equations (2.1) - (2.9) and the boundary conditions (2.10) and initial conditions (2.11) to-
gether make up the strong formulation of the 3D elastic wave equation. From this we will de-
rive the weak formulation which has some advantageous properties (Quarteroni 2017, chs. 3,4),
mainly that it permits the solution of partial differential equations by the methods of linear
algebra.



2.2 Weak formulation of the 3D elastic wave equation

Rather than using the strong form of the equations (2.1) - (2.9) we can use the so-called weak
formulation of the equations. By using the weak formulation we can relax the restrictions on
the second derivative, allowing for solutions where the second derivative is not continuous.
The weak formulation also incorporates the boundary conditions so that they are implicitly
satisfied.

We find the weak formulation by multiplying both sides of each equation by a test function
(x) and integrating over the domain €. The test function ¢ is an arbitrary time-independent
function ¢ : Q@ — R. For Equation (2.1) we get this weak formulation

In order to be terse we drop all function arguments where they are obvious for the rest of this
section.

By performing integration by parts we can move the spatial derivatives from the stress func-
tions 0q, Oy, 022 to the test functions ¢:

/(%camgon:/ omgpdaﬁ—/ OOz pdS).
Q oN Q

Applying the stress-free boundary condition from Equation (2.10) the integral over the bound-
ary 02 disappears so we are left with

/8xamd§2 = —/ OOz pdS ).
Q Q

Applying this to the other two terms we get

/ piippdQ = — / 000050 + TuyOy + 0s0sipdS) + / Fapd®
Q Q Q

and rewriting we arrive at

/Qpilxcde + /ﬂ 022020 + 0pyOyp + 04.0,pdS) = /Qfxcde.

Doing the same procedure for Equations (2.2)-(2.3) gives the following weak formulations for
the equations of motion



/ Pl odS) + / Opa0pp + 0pyOyp + 02,0,0dC) = / frdQ (2.12)
Q Q Q
/Qpilygon + /Q OayOzp + 0yyOyp + 0.0, pdS) = /nygodﬂ (2.13)

/ pil,od€ + / 055050 -+ TysByp + 72,05pd 2 = / FopdQ. (2.14)
Q Q Q

For the stress Equations (2.4)-(2.9) we get

/Q O patpdQ = /Q (A + 20) 0y tiap + Aty + Ayt 0d (2.15)
/QayygadQ = /Q()\ + 201)Oytuyp + AOzuzpp + A0 u,pdQ (2.16)
/Q 02pdQ = /Q (A + 20)8, 1150 + Ay uyp + ADptigpd (2.17)
/Qazygde = /Q,u(@xuy + Oyuz)pdS (2.18)
/Q O paipdQ = /Q (Dt + D) pdQ (2.19)
/Q 0yepdS = /Q 1(Bys + Dy ) pdS. (2.20)

We must also transform the initial conditions from Equation (2.11)

[ euliod =0, [ g2 =0.
Q Q

By using the weak formulation instead of the strong one we are able to solve the wave equation
using linear algebra. As we will see in the following sections we can apply several techniques
which allow us to find an approximate solution which is stable, consistent and approaches the
continuous solution.

2.3 Galerkin projection

Before we can solve these equations we must approximate the solutions in a finite-dimensional
vector space, thus making it possible to compute the solution numerically (Quarteroni 2017,
ch. 4). This is called the Galerkin method.

Note that from now on and for the rest of the entire theory chapter we will only use the first
equation for particle motion, Equation (2.12), and the first of the stress Equations (2.15).
This is because the other equations are so similar that performing the exact same steps for
them as well would be redundant. We only intend to demonstrate how the equations can be
solved, not give full expressions for each part of the system. The remaining equations can
easily be arrived at by following the methods presented in this chapter.



We define a set of N, basis functions ¢;(x) with which we can approximate, i.e. project, a
function from an infinite-dimensional vector space V°° to a finite-dimensional vector space
V™. We can approximate a function f(x,¢) € V°° by decomposing it in the following way

Nyp—1

fxt) = fx,t) = Y filt)pi(x).

1=0

Here f (x,t) € V™ is the approximation to f(x,t) defined by the decomposition using time-
dependent coefficients f;(t) and space-dependent basis-functions ¢;(x). The functions ¢;
form a basis of the approximation space, so the accuracy of the approximation depends on
the choice of basis functions.

We can apply this decomposition to the acceleration

Ny—1
i (%, 1) & U (%, 1) = Y il (t)pi(x) (2.21)
i=0
and to the stress
Np—1
Opz R Ogr(X, 1) = Z ol (1) pi(x). (2.22)
i=0

Using this approximation we move from our exact weak Equation (2.12) to an approximation
by choosing the test functions ¢ to be the basis functions ¢, of the approximation space.
Note that we use the index 7 in the Galerkin approximation, but index ¢ for the test functions
to indicate that these functions should be counted separately. We then get

/ﬂpﬁx%dﬁ + /Q 5'a:x8x30q + 5:1:1/83/90(1 + 5'xzaz90qdQ = /Qfx@png'

Expanding the approximations gives

Np—1
> l /Q Pl pipqgd2 + /Q TrePiOnPq + 0y PiOyoq + 04 i02pqdS2
=0

= / Fepgd.  (2.23)
Q

Even though the weak formulation (2.12) has the requirement that u, is a solution for any
function ¢ it is enough for us to require that it is a solution for ¢, since they form a basis for
the approximation space (Quarteroni 2017, p. 61).

For the stress Equation (2.15) we get

Ny—1 Ny—1
Z /Qagmgoqd(l = Z /Q()\ + 20)u5 02 pipq + Ay Oypipg + Auz0:pipqdS2. (2.24)

6



2.4 Discretizing the domain

Computation of a numerical solution requires decomposition of the domain into simpler geo-
metrical entities called elements. In the SEM in three dimensions these elements are hexahe-
dra. We divide a domain 2 into n, non-overlapping elements 2, such that

ne—1
U Q=9

e=0

as shown in Figure 2. Now we can separate an integral of a function f(x) over a domain (2
into

ne=>0
/Q F(x)dQ = Z [ feoan.

so we can rewrite Equation (2.23) as

ne—1 Np—1 ] Ne—1
> l / Pl pipgdSde + / TouPiOrPg+ 04y piOy g+ 04 0i0upgdQe | = / fatpqdQe.
e=0 =0 Qe Qe i e=0 Qe
1 | |
0.5 Qo 0 y
s  0f 1
—0.5) 0, 0 :
11l i
| | | | |

Figure 2: To make computations feasible, the domain € is divided into non-overlapping elements
Qo ...03. In 3D we would use hexahedra instead of quadrilaterals as we see here.

The issue with this formulation is that the coefficients i’ depend on all the integrals over
every element. To remedy this we choose local basis functions .; which are zero everywhere
except on element . (they maybe zero inside the element also, but not everywhere). Note
that ei are two indices, first the number of the element e € [0,1,...,n, — 1] and then the
number of the basis function on that element ¢ € [0,1,..., N, — 1].



This means that we can write the approximation of the acceleration u, from Equation (2.21)
on a per-element basis as

nb—l

iz (%, 1) |xe0, = Uz (X, t)|xeq, = Z ﬂgi(t)#?ei(x)
=0

Now we can rewrite Equation (2.23) as a set of equations, with one for each element

Np—1

Z / pu;z Pei @eque
i=0 /S

+ /Q 05 peiDzpeq + OgyPeiOypeq + 05 eiOzpeqde (2.25)

= / fx Qpeque
Qe

which means that we can solve the equations for each element independently of each other.
Note that we also change the naming from i to ei so it includes the element e since we now
have a set of different basis functions for each element, which means a total of n.NN, basis
functions.

Now we can perform the same treatment on the stress Equation (2.24) and get

Ny—1 Ny—1
Z /Q Oz Peqdfl = Z /Q (A + 2p)ug Oxpeitpeq + )‘“ge;zay‘:oei@eq + AuZ 0z peiPeqdSL. (2.26)
i e i e

These expressions quickly become impractical to compute since we would have to compute
and store every single basis function at multiple points in order to compute the integrals. This
situation can be improved by introducing a reference element which we can map all elements
to and perform computations.

2.5 Mapping to the reference element

We define a reference element A and an invertible mapping F.(§) between coordinates of any
mesh element ), and the reference element. We do this so that we can treat all elements the
same, only changing the mapping F., which will simplify the computations of the integrals.
Let any point in the reference element be given by £ = {&;1,£2,&3} and a point in element
Q. be given by x = {x,y, 2z}. We then define a mapping from a coordinate in the reference
element to a coordinate in another element

xe(§) = Fe(§). (2.27)



We express this mapping as a sum of n, shape functions N*(¢) multiplied by the n, corners
(anchor nodes, 8 in total for hexahedra) x¢ of the element e

We choose our reference element A to be the unit cube ([—1,1]®) with corners

- &=

and the shape functions as products of three Lagrange polynomials of order 1

with the property that a shape function N® is 0 on all corners £° except &%

where 0,4, is the Kronecker delta. This gives the following 8 shape functions

Nng—1
= ) N%¢)x
a=0
(-1,-1,-1),* = (1,-1,-1

), ...

Na(f) = ll,a(él)l2,a(€2)l3,a(£3>'

N°(¢)
N'(€)
N%(¢)
N3(€)
N*(€)
N>(€)
N°(¢)

N(€%) = 6y

:1(1_51) (1—£2> (1- &)
:%(1+§1),<1_§2),<1_§3)
:5(1_&) (1+ &) (1—63)
:5(1+§1)f(1+§2)*(1—€3)
:%(1_51) (1—52) (14&3)
:;(1+£1),(1_52>,(1+53)
:%(1_51) (1+£2) (1+&3)

;(1+§1) <1+€2) (14&3).

(1,1,1)

(2.28)
(2.29)
(2.30)
(2.31)
(2.32)
(2.33)
(2.34)

(2.35)

A property of the mapping F.(§) is that corners {* in the reference element map to the
corresponding corner x% in another element

Fe(¢%) = x¢.



Using this mapping we can rewrite Equation (2.25) on the domain A, greatly simplifying
computation. The expression becomes rather long so we perform the procedure for each term
instead the whole equation at once. The first term of Equation (2.25) gives

Np—1 Np—1

D, piseupead®e = 3 [ (€ (€D palxe(€) €A

where J€ is the Jacobian determinant of the transformation F, which is given by

OTe OTe OTe

0. 0 0.

Je(€) = agi 31% Bgi
T |96 0 O& |

Oze Oze Oze

061 0& 03

To simplify a bit we rewrite the mapped variables as

S
—~
>

S

—
i
NI
S—

Il

>
—~~
7a2Y
S—

We can also note that all of the elemental basis functions .; are the same after mapping to
the reference element so we can actually drop the e index.

We then get

/ pu Spez()oequ _/ U 902 (g)Je(g)dA

for the first term. The second term of Equation (2.25) includes a spatial derivative which
must be dealt with. This is done by using the chain rule for multiple variables

4 96

0p 01 0p 06 Op 083 061
+ + = 83: 85230"‘ %8&@

Al T i T i T e

So for the second term we get

et A agl 652 655 e
| otbeednugdt = [ 0B e GHEO% + 520 + 5 (E0)E(OT (A

while the third and fourth terms give similar expressions. The right hand side of Equation
(2.25) gives the following

[ £ 00012 = [ alx(©), 024() I (€)dA
Qe A
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After mapping to the reference element the entire Equation (2.25) thus becomes

npy—1

> [ FOI €2 (€)a
1=0
0 o o
+ [oi© (@0 + S2e0 + 5
. 6 e 6 (9
+ /Aafé”y@i(f) ( ;y (€)% ;2 (€)0e, + ;y?’
. 8 e 8 6
+/@@@(£@mlé§@% L
= / $q(&) fo(xe(§),t)J(E)dA.

(€096, ) #al€)° (A
©0% ) pul@r©an (239

(€006, ) $al€)° (A

We perform the same mapping to the stress in Equation (2.26) and get

Ny—1
Z/ m;@q dA
Ne—1 . 9 P
-/ [Ae<f>+2ﬂe<§>]us;( ;; (€106, + S2(€)0e, +
e ez 851 852
+ [ (FHe0 + G0 +
e et af 85
+ [ (100 + S0 +

0&5
ox
o5
Jy
[9/3
0z

(€006 ) $:(24()7°(€)dA

i(£)Pq(€)J(€)dA

‘G>

(€12,

(€006, ) $O24( T (€)d
(2.37)

What is needed now is a way to numerically evaluate the integrals on the reference element.

2.6 Evaluating the integrals

Having mapped the equations to the reference element A we now need a way to compute
the integrals. To do this we use Gauss-Lobatto-Legendre (GLL) quadrature (Fichtner 2011,

appendix A.3).
cation points include the ends of the integration interval,

This choice has several desirable properties, one of which is that the collo-

which is not the case in Gaussian

quadrature, and that this method leads to a diagonal system of equations, which is trivial to

solve.

Like Gaussian quadrature, GLL quadrature is performed by sampling the integrand at the NV

GLL points & and multiplying by weights wy

b N—-1
/a f©de~ S

11
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The GLL points and weights are given in Fichtner 2011, appendix A.3.2 for some polynomial
degrees on the interval [—1,1].

Since we are dealing with a three dimensional domain, namely the reference cube A = [—1,1]3,
we apply the quadrature three times, once for each spatial direction. We then get

N—-1
/A FOAA~ Y wwmw, f(€7™)

l,m,n=0

where ™" is the GLL-point (&, &5, £5).

Now we have enough information to choose our basis functions ¢. We will use a product
of three Lagrange polynomials ll(nrl) of order ny — 1 collocated at the n, GLL points on
the interval [—1, 1], one polynomial for each spatial direction. Fichtner 2011, appendix A.3.2
gives several reasons to motivate the choice of Lagrange polynomials collocated at the GLL
points as basis functions. It is important to keep in mind that when using n; points for GLL
quadrature it is exact for polynomials of degree 2(n, — 1) — 1 = 2n;, — 3 or lower (Fichtner
2011, appendix A.3.2). However the polynomials in our expressions are of order 2n, — 2 so

the quadrature is not exact.

The basis functions thus become, dropping the (n;, — 1) superscript for simpler notation,

Gijre = Li(€1)15(§2)1k(€3)

and to reflect the fact that the basis function is a product of three polynomials we change
the indexing from i € {0,1,..., Ny — 1} to the triplet i,5,k € {0,1,...,n, — 1} so that the
total number of basis functions in the reference element is N, = ng. We will also start writing
sums as

Np—1
S di= Gijk
i=0 ik

using the sum shorthand

np—1lnp—1np—1
Z@ijk = Z Z Z @ijkz
ijk =0 j=0 k=0

since all the sums from now on will have this shape.

Let us consider the first term of Equation (2.36) and apply GLL quadrature to compute the
integral
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Np—1

> [ FOEOHOOI @
=0
2503w wn 5 (€ USTE () Giji (€17) B (€77 T (€177

ijk Imn
=3 wwmwn (€M VG () (D)1 (5 (€8)1q (€)1 (€516 (65) T (€7™™).
ijk lmn

Since the Lagrange polynomials satisfy the cardinal interpolation property (Fichtner 2011,
appendix A.2.2)

L&) = 6
we can simplify the expression a lot. The expression consists of a product of several Lagrange

polynomials and we can see that it is zero whenever i A1 # q, j #m # r and k # n # s. So
we must have ¢ = [ = ¢ which gives

D> wiwmwn p (€™M ugTF ()1 (E0)1 (€5 (€5)1q (€)1 (€515 (£5) T (™)
ijk Ilmn
=3 wawnmwnp (€I VusH ()1 (€51 (€)1 (€51 (€5) T (€9™™)

jk mn

and j=m=r

= D0 wquwrwn p (€T YUt ()1 (€51 (€5) T4 (€7™)
k n
as well as k = n = s giving the greatly simplified expression

= wqwrws P (77 )ug™ (8) JE(ET).

This is the expression for the elemental mass matrix M°¢

[Mg,.] = fwgw gt (€77)J(€7) (2.38)

Now we have arrived at an expression for the first term of (2.12) which can be computed
numerically. We then perform the same procedure on the second, third and fourth terms
which all follow the same pattern. The only difference is the spatial derivative of the stress
functions, but we saw how to deal with this in the previous Section 2.5 arriving at Equation
(2.36). Starting with Equation (2.36) we apply GLL quadrature to the second term of this
equation
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~ Z;IZ it ()61 (68 ) €0 () S (€. )

+ 2 D w0 (L EH(E) oEDLEIL ) 2 (6. (€m)
i i

+ 2 D om0 e k(B (E5) S (6. 6,
i i

Since the expressions have become very long we split them into one term for each partial
derivative, so that we can write them on multiple lines easily. Because of the spatial derivatives
this expression does not simplify as much as the first term but a much shorter expression can
still be arrived at

% [ e €0, + 22 (606, + 20005 )p0ra(6) 77 (€A
S o (0 g HE €€

3 w0t 02 (eame) () 1 (€m)
+zwqwrwnaeqmu)%f(sqm>l;<fg>f<fqm>.

This procedure must also be applied to the third and fourth terms but the steps will not be
given here as they are exactly the same. Adding the second, third and fourth terms together
gives the elemental vector
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651 (glm) (511’5)
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qrs Zwlwrws o )l,(ﬁl)

+ Z WeWmWwsogd (1 )l/ (3" )
é

2 (gme) 7€)

+ Z wqwrwn oS (1(E5) 5
651

() EET™)

(§ZTS)J6 (é-lrs)
352

+ Zwlwrws EZTS( )l/ (51)

l
+ quwmws eqms( )l/ (&2" )

353

(ﬁqms)f(ﬁqms) (2.39)

+ Z wqwrwno g™ (#)(€5) =

651

(€qm)J€(§qm)

(glrs) e(éflrs)

%3

+ Z WW, WO elrs( )l/ (gl)

l
+ quwmws w2081 5 (€7) T (€™)

53

+ Z wqwywogd™ (O (E5) 52 (E7) T (€™)

To finish with Equation (2.12) we must also integrate the right hand side. Starting with the
right hand side of Equation (2.36) we perform the same treatment as for the other terms

[ urs(30 ()02
Qe

= [ Gurs(©)a(€) I ()

— [ L €160 12 (e €))* (€)an
= wiwnwnlg (€)1 (€8s (68) fa (X (€)) TE(E™)

Imn

=WqWrWs fx (Xe (é-qrs) ) t) Je (é-qTS)

which we can write as a vector

[fars] = wqwrws fa(xe(€77), 1) J(£7"). (2.40)

It is important to keep in mind that the approximation of the right hand side by GLL
quadrature may not be appropriate since it is only valid for polynomials up a certain degree.
If the source function f is far from a polynomial of degree 2(n; —1) — 1, like the common case
of a point source, then other methods might be more appropriate such as exact integration
of the point source (Fichtner 2011, ch. 4.2.4).
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Now we can write Equation (2.12) as a system of equations by using the expressions for the
mass matrix M¢ from Equation (2.38), the vector k¢ from Equation (2.39) and the vector f¢
from Equation (2.40)

M® - il (t) + ko(t) = £°(t).

We could solve this equation for each element, but the solution would not be continuous at
the boundaries between elements. In Section 2.7 we will deal with this issue, but first we
must compute the stress o which is needed by Equation (2.39).

Before we can compute the vector k given by Equation (2.39) we need to know the stresses
Oz, Oy a0d 04,. So now we apply the same ideas to Equation (2.37) in order to arrive at an
expression for o, which can be computed (expressions for the other stress components can
be found in exactly the same way so it will not be shown here, as mentioned previously). For
the first term of the stress equation we easily find

/A OIS (8) Barsd A 2 wqwrwsa SIS (£) J(ET).

The terms on the right hand side of Equation (2.37) which include partial derivatives are
slightly longer and when applying GLL quadrature and simplifying we get

Np—1 e e e
X [+ 2@ (%f (€06 + 22 (e)a, + 0 <s>ags>¢i<s>¢q<§>f<s>dzx

i ! 231 irs
5w (1)) O 67

i

= wqwyws (€)X (E97) + 20°(€7)]

A oce
3 (e 2 ()
J

+3 u;qu<t>z;<5§>%f<sm>] .
k

The expressions for the rest of the right-hand side terms are equivalent. Putting all the terms
together we get the whole equation
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431

+wquwS J@ quS gqrs [ EZT’S ) ({ZT‘S)
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91

+wqwrwsje gqrs n~ne é—(]?"s [ 627‘8 ) (517"3)

_,_Z equ( )l/ (gr gq]s Z l/ 53 f
J k

@m}

We see that the equation is solved for 0527%(¢) simply by eliminating the factor wqw,w,J¢(£7"*)
which gives

%31

0_2337'5( ) [AE(gqrs +2Ae éqrs l ezrs ) (gim)

+Z qus l/ ér 652 é-qjs Z l/ 53 863 (é-q'rk)‘|

k
+Ae gqrs [ ezrs )851 (gzrs)
o (2.41)
+ 3Ol ) S 5”5 + g 2 <£q’“k>]
J k
+)\e gqrs l ezrs )agl (617"5)

985

+> ‘"‘”S()l’(f’“ 5‘”5 + Y ugt™ (1)1, (€5) (5‘””“)]

J k

Now we have all the pieces needed to compute a solution for each element. To get the solution
for the entire mesh we must assemble the contributions from each element.

2.7 Assembling the global matrices
We now have several local linear systems for each element €,
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M® -z (2) + ki (1) = £5()

but solving them in isolation would give a discontinuous solution at points that lie on the
boundary between elements. This is because when we discretized the domain in Section 2.4
we split the integrals over the domain 2 into a sum of integrals over each element €2.. Now
we must add those integrals back together. Points that lie on the boundary between elements
are included in multiple integrals and contributions must therefore be counted once for each
element which shares that point. We must therefore assemble the contributions from the local
systems into a global system

M- ﬁa:<t) + ka:(t> = f:v(t)

which can then be solved to give a continuous solution.

In Figure 3 we see a mesh of 4 elements and 25 nodes. It has the associated global mass
matrix

My 0 ... 0O
0 M ... 0

M=| .
0

0 0 0 My

with 25 entries along the diagonal, one for each node. Each of the elements in the mesh
Qo ...Q3 is represented by the reference element shown in Figure 4 and have local mass
matrices

M¢ 0 0
e |0 M 0
_ , .

0 0 0 Mg
with 9 entries, one for each node. In order to assemble the global mass matrix, we must take
the entries of each local mass matrix and add them to the corresponding entry in the global
mass matrix. In order to find out which local node maps to which global node we use the
mapping F.(¢) which we introduced in section 2.5. Applying this mapping to element Qg we

would get the mapping shown in Figure 5. Using the mapping for each element to assemble
the global mass matrix gives

M§ + M§ 0 .0
0 MY+ Mg +MZ+M; ... 0
M = , :
: : .0
0 0 0 M}

This procedure can then by applied to the vectors k and f as well.
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Figure 3: A mesh Q consisting of 4 elements €2y ...Q3. We have used GLL quadrature of degree
2, resulting in (2 + 1)2 = 9 nodes per element (see Section 2.6) and a total of 25 nodes in the mesh.
Many of the nodes fall on the edge between the elements and contributions from the elements sharing
the node must be added together when assembling the global system.

o
J
o0

0.5

&
(s

Figure 4: The reference element A to which all elements in a mesh are mapped for computation.
The nodes are the GLL points of order 2. The integrals are computed on this domain and the result
for each local node is mapped to the corresponding global node in Figure 3 using the element-specific

mapping F.(£).
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Figure 5: The mapping of nodes between the reference element A from Figure 4 to element €y in
the mesh in Figure 3. This shows how the local nodes of element {2y are mapped to the global nodes
of the mesh €.

2.8 Solving the system

What we have now is a diagonal linear system given by

M iy () + ko (£) = £(¢) (2.42)

with one equation for each of the nodes in the mesh. Solving it is trivial since it is diagonal.
We now discretize the time axis and introduce a method for solving the ODE in Equation
(2.42) for the displacement u,(t) and to march the system forward in time. We discretize the
time axis by introducing a constant time step At. This gives time t[n] = nAt + ¢y for any
integer n where n is the time step number and ¢y is the initial time when n = 0. Now we can
rewrite Equation (2.42)

M -, (t[n]) + ks (¢t[n]) = £(¢[n]).

We can make it a little more succinct by writing the time-dependent vectors as i, (t[n]) = @}

M-ua; +k; =f. (2.43)
To solve the ODE and march the system forward in time we will use the Newmark Method

(Fichtner 2011, ch. 2.5.1) which we can express with the following two equations

0" a2 A + (1 — ) At + yAti
1-283
2

w4 At + A" + BALR M
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with a time step At and configurable parameters § € [0, %] and v € [0,1]. We choose v = 0.5
which is the only value that gives second-order accuracy while choosing 8 = 0 at the same
time yields a second order explicit method (Fichtner 2011, ch. 2.5.1). We then get

1 1
't at 4 S At + §Atﬁ§+1 (2.44)

1
u't xul + At + §At2ﬁg. (2.45)

Finding the solution for time step n + 1 amounts to a few simple steps. First solve Equation
(2.43) for the acceleration 2!, Then use (2.44) to compute the velocity u?™! and Equation

(2.45) to compute the displacement u?*!.

We choose this method because it is simple to implement, efficient, has a small memory
footprint and has second order accuracy. The reason that it’s simple and efficient is that it is
explicit, so each row of the vector can be evaluated independently with only a few operations.
It is also readily paralellized since there are no dependencies between elements of the vectors.
It does depend on the acceleration of the previous iteration #” as well as the current ?*!,
but this can actually be improved during implementation so that no extra data needs to be

stored.

3 Architecture

Now that we have developed expressions that can be used to solve the elastic wave equation,
we need to investigate how we can use the parallel hardware of a Graphics Processing Unit
(GPU) to solve the equation quickly.

To explain how something can be implemented on the GPU we take a look at the Nvidia
GPU architecture and how the CUDA language allows us to write programs that utilise the
parallelism of a GPU. Refer to the CUDA Programming Guide, NVIDIA 2018(a), for a more
detailed explanation. The topics discussed in this section applies to most GPUs from other
vendors, but because of the confusion often caused by the different terms used by each vendor
we stick with the jargon used by Nvidia. For an explanation of how these different terms
compare, please see Hennessy and Patterson 2011, ch. 4.4.

3.1 Nvidia GPU Architecture

The Nvidia architecture is based on the parallel execution of so-called CUDA threads. This
is not the same as a traditional CPU thread because it is not independent, instead these
threads are executed in groups of 32 called warps that all perform the same operations, but
on different data. The part of the hardware which executes the warps is called a Streaming
Multiprocessor (SM). In the Nvidia Pascal architecture (which we will be using) each SM can
execute two warps or 64 CUDA threads. So a GP100 GPU (NVIDIA 2018[b]) with 60 SMs
can execute a maximum of 60-64 = 3840 CUDA threads concurrently. This means that it can

21



execute one instruction on 3840 different numbers in one clock cycle. With a clock frequency
of 1.48 GHz it has a theoretical performance of 3840 FLOP -1.48 GHz = 5.3 TFLOPS for
double precision numbers and 10.6 TFLOPS for single precision. Compared to a server with
two Intel Xeon E5-2630 v4 with 10 cores running at 3.1 GHz (Intel Xeon Processor E5-2630
v4 Datasheet 2018) with a theoretical performance of 20 FLOP -3.1 GHz = 62 GFLOPS, it
seems to be much better. This example is of course incredibly simplified, but it does illustrate
the potential of using a GPU instead of a CPU.

Figure 6 shows the floor plan of the GP100 GPU. As we have mentioned, we see that it has
60 SMs each capable of executing 64 CUDA Threads on the single precision execution units
represented by the small green squares, or 32 CUDA Threads with double precision (yellow
squares). We will not look at the hardware in detail, but rather how to use it through the
CUDA programming language.

PCI Express 3.0 Host Interface

1l

H
H
H
H
2
a
5
z

lomory 2

High Bandwidth M

Figure 6: Floor plan of a GP100 GPU taken from NVIDIA 2018(b). We see the 60 SMs, each with 64
single precision execution units and 32 double precision execution units. When a function is run on the
GPU it is divided in to thread blocks which are assigned to each SM by a block scheduler (GigaThread
Engine). Each SM has a warp scheduler which is capable scheduling two Warps to utilise the 64 single
precision execution units represented by the green squares. The 32 double precision execution units
are represented by yellow squares.

3.2 CUDA programming

Listing 1 shows a simple program written in CUDA C++4. The function defined with the
prefix __global__ is called a kernel which is a function that runs on the GPU. It can be
called from normal CPU code using the syntax shown on line 31 in the code listing. The
numbers in the angled brackets are the number of threads per thread block and the number
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of thread blocks respectively. In the code a total of [num_thrmé\g _per_block} = 4096 thread
blocks are created with 256 threads each resulting in exactly one thread per entry in the array
x. In the kernel a unique index i is computed for each thread using the block blockIdx, which
identifies which block a thread belongs to, blockDim, the number of threads in a block, and
threadIdx, the the id of the thread within the block. This way, each thread i concurrently
computes one entry of the array x[i] each. A GPU has a dedicated memory called global
memory, 16 GB for a P100 accelerator (NVIDIA 2018]c]), so all data needed for computation
should be stored there if possible since accessing host memory (RAM) is much slower. We do
this by allocating space in the global memory by using cudaMalloc on line 14. The data is
then copied from the host to the device using cudaMemcpy. Launching a CUDA kernel does
not make the CPU wait until it is finished, allowing the CPU to do concurrent work. We
therefore have to use cudaDeviceSynchronise in order to ensure that the GPU has finished
before we access the data.

__global__ void Square(float * x, int n) {
int i = blockldx.x * blockDim.x + threadldx.x;
if (i<mn){
x[1] *= x[1];
}

}

int main() {
constexpr int N =1 << 20;
float x[N];
float * d_x;

// Allocate the array in the global memory of the device
cudaMalloc(&x, Nxsizeof (float));

// initialize x the array on the host
for (int i = 0; i < N; i4++) {

x[i] = i;
}

// Copy the array to the device
cudaMemcpy (d_x, x, Nx(sizeof(float), cudaMemcpyHostToDevice) ;

// Run kernel on the GPU

int num_ threads_ per_block = 256;

// We must use ceil () to round the number of blocks up

// to ensure that we do not create one block too little

int num_blocks = ceil ((double)N / num_threads_per_block);

// The total number of threads is num_ blocks #% num_ threads per_blocks
// which is greater than N

Square<<<num__threads_ per_block, num_ blocks>>>(x, N);

// Do some work on the CPU in parallel

/!

// Wait for GPU to finish before accessing on host
cudaDeviceSynchronize () ;

// Copy the data back to the host
cudaMemcpy (x, d_x, Nxsizeof (float), cudaMemcpyDeviceToHost) ;
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// Free GPU memory
cudaFree (x);

// Do something with the data

//

return O0;

Listing 1: Sample CUDA code adapted from Harris 2018. It shows the definition and
usage of a simple CUDA kernel function. Only a small amount of extra code, mostly
memory allocation and synchronisation, is required to run code on the GPU.

4 Implementation

In this chapter we describe how to implement a solution to the 3D elastic wave equation
based on the theory developed in Chapter 2 using the Graphics Processing Unit (GPU) to
accelerate the most costly computations. Everything is written in C4++ while using CUDA to
implement the parts that run on the GPU and MPI for communication between nodes in the
cluster. Of course any implementation might also include mesh processing or mesh creation
as well as post processing of data, but we will only look at solving the wave equation.

4.1 Program structure

The implementation consists of several functions shown in the pseudo-code in Algorithm 1
which summarises the most important steps of the algorithm. The loop runs from simulated
time ¢ = 0 until ¢ = T in steps of At for a total of n, = % iterations. ComputeStress()
implements Equation (2.41) in order to compute all the stresses 044,04y ...0,, for each of
the nj GLL points in each of the n. elements. ComputeLocalK() implements Equation (2.39)
also for each point of each element. AssembleGlobalK() used the ideas behind assembling
explained in Chapter 2.7 in order to take the contributions from each elemental vector k® and
add them all together in the global vector k. Finally the system is solved and marched forward
one timestep in SolveSystem() by using the Newmark Method as explained in Chapter 2.8.

Solve() begin

while ¢ < T do
ComputeStress()
ComputeLocalK()
AssembleGlobalK()
SolveSystem()

end

end

Algorithm 1: Pseudo-code showing the computations performed in the programs time loop.
The loop runs until the simulated time ¢ reaches the total simulation time 7'. In each timestep
computations are first performed on each element in ComputeStress() and ComputeLocalK ()
before the global system is assembled in AssembleGlobalK() and solved in SolveSystem().
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Memory layout
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Figure 7: All data is stored in contiguous arrays in GPU memory. Each array has N = n.nj entries
which is the total number of local nodes.

The most time consuming steps are the functions ComputeStress() and AssembleLocalK()
which implement Equations (2.41) and (2.39) respectively. Both of these expressions need
many operations to compute just a single element and they must read data from many
different places in memory which make them the most time consuming operations and the
best candidates for optimisation. All the other operations are also accelerated by the GPU,
but they are much simpler computations and leave less to be gained by optimisation so we
will not focus on them.

4.2 Single GPU acceleration with CUDA

Before we start implementing the algorithms, it is important that the data is laid out in
memory in a way which facilitates fast computations. There is one property which we will
seek to obtain and that is locality which means that we want data which is used during a short
period of time to be close in memory. This allows for automatic optimisations by the hardware
such as caching and prefetching so that the computation will be faster with relatively little
work required for it. In order to achieve this we organise all the data (p, A, E%i’ ...) into
separate arrays which are contiguous in memory as shown in Figure 7. We shall see that by
having such a memory layout we can order computations in a way which takes advantage of

it, thus improving speed.

To compute the stress we implement equation (2.41) while trying to make good use of the
memory layout in Figure 7 to improve performance. In the equation we see that for each
index eqrs a total of 15 different arrays must be accessed (that’s o, A, u, (3)u;, (9x)(%i, since
" is constant and only has values at the ng local GLL points). In order to improve the
performance, we split up the computations such that as few arrays as possible are accessed
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simultaneously. Since the equation consists of 9 sums we can compute each of these sums one
at a time for each node and then add together the contributions, which will allow for much
better utilisation of the cache since only a few arrays are accessed simultaneously for each
computation. This leads us to an implementation of ComputeStress() shown in Algorithm
2.

ComputeStress(o,;) begin
o= X ug (e B
eqrs_|_ Z ueq]sl/ (57‘)352
eqrs+ Z uequl/ (55)6’53
gCarsy — ()\eqrs + 2Meqrs)

Tx
tempeqrs _ Z uezrsl/ (SQ) &1
temp®l 4 = Z] ueqjsl/ (52)%

g

Y
tempeqrs+ — Zk uequl/ ( g)ai
temp®? 4 = Z uezrsl/(gl)%

r 02

tempeqrs+ Z ueqjsl/ (6 )

tempeqrs+ Zk uequll (§3)
eqrs+ /\eqrstempeqrs

\ﬁi%

end

Algorithm 2: The algorithm for computing o,, given by Equation (2.41). Since the algo-
rithm is supposed to run on a GPU, there is no need for loops, because there is a single thread
allocated for each index eqrs and each line is executed once for each thread, and thus once for
each index. If implemented with proper synchronisation, the threads in a block (which share
a cache) execute only a single line at a time, which means that it only accesses the arrays
needed by that line and that the cache is not polluted by other memory accesses. The index
eqrs corresponds to the array index i = en3 + gn® + rn + s.

In Algorithm 2 we see a way of computing Equation (2.41) which attempts to minimise the
number of arrays that are accessed by threads simultaneously. It utilises a temporary array
temp in order to store the partial results, before multiplying by A and p and adding to o.,.
As we can see, it adds together the individual sums in of each part of Equation (2.41) before
multiplying by the factor A + 2u and adding to o, it then adds together the remaining 6
sums, which are then multiplied by A and added into o,

In order to assemble the local k-vector given by (2.39), we can use the same approach as for
the stress. The only difference is the addition of the integration weights w and the Jacobian
determinant J. The integration weights do not affect memory accessing, since there are only
ny different values for them which are known at compile-time. The Jacobian determinant,
however, means that an additional array is accessed in each step. On the other hand, arrays
A and p are not needed for this computation, and the temp array is also not needed, since
the sums are not multiplied by anything, so they can be computed and then added directly,
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which gives Algorithm 3.

ComputeLocalA(A,) begin
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end

Algorithm 3: The Algorithm used to compute the local k-vector given by Equation (2.39).
It is very similar to Algorithm 2 but does not need a temporary array.

Most of the work done in these algorithms lies in the sums. Therefore it is also important
that the computation of the sums happens in an efficient manner. To compute the sums, we
use the implementation given in Listing 2, which is a rather straight-forward CUDA-C++-
implementation of a sum with a variable stride, however it uses loop unrolling through a
compile-time constant N which avoids the overhead of looping. The implementation would
have been trivial, if it wasn’t for the fact the stride is different for each array in each sum.
Let us look at the example of computing the sum

agl eirs
ew’s /

i
using SumStride. Since the elements of the arrays u, and % are adjacent in memory with
indices given by index = en% + qnz + rnp + s, the stride of this sum is stride = ng since
the loop variable 7 replaces ¢ in the index expression. The sum is thus computed by calling
0
SumStride (uclrs, 917" JED, nd

) Ox
template <int N>
__device___ float SumStride(float u[], float xi[], float 1[], int stride)
{
float sum = O0;

#pragma unroll
for (int i = 0; i < N; ++i) {

sum += u[ixstride] * xi[i*stride] * 1[i*N];
}

return sum;
}
Listing 2: Implementation of sum with variable stride. The stride of the array 1,
which represents the spatial derivatives of the basis functions Il;(£), is always N.
The __device__ keyword is needed to make the code a function that can run on the GPU
and be called from a kernel. Since the number of iterations in the loop N is the
same as the number of GLL points n,, we can actually use C++ templates in our CUDA
code to generate one function for each N and force loop unrolling using the
#pragma unroll directive to improve performance.
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We similarly implement a summing function to be used when computing the k-vector. It is
uses the same idea, but is a bit longer since more parameters are involved in the same, as
shown in Listing 3.

template <int N>

__device___ float SumStride(float s[], float xi[], float j[], float w[],
float 1[], int stride)
{
float sum = O0;
#pragma unroll
for (int i = 0; i < N; ++i) {
sum += s[i*stride] = xi[i*stride] * j[lixstride] = 1[i] % w[i];
}
return sum;
}

Listing 3: Implementation of sum with variable stride to be used when computing the
k-vector. Uses templates to enable loop unrolling, as described in the caption of
Listing 2.

4.3 Multiple GPU acceleration with MPI

The implementation presented in the previous section is enough to compute a solution using
a single GPU but if we want to solve larger systems we have to use more GPUs. Using the
Message-Passing Interface (MPI) we can implement the algorithm in such a way that it can
run in parallel on any number of computers. An excerpt from the MPI standard MPI: A
Message-Passing Interface Standard 2019 says "MPI addresses primarily the message-passing
parallel programming model, in which data is moved from the address space of one process
to that of another process through cooperative operations on each process'. This means
that MPI allows for communication between processes, and these processes may very well
run on physically separate hardware. MPI is therefore a way for us to split computations
over multiple GPUs running on different machines on a network, share the results between
the GPUs and consolidate contributions from each GPU into a single solution for the whole
system. The question is then how the computations should be distributed between the GPUs.
A sensible approach to this is to attempt to minimise the amount of communication between
the GPUs since it is often memory bandwidth that is the bottleneck.

Domain decomposition is a method of solving a PDE by splitting the domain into multiple
non-overlapping regions. In our case the domain will be some mesh, like the one shown in
Figure 8a, and it can be decomposed into multiple partitions as shown in Figure 8b. When
decomposing the domain this way, each GPU is assigned one partition and it needs only
communicate with the adjacent partitions. So in this example each GPU does two communi-
cations (since they only have two adjacent partitions) and it only needs to communicate data
for the nodes which lie in the interface of each partition. This leads to a network topology
as shown in Figure 9. One can of course imagine a different decomposition which attempts
to make the interfaces smaller by partitioning into cubes instead of slices, though this means
each partition is adjacent to more than two other partitions and will need to perform more
communication while less data can be transferred in communication. This could be more
efficient since these communications can be performed in parallel, but it is not as simple to
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Figure 8: A mesh (a) decomposed into 4 partitions (b). Only the surface elements are shown. Each
partition shares only its upper and lower faces with another partition, thus information about the
inner elements does not need to be communicated.

implement. Using MPI we can implement a function which communicates the data between
each partition using the functions defined in the MPI standard. Listing 4 shows how the data
in the global K-vector is sent and received between adjacent partitions.
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Communicate ()
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Figure 9: Network topology used with the partitioning scheme shown in Figure 8b. Each node calls
MPI_Sendrecv() in order to exchange information about points which lie on the interface it shares with
the nodes above and below it. The function Communicate() is described in Listing 4 and describes
how each node uses MPI to communicate with the other nodes.

__device__ float Communicate(float send_above[], float receive_below [],
float send_below|[], float receive_above[], int n_nodes_per_face,
int node_above, int node_below)

MPI_Sendrecv(send__above, n_nodes_per_face, MPL FLOAT, node_above, 0,
receive__below , n_nodes_per_face, MPL FLOAT, node_below, 0,
MPL COMM_WORID, MPI _STATUS IGNORE) ;

MPI_Sendrecv(send__below, n_nodes_per_face, MPL FLOAT, node_below, 0,
receive__above, n_nodes_per_face, MPIL FLOAT, node_above, 0,
MPL COMM_WORID, MPI_STATUS IGNORE) ;

}

Listing 4: The function which performs communication between GPUs given the
partitioning scheme shown in Figure 8b. The values at the n_nodes_per_face nodes of
each interface is sent and received from the buffers send_above, receive_below and
send_below, receive_above respectively. No special care must be taken for the
uppermost and lowermost partitions, since the MPI implementation should do nothing
if the values given for node_above and node_below do not exist.

5 Results

5.1 Comparison with the analytical solution

To ensure the correctness of the implementation we compare the results of a simulation with
the analytical solution for a point force source in a homogeneous isotropic and unbounded
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medium given by (Aki and Richards 2002, ch. 4)

T
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vp and v, are the primary (pressure) and secondary (shear) wave velocities, respectively,
which are related to the Lamé parameters A and p and the density p (which we were using
in Chapter 2) in the following way (Mavko, Mukerji, and Dvorkin 2009, ch. 3)

A+ 2p
Vy =
PV
_ M
Vg = 4/ —.
V p

u;(x,t) is the displacement in spatial direction i (i.e. z, y or z) at position x and time t.
Xo(t) is the amplitude of the point force source at time ¢. We assume that the point source is
situated in (0, 0,0) which means that the distance from the point source is r = |x|. If a point
x is written as x = (zg, z1,22) then the coefficients 7; can be written as ; = z;/r where is
either 0, 1 or 2. J;; is the Kronecker delta.

The mesh used is similar to the the cube shown in figure 8a, but consisting of 100-100-100 =
10% cubic elements each (10km)? in size, making the mesh a cube of (1000 km)3. The density
is p = 1000 kgm~3 and the wave velocities are v, = 2000ms~! and vs = 1000 ms~!.

Since we are using the explicit Newmark time scheme there exists a maximum value for the
time step At over which the simulation is not stable. To ensure the stability of the simulation
we use the CFL stability condition (Fichtner 2011, ch. 2.5). This condition gives a relation
between the timestep At, maximum wave velocity Vpmq, and mesh resolution Ay

M =C < Chaz

hmin
where C' is called the Courant number and C),4, is an upper limit which depends on the time
scheme and regularity of the mesh. It is important to choose C),4, correctly, but according
to Dimitri Komatitsch, Tsuboi, et al. 2005 there exists no exact method of determining the
maximum Courant number for the SEM. In practice the value C,,q, = 0.5 works well for very

regular meshes, but would need to be smaller for more irregular meshes.

Since all the elements in the mesh have the same size, 10 km, and they are of order 4 we know
that the smallest distance between two GLL points in an element is approximately (Fichtner
2011, appendix A.3.2)

Pomin = 0.3454 - 5km ~ 1727 m.
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This means that the time step must be no larger than

At < Crazhmin _ 0.5- 1727_1? =0.432s.
Upmaz 200013

To be on the safe side, we choose At = 0.25s. To avoid reflections we simulate only until the
waves reach the edge of the mesh, so we get a total simulation time T

500 km
T=—""—=250
2kms! >

which means the number of timesteps n; must be

T 250s
=— = = 1000.
"= AT 0ans - 00
We let the point force source be a Ricker wavelet
Xo(t) = (1 — 272 f3 (t — t)?)e~™ Fo(t=10)" (5.2)

with dominant frequency fy = 1/50Hz and time shift ¢) = 60s in direction z placed in the
middle of the mesh, at the coordinate Xsource = (500 km, 500 km, 500 km) and we record the
z-component of the displacement at the position Xy eceiver = (500 km, 500 km, 600 km).

A comparison of the simulated solution with the analytical solution is shown in Figure 10.
We see that they are mostly similar, but the error is larger when the derivative is larger, likely
caused by aliasing of high frequency components of the wave.

To investigate the source of the error in Figure 10 we do multiple tests with the same mesh,
but with sources with different dominant frequencies fy. We compute the error using the
following formula

error = Z lu, — .|

where u, is the analytical solution and u, is the simulated solution. The results shown in
Figure 11 show that the error increases with the frequency, as expected.

To verify that the implementation also works when accelerated by multiple GPUs we partition
the mesh as shown in Figure 8b and assign each partition to a GPU. The results shown in
Figure 12 show it works just as well as on a multiple GPUs as on a single GPU.

5.2 Comparison with Specfem

While we have shown that the implementation produces a solution that is close to the an-
alytical solution there is still an error. We wish to know if this error is just a result of the
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Figure 10: Comparison of a simulated Ricker wavelet in an isotropic, homogeneous mesh with the
analytical solution. The simulation time is restricted to 250s to avoid reflections, since the mesh is
not unbounded whereas the analytical solutions assumes an unbounded medium. The source is at the
centre of mesh in the point (500 km, 500 km, 500 km) and the receiver is in (500 km, 500 km, 600 km),
at a distance of 100 km from the source in the z-direction. The lines across the graphs highlight the
values of each graph at certain times. Where there is a larger gap between the lines, the error is larger.
The error is the largest when the displacement is changing rapidly(larger derivative) because of more
aliasing of high frequency components.
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Figure 11: The error of the simulation compared to the analytical solution for different dominant
frequencies fy of the Ricker wavelet source. Since the Ricker wavelet with larger fy contains more
high-frequency components, we expected the error increase with fy because of aliasing. We see that
expectation confirmed here. The error does not change much until 0.04 Hz, and at 0.05Hz it quickly
increases to 3 times that of 0.02 Hz.
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Figure 12: Comparison of distributed solver with analytical solution. The simulation was performed
with the same parameters as in Figure 10 but on a mesh divided into 4 partitions as shown in Figure
8b. This should give exactly the same result and with perfect scaling the simulation would run 4 times
faster. We see that the results is exactly the same as for the single-GPU simulation from Figure 10.

method, or whether the implementation has a fault. To check this we compare the results
with another established implementation called Specfem3D (D. Komatitsch et al. 2012).

We run a simulation using Specfem3D with the parameters described in Chapter 5.1 and
compare it with the result of our implementation. The results shown in Figure 13 show that
the results are nearly exactly the same. The error when magnified 10000 times looks like
white noise and is probably caused by floating point arithmetic which has limited precision
and is also not associative.

5.3 Wavefields in a non-uniform mesh

We have verified that the implementation is correct by comparing it to analytical solution
and to another, well-established implementation. However, it would still be interesting to see
the wavefields on the whole mesh, not just in single points, in order to verify the correctness
using our intuition and knowledge of how a propagating wave should look like. It might seem
a little unscientific but it allows us see that the results make sense on a larger scale.

We use the non-uniform mesh shown in Figure 14 which is a smaller version of the one used
previously in Figure 8a which has fewer elements and the area of the top surface has been
reduced, creating a pyramid-like mesh. The reason for choosing a different mesh is that we
want to show that the implementation works for non-uniform meshes as well.

We place a Ricker wavelet force source in the z-direction in the centre of the mesh Xgource =
(200 km, 200 km, 200 km) with a central frequency of fo = 1/50Hz and offset ¢y = 60s. To
honour the CFL-stability condition we choose a timestep At = 0.2s. In order to see reflections
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Figure 13: Comparison with Specfem3D. The simulation is the same as the one in Figure 10 which
shows that both this and Specfem3D agree with the analytical solution. Both simulations give the
exact same answer, save for very small differences which we ascribe to properties of floating point
arithmetic such as non-associativity and limited precision.

Figure 14: A non-uniform mesh where all elements are not the same size. The size of the bottom of
the mesh is 400 km x 400 km while the size of the top is 200 km x 200 km and the height is 400 km.
This means that the elements get narrower higher up so they are not all the same size. There are
50 elements in each direction for a total of 502 = 125000 elements. The elements at the top are the
smallest with a size of approximately 4km x 4km x 8 km.
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NUMBER OF GPUs TOTAL EXECUTION TIME OVERHEAD

1 13m42s 0%
2 13m47s 3%
4 13mb5s 4%
8 14m 5%
16 15m37 14%

Table 1: The total execution time of the tests used to make Figure 16. Over the course of 1000 time
steps, the 15% increase in execution times per timestep becomes two minutes longer than what would
be the ideal time, if there were perfect scaling.

and surface waves we run a longer simulation than previously with n; = 1450 timesteps,
resulting in 290 s total simulated time.

In Figure 15 we see a few visualisations of the wavefields in the mesh from Figure 14 at different
times. We can see the waves propagate out from the source location, hit the boundaries, reflect
and become surface waves.

5.4 Scaling behaviour

All simulations were run on the EPIC cluster at Norwegian University of Science and Technol-
ogy(NTNU) in Trondheim, Norway. The cluster boasts a number of nodes each containing two
Nvidia P100 GPUs which has a total of 56 streaming multiprocessors and 16GB of memory
(NVIDIA 2018]c]).

Since the implementation is intended for use in large-scale simulations utilising multiple GPUs
it is interesting to see how the execution time is affected by the number of GPUs used, when
each GPU is using all of its available memory. Ideally, adding more GPUs does not affect the
execution time since each GPU is working in parallel using the same amount of memory but
in reality there will be some overhead caused by communication between the GPUs. Ideally
this overhead is so small that the execution time is not impacted when adding more GPUs
even though more data is processed. This would mean that solving larger systems is simply a
matter of adding more hardware, since the implementation will support an arbitrary number
of GPUs.

In figure 16 we see the average execution time per time step for a different number of GPUs.
We observe that the execution time increases when the number of GPUs is increased due to
the overhead introduced by communication between the GPUs when assembling the system.
The total execution time and overhead for the tests are given in Table 1.

6 Discussion

The aim of this project was to make an application which can simulate seismic wave propa-
gation in elastic media. In order to verify the correctness of the implementation we compared
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Figure 15: Wavefields in the non-uniform mesh in Figure 14 after 160 seconds (a), 230 seconds (b)
and 290 seconds (c¢). The leftmost figure shows a slice through the centre of the pyramid to show the
waves as they propagate out from the centre of the mesh. In the middle figure we can see how the
waves propagate differently in the z-direction compared to the x and y-direction. The figure to the
right shows the surface waves.
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Figure 16: Average execution time of the timestep of the algorithm on between 1 and 16 GPUs.
Each GPU performs the same amount of computations, thus the difference in execution time is caused
by communication.

it to the analytical solution in an unbounded, isotropic and homogeneous medium. The re-
sults in Figure 10 show that the simulated wave closely resembles the analytical solution. We
performed the same test with a mesh divided into 4 partitions running on 4 GPUs which
gave the same results shown in Figure 12. One would rightly note that the placement of the
receiver (100 km offset from the source along the z-axis) will not record the S-wave, only the
P-wave, we can however clearly see the S-wave and P-wave in the wavefields in Chapter 5.3
which are discussed below. It would have been interesting to also test the implementation on
partitions of different shapes, but it only supports partitioning into slices as shown in Figure

8b.

The error in the simulation could be caused by a bug in the implementation or it could
be a result of approximations and discretization used in the spectral element method. To
eliminate the latter we performed the same comparison against another implementation of
the same method. The results in Figure 13 show a very small error, indicating that the
implementations give exactly the same results, save for errors caused by the non-associativity
and limited precision of floating point arithmetic. In order to support the conclusion that the
error in Figure 10 is indeed caused by the numerical method, we performed the same test with
sources with different frequency content. If discretization was causing the error we would see
in increase in error with frequency because of more aliasing of the high frequency components.
The results seem to support this, so we are inclined to believe that any error is caused by the
numerical method and not by a bug in the implementation. Discretization in time also causes
aliasing, but in this case the timestep is sufficiently small at 0.2s giving a Nyquist frequency
of Fs = 5 Hz such that a Ricker wave with dominant frequency fy = 0.02 Hz causes much less
aliasing than the discretization in space.

Note that the mesh we used from Figure 8a is completely regular so all the elements are
cubes of the same size. It was necessary to impose this limitation in order to compare the
result with Specfem because of difficulties faced when attempting to create more complicated
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meshes with Specfem. We can at least confirm that the implementation is correct for a simple
regular, structured mesh. We would however also like to know that the implementation is
correct for other types of meshes too.

In order to verify that the implementation also works meshes that are non-uniform we per-
formed the same test with the mesh shown in Figure 14. Instead of comparing the result
to the analytical solution, we plot the wavefields on different cross-sections of the mesh at
different times as shown in Figure 15. The wave springs from a point force source in the
centre of the mesh and we clearly see the difference between the P-wave propagating rapidly
in the z-direction and the S-wave in the x and y directions moving more slowly. As expected
we see reflections of the waves as they hit the surface and create surface waves. While this
mesh is also rather regular, it is at least non-uniform, meaning that the elements are not all
the same size. We have not confirmed that the implementation works in the general case of
an unstructured mesh where any point may be shared by any number of elements and the el-
ements may be of arbitrary (hexahedral) shape. While this case should work, we did not have
the time to test it. Furthermore a full implementation should support meshes representing
media with varying wave speeds vy, v, and density p, but this has also not been tested.

Another important factor of the implementation is how well it scales with larger problems.
As we see in Figure 16 and Table 1 the execution time does increase when more GPUs are
added up to 14% between 1 and 16 GPUs, and it will probably be larger for more GPUs which
could be significant for very long simulations. This is certainly caused by the communication
between the GPUs, which must exchange information about nodes in the interfaces between
the mesh partitions. This means that it can be eliminated by overlapping communication
and computation, by first computing the nodes that lie in the interfaces and starting the
communication which can run in parallel with the computation of the remaining nodes. This
has previously been demonstrated to work well by Dimitri Komatitsch, Erlebacher, et al.
2010. As mentioned in Chapter 4 the implementation could be more efficient, and we need
only take a look at the source code of Specfem (D. Komatitsch et al. 2012) in order to see
how. However, as mentioned in the introduction, we were not attempting to create the fastest
possible implementation though optimisation will certainly be happening in the future.

7 Conclusion

Because of the significant computational complexity of simulating seismic wave propagation it
is interesting to explore how to use existing hardware to accelerate computations. Because the
SEM allows the elastic wave equation to be easily solved in parallel, the parallel architecture
of a GPU arises as a competitor to the traditional CPU implementation. Furthermore it is
possible to use multiple GPUs in a cluster, just as it is with CPUs, by using MPI. This method
has been used successfully before by Dimitri Komatitsch, Erlebacher, et al. 2010 (Specfem)
and can lead to significant speedups over CPU implementations. We have done the same in
an attempt to create an alternative to Specfem.

We validated the implementation by comparing the results of a simulation first with the
analytical solution and then with Specfem, both comparisons indicating that the results were
correct. We also visualized the wavefields, confirming that the simulated waves propagate the
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same way a real wave would. Furthermore, we investigated how the implementation scales
when using more GPUs which revealed that there is an overhead caused by the communication
between the GPUs, resulting in a 14% increase in execution time when using 16 GPUs.
Speedup can still be acquired, but will suffer diminishing returns if the number of GPUs
becomes too large.

The main limitation on the implementation is that it only works for simple meshes. However
we have shown that it is correct in those cases and extension to more general meshes is already
supported by the implementation, it just needs to be tested. The main part that which is not
implemented, is support for general partitioning of a mesh. However, the results indicate that
this implementation is correct in the simple cases which we tested. While these cases may
not be interesting for real-world problems, they show that what we have is the groundwork
necessary for a fully functional implementation.

8 Future work

While the implementation works for simple meshes it certainly leaves a few things to be de-
sired. The most important work to be done is to extend the implementation to work with
more general hexahedral mesh. So far it only works with a cubic mesh which can be divided
into simple partitions which share only two interfaces with other partitions and where each
interface has the same number of elements. The plan is to make the implementation compat-
ible with the .msh v4 file format used by the GMSH software (Gmsh homepage 2019). GMSH
is capable of creating and partitioning meshes and exporting the partitions into separate files
which could work well with an implementation intended to run on a cluster.

Once the implementation supports a more general type of mesh and partition, it is impor-
tant to compare it to other existing implementations, to check both numerical accuracy and
performance. It is especially interesting to see if it performs better than existing CPU imple-
mentation, to prove that GPUs are indeed a viable option. It is not obvious how to compare
CPU and GPU performance on clusters, since it depends on the amount of hardware avail-
able. It might instead be interesting to compare based on cost or power consumption, instead
of just speedup.

Performance improvements can be made in several areas. One important improvement is
to eliminate the overhead caused by communication, which has been done by Dimitri Ko-
matitsch, Erlebacher, et al. 2010. This is important because it will allow implementation to
scale indefinitely so that, ideally, the only limitation is the hardware which it runs on. This
is desirable because it might be simpler to solve a larger problem by adding more hardware
instead of writing better software. Furthermore, optimizations can be made to the current
implementation by make better use of the GPU memory by using shared memory and coa-
lescing memory access. An interesting application of a high-performance implementation is
full waveform inversion which requires an effecient solution to the wave equation according
to Raknes and Arntsen 2017.

If the implementation were to scale well, it would be interesting to see how it runs on more,
but cheaper GPUs. We have tested the implementation on a rather small number (16) P100
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GPUs. This is very expensive hardware so it would be interesting to see how the cost and
performance compares to a larger number of cheaper GPUs, such as the Nvidia TITAN X.
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