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ABSTRACT
The gravity-driven spreading of one fluid in contact with another fluid is of key importance to a range of topics. These phenomena are
commonly described by the two-layer shallow-water equations (SWE). When one layer is significantly deeper than the other, it is common to
approximate the system with the much simpler one-layer SWE. It has been assumed that this approximation is invalid near shocks, and one
has applied additional front conditions to correct the shock speed. In this paper, we prove mathematically that an effective one-layer model
can be derived from the two-layer equations that correctly capture the behavior of shocks and contact discontinuities without additional
closure relations. The result shows that simplification to an effective one-layer model is justified mathematically and can be made without
additional knowledge of the shock behavior. The shock speed in the proposed model is consistent with empirical models and identical to
front conditions that have been found theoretically by von Kármán and Benjamin. This suggests that the breakdown of the SWE in the
vicinity of shocks is less severe than previously thought. We further investigate the applicability of the SW framework to shocks by studying
one-dimensional lock-exchange/-release. We derive expressions for the Froude number that are in good agreement with the widely employed
expression by Benjamin. The equations are solved numerically to illustrate how quickly the proposed model converges to solutions of the full
two-layer SWE. We also compare numerical results from the model with results from experiments and find good agreement.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5126168., s

I. INTRODUCTION
The spreading of two layers of fluids with different densi-

ties is of considerable importance. It has been an active field of
study since at least 1774, when Franklin, Brownrigg, and Far-
ish1 investigated how oil spreads on water and how this can be
used to still waves. Applications where this phenomenon plays an
important role include spills of oil2–4 and liquefied gaseous fuels,5–7

stratified flow inside pipes,8 gravity currents particularly in geo-
physical systems,9–12 monomolecular layers for evaporation con-
trol,13 and coalescence in three-phase fluid systems.14 These appli-
cations include immiscible fluids such as oil and water or sys-
tems with miscible fluids at a large Richardson number, i.e., where
buoyancy dominates mixing effects and ensures separation into
layers.

A fundamental property of spreading phenomena is the rate
of spreading or the speed of the leading edge of the spreading
fluid. This is typically characterized by the dimensionless Froude
number,15,16

Fr = u√
g′h

, (1)

where u is the velocity, h is the height of the layer that is spreading,
and g′ is the effective gravitational acceleration. In two layer spread-
ing, the effective gravitational acceleration is g′ = (1 − ρ1/ρ2)g, where
ρ1 and ρ2 are the two fluid densities and ρ1 < ρ2.

An early result for the Froude number of gravity currents was
presented by von Kármán.17 They found that for the edge of a
spreading of gravity current at semi-infinite depth, FrLE =

√
2, where
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the subscript is short for the “leading edge.” Benjamin18 later devel-
oped a model for FrLE for spreading of gravity currents with constant
height,

Fr2
LE =

(1 − α)(2 − α)
(1 + α) , (2)

where α = h2/(h1 + h2). Here, h1 and h2 are the heights of the top
and bottom layers, respectively. This model approaches the result by
von Kármán when the bottom layer becomes thin, h2 ≪ h1. More
recently, Ungarish19 extended the result of Benjamin to the spread-
ing of gravity currents into a lighter fluid with an open surface.
This result also gives FrLE =

√
2 when the spreading fluid becomes

relatively much thinner than the ambient fluid.
The next step beyond characterizing spreading rates is to

develop a model that predicts the phenomenon in more detail. An
early model was presented by Fay,20 who studied the spreading of oil
on water. They divided the spreading into three phases: one where
inertial forces dominate, one where viscous forces dominate, and
one where the surface tension dominates. In the inertial phase, the
speed of the front can be written as

uLE = β
√

g′V
A

, (3)

where β is an empirical constant and V and A are the volume and
area, respectively. Then, V/A is the average height of the spreading
oil. In this model, β represents an effective Froude number where
the height at the leading edge is approximated by the average height.
The value of β has been discussed in the literature and is commonly
set to β = 1.31 in the one-dimensional case and β = 1.41 in the
axisymmetric case.2,3,5,21

A more general approach than the Fay model is the two-layer
shallow-water equations (2LSWE) that are derived from the Euler
equations by assuming a negligible vertical velocity.22,23 These equa-
tions model the flow of two layers of shallow liquids and may be
used to simulate, for instance, gravity currents.24 However, internal
breaking of waves or large differences in velocities of the two layers
can break the hyperbolicity of the equations. Even if the initial con-
ditions are hyperbolic, the system can evolve into a nonhyperbolic
state.25 A breakdown of hyperbolicity causes problems such as ill-
posedness and Kelvin-Helmholtz like instabilities.26–28 Nonhyper-
bolic equations are generally more difficult to analyze and computa-
tionally much more expensive to solve than hyperbolic equations.29

Attempts to amend the nonhyperbolicity of the systems include
adding numerical (nonphysical) friction forces,30 operator-splitting
approaches,31 and introduction of an artificial compressibility.32

Due to their comparative simplicity, the one-layer shallow-
water equations (1LSWE) have often been used to model two-layer
phenomena such as liquid-on-liquid spreading and gravity currents
where one assumes that the layers are in a buoyant equilibrium. In
this case, a forced constant Froude-number boundary condition at
the leading edge of a spreading liquid is used to account for the effect
of the missing layer.2,21,33 The additional boundary condition at the
leading edge has also been used in combination with the 2LSWE.34,35

In particular, Rottman and Simpson34 argued that a front condition
that includes the Froude number is necessary because viscous dissi-
pation and vertical acceleration are too significant to be neglected at
the front.

The 1LSWE are always hyperbolic and therefore have fewer
challenges than the 2LSWE. However, there are situations where
even the 1LSWE are not strictly hyperbolic, meaning that the two
eigenvalues of the Jacobian coincide. This situation is found when
considering the wet–dry transition, such as the dam break on a dry
bottom, or for certain bottom topographies. In particular, the case of
a gravity current flowing upslope, as in a shallow water wave encoun-
tering a beach, is of importance and has seen new developments
in recent years.36–38 There is an exhaustive literature on the sub-
ject of hyperbolicity of the 1LSWE,39–44 including the topic of well-
balanced formulation, the more general E-balanced schemes, and
the identification of resonant vs nonresonant regimes of flow. These
points are mainly of interest for the numerical solution of the equa-
tions in specific regimes. As the present paper is focused more on
the theoretical developments, a detailed discussion of hyperbolicity
is beyond the scope of the present work.

The main results of the present paper are the following. First,
we show that the need to impose boundary conditions or empiri-
cal closures for the spreading rate when using the 1LSWE instead
of the 2LSWE follows from the different shock behaviors of the
two formulations. Second, we demonstrate that weak solutions
of the 2LSWE converge to weak solutions of a locally conserva-
tive form of the one-layer equations. This formulation is differ-
ent from the standard 1LSWE and removes the need for front
conditions.

This is a strong result as it implies that in many situations, such
as when considering liquid spills on water or ocean layers in deep
water, one may use the much simpler locally conservative 1LSWE
even for two-layer spreading phenomena without the need for addi-
tional boundary conditions or closures. An example is presented
in Fig. 1, which illustrates how solutions to different forms of the
1LSWE compare to the solution of the 2LSWE for a dam-break
problem. This figure shows a clear difference between the locally and
globally conservative 1LSWE.

We further demonstrate that the constant Froude number at
the front of an expanding fluid can be derived directly from the
2LSWE. The Froude numbers obtained from the analysis in this
paper are in excellent agreement with previous results from the
literature. This indicates that the breakdown of the shallow-water

FIG. 1. An example of how solutions from different formulations of the one-layer
shallow-water equations (1LSWE local and 1LSWE global) compare to those from
the two-layer shallow-water equations (2LSWE) for a dam-break problem.
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equations in the vicinity of shocks is less severe than previously
suggested.

This paper is structured as follows: In Sec. II, we introduce the
two-layer shallow-water equations (2LSWE), the one-layer shallow-
water equations (1LSWE), and the Rankine-Hugoniot condition for
the shock. In Sec. III, we derive expressions for the Froude number
from the full two-layer shallow-water equations. The key result of
this paper is presented in Sec. IV, where we show that the 2LSWE
can be approximated by a one-layer model when the upper layer is
much thicker than the bottom layer, as well as in the opposite situa-
tion. In Sec. V, we define some numerical experiments that are used
in Sec. VI to study how solutions of the 2LSWE approach the one-
layer approximations. We show that the results from the simplified
model are in good agreement with experimental results. Concluding
remarks are provided in Sec. VII.

II. THEORY OF THE SHALLOW-WATER EQUATIONS
Consider a two-layer system where a fluid of lower density

spreads on top of another fluid, as illustrated in Fig. 2. Assuming that
the layers are shallow, the solution of the two-layer shallow-water
equations (2LSWE) gives the evolution of height and horizontal
velocity of both fluids as a function of position and time.

In the following, we first describe the well-known one-layer
shallow-water equations (1LSWE). A straightforward generalization
to the 2LSWE is presented next, where we discuss two approaches
for reformulating the 2LSWE in a manner that makes them suitable
for reduction to an effective one-layer model. We then show how
the Rankine-Hugoniot conditions can be used to predict the shock
speed. Subsequently, we employ the vanishing-viscosity regulariza-
tion and traveling wave solutions to obtain physically acceptable
solutions of the partial differential equations (PDEs). At the end
of this section, we present a necessary energy requirement for the
2LSWE that is used to select correct physical solutions in Sec. IV.

A. The one-layer shallow-water equations
The 1LSWE are typically presented in a globally conservative

form where the total momentum is conserved,45

∂

∂t
ρh +∇ ⋅ (ρhu) = Gh, (4a)

FIG. 2. A sketch of a general two-layer shallow-water geometry.

∂

∂t
(ρhu) +∇ ⋅ (ρhu⊗ u) +∇(1

2
gρh2) = Ghu − gρh∇b, (4b)

where ρ is the density, h is the height, u is the vertically averaged
horizontal velocity, ⊗ denotes the tensor product, b is the bottom
topography, and Gh and Ghu are source functions that may repre-
sent external phenomena, such as evaporation, Coriolis forces, wind
shear stress, or interfacial shear forces. The bottom topography is
assumed to be continuous throughout. The density ρ is assumed
constant in space, although it may vary in time.

One may also consider what will be referred to as the locally
conservative 1LSWE, that is,

∂

∂t
ρh +∇ ⋅ (ρhu) = Gh, (5a)

∂

∂t
u + (u ⋅ ∇)u + g∇(h + b) = 1

ρh
(Ghu − uGh). (5b)

Here, the continuity equation (5a) is unchanged. The various forms
of the one-layer and two-layer equations all use the same form of the
continuity equation.

One particularly striking difference between Eqs. (5) and (4) is
the admissibility of shocks when the height drops to 0. This will be
further discussed in Sec. V A, but the upshot is that such a shock is
impossible in Eq. (4), while in Eq. (5), it is possible with a Froude
number FrLE =

√
2. This is exactly the result by von Kármán17 for

two layer spreading with such shocks. In fact, in Sec. IV, we show
that the locally conservative form correctly captures the two-layer
behavior in certain limits. This result is consistent with previous
results, which show that numerical approaches will fail to solve the
conservation of global momentum.31

B. The two-layer shallow-water equations
The 2LSWE may be written in a general, layerwise form with

arbitrary source terms as

∂

∂t
ρ1h1 +∇ ⋅ (ρ1h1u1) = Gh1 , (6a)

∂

∂t
ρ2h2 +∇ ⋅ (ρ2h2u2) = Gh2 , (6b)

∂

∂t
(ρ1h1u1) +∇ ⋅ (ρ1h1u1 ⊗ u1) +∇(1

2
gρ1h2

1)

= Gh1u1 − gρ1h1∇(h2 + b), (6c)

∂

∂t
(ρ2h2u2) +∇ ⋅ (ρ2h2u2 ⊗ u2) +∇(gρ1h1h2 +

1
2

gρ2h2
2)

= Gh2u2 + gρ1h1∇(h2 + b) − g(ρ1h1 + ρ2h2)∇b, (6d)

where the subscripts 1 and 2 denote the top and bottom layers,
respectively. The coupling between the two layers is captured by
the last source terms on the right-hand side of the momentum
equations.

This form was originally described by Ovsyannikov22 and is
referred to in more recent works as “the conventional two-layer
shallow-water model.”32
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C. 2LSWE forms that are reducible to one-layer
approximations

Conservation of momentum can be considered at three differ-
ent scales:

1. The globally conservative form where the total momentum is
conserved.

2. The layerwise conservative form [Eq. (6)] where the momen-
tum in each layer is conserved.

3. The locally conservative form where the local momentum, or
velocity, is conserved.

Although these formulations are equivalent for smooth solu-
tions, they are not generally equivalent, as will be further discussed
in Sec. II D. The layerwise formulation is not easily reducible to a
one-layer model. The remaining two approaches can be converted
to an effective one-layer approximation, and our analysis will cover
both. In the locally conservative form, we combine Eqs. (6c) and (6d)
with Eqs. (6a) and (6b) to give equations for velocity rather than
momentum. Using the product rule for differentiation,

∇ ⋅ (ρihiui ⊗ ui) = ui∇ ⋅ (ρihiui) + ρihi(ui ⋅ ∇)ui,

we arrive at the set of equations which we shall refer to as the locally
conservative version of the 2LSWE,

∂

∂t
ρ1h1 +∇ ⋅ (ρ1h1u1) = Gh1 , (7a)

∂

∂t
ρ2h2 +∇ ⋅ (ρ2h2u2) = Gh2 , (7b)

∂

∂t
u1 + (u1 ⋅ ∇)u1 +∇[g(h1 + h2 + b)]

= 1
ρ1h1
(Gh1u1 − u1Gh1), (7c)

∂

∂t
u2 + (u2 ⋅ ∇)u2 +∇[g(ρ1

ρ2
h1 + h2 + b)]

= 1
ρ2h2
(Gh2u2 − u2Gh2). (7d)

For a comprehensive study of the well-posedness of the locally
conservative 2LSWE, see, for instance, Ref. 46.

When conserving the total momentum, the sum of Eqs. (6c)
and (6d) is used, which has the advantage of eliminating the inter-
action between the layers. However, this approach requires an
additional conservation law. Ostapenko47,48 showed that the addi-
tional conservation law should be the difference between Eqs. (7d)
and (7c). Ostapenko used these equations in a study of the well-
posedness of the 2LSWE. The resulting equations, which we will
refer to as the globally conservative version of the 2LSWE, read

∂

∂t
ρ1h1 +∇ ⋅ (ρ1h1u1) = Gh1 , (8a)

∂

∂t
ρ2h2 +∇ ⋅ (ρ2h2u2) = Gh2 , (8b)

∂

∂t
(ρ1h1u1 + ρ2h2u2) +∇ ⋅ (ρ1h1u1 ⊗ u1 + ρ2h2u2 ⊗ u2)

+∇(1
2

gρ1h2
1 + ρ1gh1h2 +

1
2
ρ2gh2

2)

= Gh1u1 + Gh2u2 − g(ρ1h1 + ρ2h2)∇b, (8c)

∂

∂t
(u2 − u1) + (u2 ⋅ ∇)u2 − (u1 ⋅ ∇)u1 −∇(gδh1) = J, (8d)

where

J = Gh2u2 − u2Gh2

ρ2h2
− Gh1u1 − u1Gh1

ρ1h1

and where we have defined

δ := ρ2 − ρ1

ρ2
. (9)

D. The Rankine-Hugoniot condition
When two sets of equations are equivalent in the classical sense,

they may not be equivalent in the weak sense, that is, when inter-
preted as distributions.49–51 In the 2LSWE, Eqs. (6)–(8) are equiva-
lent for smooth solutions but not for weak solutions. In particular,
these equations will give different shock velocities. We shall next
discuss the mathematical framework used to analyze such disconti-
nuities, the Rankine-Hugoniot condition, named after Rankine and
Hugoniot who first introduced it.52–54

The Rankine-Hugoniot condition states the following. Assume
that u satisfies a general scalar conservation equation

∂

∂t
u(t, x) +∇ ⋅ q(t, x) = J (10)

in the weak sense, where J is some source term that does not involve
the derivatives of u. Furthermore, assume that u has a discontinu-
ity along some curve Γ. For any function f, define the jump across
a discontinuity as [[ f ]] ≡ fr − fl, where fr ≡ limε→0+ f (ξ + εn̂) and fl
≡ limε→0− f (ξ + εn̂). The Rankine-Hugoniot condition then states
that the discontinuity at any point ξ ∈ Γ propagates along the
outward-pointing normal vector n̂ with a speed S. This speed is
called the shock speed and satisfies the relation

S[[u]] = n̂ ⋅ [[q]]. (11)

Similarly, if u satisfies a general vector conservation equation,

∂

∂t
u(x, t) +∇ ⋅ (a⊗ b) +∇q(x, t) = J, (12)

then if there is some discontinuity in u, we have the result

S[[u]] = [[n̂ ⋅ (a⊗ b) + qn̂]]. (13)

Equations (11) and (13) can be directly applied to the mass con-
servation equations and the conservation law for the total momen-
tum, respectively. In one dimension, the Rankine-Hugoniot con-
ditions can also be applied to the locally conservative momentum
equation. In two dimensions, the term u ⋅ ∇u renders the Rankine-
Hugoniot condition for the transversal velocity component ill-
defined. Nevertheless, for our purposes, we do not need the Rankine-
Hugoniot condition for the transversal velocity component. See
Appendix A for a discussion on this. In the layerwise momentum
equation, the interaction term ∝h1∇h2 makes the normal compo-
nent for the momentum equations ill-defined, which is why we must
exclude this formulation of the 2LSWE from the analysis.
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We derive the Rankine-Hugoniot conditions in Appendix A
and find that for the locally conservative 2LSWE [Eqs. (7c) and
(7d)],

S[[ui]] ⋅ n̂ =
⎡⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎣

1
2
(n̂ ⋅ ui)2 + g(ρ1

ρ2
)

i−1

h1 + gh2

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎦
, (14)

where as before i = 1, 2 denotes the layer. Similarly, for the globally
conservative 2LSWE [Eqs. (8c) and (8d)], we find

S[[ρ1h1u1 + ρ2h2u2]] = [[(n̂ ⋅ u1)ρ1h1u1 + (n̂ ⋅ u2)ρ2h2u2]]

+ [[1
2

gρ1h2
1 + ρ1gh1h2 +

1
2
ρ2gh2

2]]n̂ (15)

and

Sn̂ ⋅ [[u2 − u1]] =
⎡⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎣

1
2
[(n̂ ⋅ u2)2 − (n̂ ⋅ u1)2] − gδh1

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎦
. (16)

Finally, we note that in calculations with the Rankine-Hugoniot
condition it is useful to observe that [[ab]] = [[a]]⟨b⟩ + ⟨a⟩[[b]], where
⟨a⟩ = (al + ar)/2.

E. Physical solutions
When PDEs are considered in the weak sense, it is necessary

to impose extra conditions to extract a unique physical solution.
Such conditions are called entropy conditions. In this subsection, we
will introduce one such condition: the energy requirement. For sim-
plicity, we define a physical solution as one that satisfies the energy
requirement.

The energy requirement states that only shocks that dissipate
energy are physical. This translates into requiring that the energy of
the physical solution does not increase in time except from possible
source terms. Energy, in this sense, has the role of a mathemati-
cal entropy.50 However, the word entropy is typically restricted to
convex functions of the solution variables. As has been showed by
Ostapenko,47 energy is indeed a convex function of the globally con-
servative system, but for the locally conservative system, it is convex
only for subcritical flow. Because we here cover both cases, we use
the word energy rather than entropy.

The energy of the 2LSWE reads

E = 1
2
(ρ1h1∣u1∣2 + ρ2h2∣u2∣2)

+ g
⎡⎢⎢⎢⎢⎣
ρ2h2(

1
2

h2 + b) + (1
2

h1 + h2 + b)ρ1h1

⎤⎥⎥⎥⎥⎦
. (17)

This expression is given in terms of parameters that are already
solved for in the 2LSWE. For smooth solutions, we may therefore
combine the subequations of the 2LSWE to form a conservation
law for the energy. By exchanging the equality in this conservation
law by an inequality, it can also be fulfilled by weak, discontinuous

solutions. We obtain

∂E
∂t

+∇ ⋅ [q1(g(h1 + h2 + b) +
1
2
∣u1∣2)

+ q2(g(ρ1

ρ2
h1 + h2 + b) +

1
2
∣u2∣2)]

≤ u1 ⋅Gh1u1 + u2 ⋅Gh2u2 −
1
2

gh2
1
∂ρ1

∂t

− gh2(
ρ1

ρ2
h1 +

1
2

h2)
∂ρ2

∂t
+ Gh1(g(h1 + h2 + b) −1

2
∣u1∣2)

+ Gh2(g(ρ1

ρ2
h1 + h2 + b) − 1

2
∣u2∣2), (18)

where qi = ρihiui for short.

III. DERIVATION OF FROUDE NUMBERS FROM
THE 2LSWE

In the following, we briefly illustrate the surprising effectiveness
of the 2LSWE to predict shock speeds despite its underlying assump-
tion of negligible vertical acceleration. To do this, we apply the
Rankine-Hugoniot conditions and the 2LSWE to derive expressions
for the leading edge Froude number (FrLE) of two-layer systems with
the fixed total height.

Shock speeds in two-layer systems with the fixed total height
are important, for instance, in lock-exchange and lock-release prob-
lems, where a heavy fluid is spreading within a lighter fluid inside
a rectangular channel, as illustrated in Fig. 3. Such problems have
been studied extensively, and there are a large number of results
from laboratory experiments available.10,34,55 Moreover, much the-
oretical work has been carried out to model the Froude-number for
flows inside rectangular channels,18,56,57 which means that this is a
good candidate for testing the credibility of shock behavior in the
2LSWE.

Most previous works have focused on fluids with similar den-
sities such that δ ≪ 1 for δ given by Eq. (9). This is referred to
as the Boussinesq case.58 The most commonly used front condi-
tion applied to such flows is the equation for the Froude number
given by Benjamin18 [Eq. (2)]. For instance, Ungarish59 applied the
Froude number by Benjamin as a boundary condition when solving
the 2LSWE for rectangular geometries. They also generalized this to
arbitrary geometries.35

FIG. 3. A sketch of the initial condition for the lock-exchange problem: Two-layer
shallow-water flow in a rectangular channel. The gray fluid is lighter than the blue,
and the initial shock is the vertical line between blue and gray.
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For the particular problem where the two-layer flow is confined
inside a rectangular channel, the sum of the layer depths must be
constant, h1 + h2 = H. In this case, there are no free surfaces. We
therefore add an additional pressure term p0 that may vary in time
and space but is constant in the vertical direction.

We first consider the locally conservative 2LSWE (7) in one
spatial dimension with the added free pressure term,

∂h1

∂t
+

∂

∂x
(h1u1) = 0, (19a)

∂h2

∂t
+

∂

∂x
(h2u2) = 0, (19b)

∂u1

∂t
+

∂

∂x
(1

2
u2

1 + gh2 +
1
ρ1

p0) = 0, (19c)

∂u2

∂t
+

∂

∂x
(1

2
u2

2 + gh2 +
1
ρ2

p0) = 0. (19d)

These are the same equations that were used by Rottman and Simp-
son34 to study spreading of gravity currents. Rottman and Simpson
added Eq. (2) as an additional equation for the Froude number at
the leading edge, but in the following, we will show that a similar
expression for FrLE can be obtained from Eq. (19) directly.

With h1 + h2 constant, the sum of Eqs. (19a) and (19b) implies
that h1u1 + h2u2 is constant in x. If we assume that the total momen-
tum is 0 at the boundary, e.g., due to a wall or because the boundary
is at infinity and the fluids were initially at rest, we may set h1u1
+ h2u2 = 0.

By use of the Rankine-Hugoniot condition (11) to Eqs. (19a)
and (19b), we get

S = u2,l = −
h1,l

h2,l
u1,l,

where, as before, the subscript l indicates the left side of the shock.
We next apply the Rankine-Hugoniot condition to ρ2 (19d) − ρ1
(19c), which gives

S(ρ2S + ρ1
h2,l

h1,l
S) = 1

2
(ρ2S2 − ρ1

h2
2,l

h2
1,l

S2) + ρ2gh2,l − ρ1gh2,l. (20)

After some algebraic manipulation, we find that

Fr2
LE =

u2
2,l

gδh2,l
= 2(1 − α)2

1 − δα(2 − α) , (21)

where α = h2,l/(h2,l + h1,l).
We next consider the globally conservative 2LSWE (8). A

similar analysis and derivation now give

Fr2
LE =

2(1 − α)2(1 − δα/2)
1 − 2δα(1 − α) . (22)

As expected, the different formulation of the 2LSWE leads to differ-
ent expressions for the Froude number.

The Boussinesq approximation is achieved by setting δ = 0,
wherever it is not multiplied by g. In this case, Eqs. (21) and (22)
coincide and give that

FrLE =
√

2(1 − α). (23)

FIG. 4. Froude numbers calculated from the 2LSWE in the Boussinesq case
[Eq. (23)] compared to the equation by Benjamin18 [Eq. (2)].

Figure 4 compares our results from the 2LSWE, Eq. (23), to the
model by Benjamin,18 Eq. (2). As can be seen, the difference is small.
Equation (2) is obtained by balancing forces and does not rely on
any assumptions regarding negligible vertical velocities. The simi-
larity of Eqs. (2) and (23) therefore indicates that the breakdown
of the shallow-water equations in the vicinity of shocks is not so
severe as one would think and as has been repeatedly assumed in
the literature.2,21,33,34

One advantage of the 2LSWE is that it does not use the Boussi-
nesq approximation. The non-Boussinesq case has more recently
received attention in the literature,60,61 and Eqs. (21) and (22) could
be of interest in this regard.

The treatment presented here is under the assumption of negli-
gible mixing between the layers. In systems with mixing, Sher and
Woods62 found that the spreading is slower because the density
difference at the leading edge, and hence the effective gravity, is
reduced with time. With their time-dependent reduced gravity, they
found experimentally that FrLE = 0.90 ± 0.05 for α = 0.37. Inserting
α = 0.37 into Eq. (23), we get FrLE = 0.89. That is, if mixing is taken
into account in the shallow water framework by introducing a slowly
varying time-dependent density difference and possibly some source
terms that do not affect the Rankine-Hugoniot condition, the result-
ing Froude number at the leading edge is in good agreement with
the observed value.

Finally, we note that Priede56 also found an expression for the
Froude number in the 2LSWE with constant height. They restricted
the analysis to the Boussinesq case and got a result, which differs
slightly from Eq. (23). The reason for the deviation is that they
rewrote the equations in terms of new variables, η ∶= h1 − h2 and
ϑ ∶= u1 − u2, and used η and ηϑ as conserved quantities before they
applied the Rankine-Hugoniot condition. This changes the weak
solutions and hence the shock speed.

IV. REDUCING THE TWO-LAYER SYSTEMS TO
EFFECTIVE ONE-LAYER SYSTEMS

In this section, we present a theorem with a constructive proof
that demonstrates that it is possible to reduce the 2LSWE into
an effective one-layer model while preserving the correct behav-
ior of shocks and contact discontinuities. The theorem shows that
this decoupling is possible when the depth of one layer becomes
large compared to the other layer. We show that additional closures
for the shock velocity are not needed, which differs from previous
reductions to one-layer models presented in the literature.

Phys. Fluids 31, 122103 (2019); doi: 10.1063/1.5126168 31, 122103-6

© Author(s) 2019

https://scitation.org/journal/phf


Physics of Fluids ARTICLE scitation.org/journal/phf

A. The constant-height lemma
In the following, we denote by s and d the relatively shallow and

deep layers, respectively. This means that with (s, d) = (1, 2), the top
layer is shallow relative to the bottom layer, and vice versa for (s, d)
= (2, 1). Furthermore, we let f denote the average of f over the region
in which it is defined.

In order to state and prove the theorem, we will use a con-
cept we call source-boundedness. We will also use a lemma that states
that in the indicated limits of the theorem, the relative height of the
deepest layer does not change with time.

Definition 1 (Source-boundedness). Layer i ∈ {1, 2} in a two-
layer shallow-water system is source-bounded if there exists K ∈ R
such that the source terms satisfy ∀hi > K,

∂

∂hi
∣

Ghj

ρihi
∣ < 0 and

∂

∂hi
∣
Ghjuj

ρihi
∣ < 0

for j = 1 and j = 2.

Lemma 1. Let (s, d) = (1, 2) or (2, 1), {Dk}k∈N be a sequence
of increasing real numbers, h0 and f be scalar functions, and q1,0 and
q2,0 be vector functions. Furthermore, consider a 2LSWE system with
initial conditions,

hdk(0, x) = Dk + f (x),
hsk(0, x) = h0(x),
q1k(0, x) = q1,0(x),
q2k(0, x) = q2,0(x),

where layer d is source-bounded and where both layer d and the bot-
tom layer (these are the same if d = 2) have constant average density.
Now, let {(h1k, h2k,q1k,q2k)}k∈N be physical solutions to the 2LSWE
system. If {(hsk, hdk −Dk,qsk,qdk/Dk)}k∈N converge and the first and
second derivatives are uniformly bounded in the regions where they
are well-defined, then

lim
k→∞

hdk(t, x)
Dk

= 1.

Proof. First, note that since the second derivatives are uni-
formly bounded, the mean value theorem implies that the first
derivatives are equicontinuous. Then, since the first derivatives are
also bounded, the Arzelà-Ascoli theorem gives that there is a subse-
quence where the first derivatives are uniformly convergent.63 This
implies that we can interchange the order of limits and differentia-
tion.64 From the definition of the energy in Eq. (17), it is clear that all
terms are non-negative. This, in addition to the fact that the energy
is a convex function of the heights, means that for a system with
constant bottom topography and hi = 1 for i ∈ {1, 2}, the energy
is bounded from below by the height and momentum distributions
that give E = gρi/2. We let Ẽk = 2Ek/D2

k be a scaled energy, and it
follows by insertion that Ẽk(0, x) → gρd as k → ∞. That is, the
scaled energy Ẽk(0, x) approaches the minimal for a system with
hdk(t, x)/Dk = 1 in the limit when k → ∞. Source-boundedness
of the mass source terms implies that hdk/Dk → 1 for all t ∈ R
as k→∞.

Furthermore, since a physical solution must satisfy the energy
conservation (18), it similarly follows by use of the source-
boundedness that

∂Ẽk(0, x)
∂t

≤ 0

in the limit when k → ∞. Because all the terms in Eq. (17) are
non-negative and because the right-hand side of the scaled version
[Eq. (18)] remains 0 as long as the scaled energy remains minimal,
we must have

lim
k→∞
∣Ẽk(t, x) − Ẽk(0, x)∣ = 0. (24)

Assume that ∃ε > 0 and ∀N ∈ N, ∃k > N, such that

∣hdk(t, x)
Dk

− 1∣ > ε.

This implies that hdk(t, x)/Dk deviates from 1 by a term which does
not vanish in the limit k→∞. This contradicts Eq. (24), as discussed
above, so hdk(t, x)/Dk → 1 for all t ∈ R and x ∈ R2 as k→∞. ◻

B. The one-layer approximation theorem
In the following theorem, we show that in the similar limits

as above, the 2LSWE may be reduced to the locally conservative
1LSWE (5) with a reduced gravity, g→ δg with δ as defined in Eq. (9).
In the case where the top layer is shallow relative to the bottom layer,
the bottom topography term drops out of the equation governing the
top layer. As before, we use s ∈ {1, 2} to indicate which layer is shallow
relative to the other such that

∂

∂t
ρshs +∇ ⋅ (ρshsus) = Ghs , (25a)

∂

∂t
us + (us ⋅ ∇)us + δg∇(hs + bs−1) = 1

ρshs
(Ghsus − usGhs). (25b)

Theorem 1. Let (s, d) = (1, 2) or (2, 1), {Dk}k∈N be a sequence
of increasing real numbers, h0 and f be scalar functions, and q1,0 and
q2,0 be vector functions, all defined on Ω ⊆ Rn. Furthermore, consider
2LSWE in the form of Eq. (7) or Eq. (8) with initial conditions

hdk(0, x) = Dk + f (x),
hsk(0, x) = h0(x),
q1k(0, x) = q1,0(x),
q2k(0, x) = q2,0(x),

in which layer d is source-bounded and the density of layer d is con-
stant. Now, let {(h1k, h2k,q1k,q2k)}k∈N be physical solutions to the
2LSWE such that qdk satisfies the boundary condition,

∣qdk(t, x)∣ ≤ K for x ∈ ∂Ω, (26)

with K ∈ R independent of k and where ∂Ω may be at infinity.
If {(hsk, hdk−Dk,qsk,qdk/Dk)}k∈N converge and the first and sec-

ond derivatives are uniformly bounded in the regions where they are
well-defined, then (hs, usk) → (h, u) where (h, u) solves Eq. (25) in
the weak sense, udk → 0, and hdk − Dk → (C − ρd−1

s hs − ρd−1
2 b)/ρd−1

d ,
where C is constant in space. If the domain on which the solution is
defined is infinite in the range or the mass source terms are zero, then
C is equal to C = [ρd−1

s hs + ρd−1
d f + ρd−1

2 b]
t=0

.
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Proof. First, we note that weak solutions of Eqs. (7) and (8) will
be piecewise differentiable and their states on both sides of a discon-
tinuity are connected by a Hugoniot locus. A Hugoniot locus at some
location in phase space is defined as all those states for which there
is a shock speed that satisfies the Rankine-Hugoniot condition.50

To prove the theorem, it is therefore sufficient to show (i) local
convergence for regions where the solution is differentiable and (ii)
that the states that are allowed by the Hugoniot loci of the 2LSWE
[(7) and (8)] converge to those of the 1LSWE (25). As before, we may
interchange the order of limits and differentiation since the second
derivatives are uniformly bounded.

We will first prove (i). This will be done by proving that udk
→ 0 in the limit k → ∞ by the use of the fundamental theorem of
geometric calculus. The reader is referred to Doran and Lasenby65

for an overview of this branch of mathematics. The purpose of using
this theorem is to give a way to explicitly express a vector quantity in
terms of its divergence, curl, and boundary conditions.

From conservation of mass and through source-boundedness
and Lemma 1, we get that

∇ ⋅ (
qdk

Dk
) = Ghd

Dk
− ∂

∂t
ρdkhdk

Dk

k→∞ÐÐÐ→ 0 Ô⇒ ∇ ⋅ udk
k→∞ÐÐÐ→ 0. (27)

Next, we show that also the curl of udk vanishes in the limit k→∞.
In the following, we use A ∧ B to denote the wedge product, or
exterior product, of A and B and A ⊙ B to denote their geomet-
ric product. Applying ∇∧, a generalized curl, from the left of the
velocity equation of Eq. (7) yields

∂wdk

∂t
+∇∧ I−1 ⊙ udk ∧ I−1 ⊙wdk =

∇∧ (Ghdud − udkGhd)
ρdkhdk

, (28)

where wdk ≡ ∇∧udk is a bivector which is equal in magnitude to the
curl of udk but well-defined in any dimension. Here, I−1 = em ∧⋯∧e1,
where ei is the unit vector in direction i and m is the number of
dimensions. Source-boundedness and the fact that wdk = 0 at t = 0
imply that wdk → 0 in the limit k→∞.

From the Helmholtz theorem, we know that a vector field
defined on a finite domain or which goes sufficiently fast to 0 is
uniquely specified by its boundary condition, curl, and divergence.
Using techniques from geometric calculus, we can give an analytic
expression. The fundamental theorem of geometric calculus states
that65

∮
∂V

L(Im−1(x′))dm−1x′ ∫
V

L̇(∇̇ ⊙ Im)dmx′, (29)

where L is any linear function, Im is the pseudoscalar of the tangent
space to V, and Im−1(x) is the pseudoscalar of the tangent space to
∂V at x. The vector derivative is ∇ ⊙ A = ∇ ⋅A + ∇ ∧ A, and the
overdot indicates where it acts. That is, the integrand on the right-
hand side of Eq. (29) is∑i∂iL(ei ⊙ Im). See, for instance, the textbook
by Doran and Lasenby.65

Let V be some region where udk is differentiable and let

L(A) = G⊙ A⊙ udk =
x′ − x

Sm−1∣x′ − x∣m
⊙ A⊙ udk, (30)

where G is the Green’s function for the vector derivative, mean-
ing that ∇ ⊙ G(x′, x) = δ(x − x′) and Sm−1 is the volume of the

(m − 1)-sphere. Equation (29) then states that

udk(x) =
I−1

m

Sm−1
⊙
⎧⎪⎪⎨⎪⎪⎩
(−1)m ∫

V

x′ − x
∣x′ − x∣m ⊙ Im ⊙ [∇ ⋅ udk(x′)

+ wdk(x′)]dmx′ + ∮
∂V

x′ − x
∣x′ − x∣m ⊙ Im−1(x′)

⊙udk(x′)dm−1x′
⎫⎪⎪⎬⎪⎪⎭

. (31)

The surface integral can be decomposed into one vector com-
ponent whose integrand is proportional to udk ⋅ n̂ and one triplet-
vector component whose integrand is proportional to u ∧ n̂. Only
the vector component will contribute to udk. To show that udk → 0,
it remains only to show that the last integral in Eq. (31) goes to zero.
This is proved in part (ii) by showing that limk→∞ n̂ ⋅ udk is contin-
uous. By applying Eq. (29) with L given by Eq. (30) on a domain
which does not include x, the only contribution comes from sur-
face integral in the limit k → ∞ because limk→∞∇ ⋅ udk + wdk = 0
everywhere. Im−1 has opposite sign on opposite sides on surfaces, so
surface integrals from neighboring domains cancel as limk→∞udk is
continuous. Thus, we can extend the integral over ∂V to an inte-
gral over ∂Ω by applying the fundamental theorem of geometric
calculus in the neighboring domains. From Eq. (26) with Lemma
1, we get that limk→∞udk must vanish on ∂Ω. Hence, limk→∞udk = 0
everywhere.

From the momentum equations in Eq. (7), then

∇[ρd−1
1k h1k + ρd−1

2k (h2k + b)] =
⎛
⎝
Ghdud − udkGhd

ρdkhdk
− ∂udk

∂t

− (udk ⋅ ∇)udk
⎞
⎠
ρd−1

dk → 0, (32)

and so in the limit k→∞, ρd−1
s hs +ρd−1

d (hdk−Dk)+ρd−1
2 b is constant

in space. Finally, plugging this into the equation for us in Eq. (7) or
Eq. (8), we get Eq. (25). In the regions where the solution is differ-
entiable, the various formulations of the 2LSWE, Eqs. (6)–(8), are
equivalent. This completes the proof of (i).

For the proof of (ii), we will compare the Hugoniot loci of the
2LSWE in the limit k → ∞ to the Hugoniot locus of Eq. (25). Let
γ := 1/⟨hd⟩. In Appendix B, we show that the full set of Rankine-
Hugoniot conditions for the 2LSWE [Eqs. (7) and (8)] may be
written as

S[[ρshs]] = n̂ ⋅ [[ρshsus]], (33a)

Sn̂ ⋅ [[us]] = [[
1
2
(n̂ ⋅ us)2 + δghs]] + g1(γ, S, hs, n̂ ⋅ us, n̂ ⋅ ud), (33b)

[[ρd−1
1 h1 + ρd−1

2 h2]] = g2(γ, S, hs, n̂ ⋅ us, n̂ ⋅ ud), (33c)

Sn̂ ⋅ [[ud]] = g3(γ, S, hs, n̂ ⋅ us, n̂ ⋅ ud), (33d)

where

g3 = γS[[hd]](S − ⟨n̂ ⋅ ud⟩). (34)
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For Eq. (7),

g1 = γ[[hd]](S − ⟨n̂ ⋅ ud⟩)2, (35)

g2 =
ρd−1

2

g
g1. (36)

For Eq. (8) with d = 1,

g1 = (γ[[h1]](S − ⟨n̂ ⋅ u1⟩)2 + δg g2)n̂ (37)

and

g2 =
γ
g
⎛
⎝

S
ρ1
[[ρ2h2n̂ ⋅ u2]] −

1
ρ1
[[ρ2h2(n̂ ⋅ u2)2]]

+ [[h1]](S⟨n̂ ⋅ u1⟩ − ⟨(n̂ ⋅ u1)2⟩) − g⟨h2⟩[[h1]] −
ρ2

2ρ1
[[h2

2]]

+ [[h1]](S − ⟨n̂ ⋅ u1⟩)(S − 2⟨n̂ ⋅ u1⟩)
⎞
⎠

. (38)

Finally, for Eq. (8) with d = 2,

g1 = γ[[h2]](S − ⟨n̂ ⋅ u2⟩)2 (39)

and

g2 =
γ
g
⎛
⎝

S[[ρ1h1n̂ ⋅ u1]] − [[ρ1h1(n̂ ⋅ u1)2]] + Sρ2[[h2]]⟨n̂ ⋅ u2⟩

− ρ2[[h2]]⟨(n̂ ⋅ u2)2⟩ − [[1
2

gρ1h2
1]] − ρ1g⟨h1⟩[[h2]]

+ ρ2[[h2]](S − ⟨n̂ ⋅ u2⟩)(S − 2⟨n̂ ⋅ u2⟩)
⎞
⎠

. (40)

In particular, we note that g1, g2, and g3 vanish for γ = 0 in all cases.
Next, we notice that Eq. (33) with γ = 0 is exactly the Rankine-

Hugoniot relations for the locally conservative 1LSWE (25) together
with the conditions that ρd−1

1 h1 + ρd−1
2 h2 is constant and ud = 0.

From Lemma 1, it follows that limk→∞γ = 0. Thus, the Hugoniot
loci match and this concludes the proof of the theorem. ◻

C. Discussion of the theorem
Theorem 1 shows that we may approximate the thinnest layer

of the 2LSWE with the locally conservative 1LSWE where g → (1
− ρ1/ρ2)g according to Eq. (25). The approximation becomes more
accurate when the depth of the deepest layer is increased without
increasing momentum or other key properties. Figure 5 shows a
sketch of how the two-layer cases converge to one-layer cases when
we increase the “depth,” Dk.

The interesting part about Theorem 1 is not that smooth solu-
tions of the 2LSWE can be approximated by solutions of the 1LSWE.
It is rather that a particular form of the 1LSWE, the locally con-
servative form, also captures weak solutions, meaning that it gives
the correct shock speeds and relations between height- and velocity-
distributions at either sides of discontinuities. This is important
because while 1LSWE have been used to model two-layer spread-
ing before, it has always been under the assumption that one must
use additional equations at discontinuities in order to account for
the effects of the additional layer.

FIG. 5. A sketch of how the two layers converge to one-layer cases with increasing
Dk for both cases (s, d) = (1, 2) and (s, d) = (2, 1).

A surprising implication of this result is that it suggests that the
shallow water framework works better to describe shocks than one
would anticipate from the assumption of negligible vertical accelera-
tion. By analytical and experimental considerations not related to the
shallow water framework, it has been found that the Froude number
at the leading edge of a spreading fluid in a two-layer system lies in
the range [1,

√
2].2,5,18,19,21,33 Theorem 1 implies that this is also true

in the shallow water model. Using the Rankine-Hugoniot condition
of the locally conservative 1LSWE, we get FrLE =

√
2.

From a practical standpoint, the result presented in this paper
makes it more straightforward to use the shallow-water framework
to model two-layer flow with discontinuous distributions, such as
oil-spills. Previous numerical schemes which have been created to
ensure that the height- and velocity-distributions satisfy front con-
ditions, which typically involves FrLE, have had to track the position
of the leading edge and alter the solution.33,66 In contrast, when
using the 1LSWE, which correctly captures shocks of 2LSWE, one
automatically obtains numerical solutions that satisfy the Rankine-
Hugoniot conditions and hence satisfies the front-condition
FrLE =

√
2.

Finally, we remark that the mathematical tools used to prove
Theorem 1 are not directly applicable to the layerwise formula-
tion of the 2LSWE (6). One way to possibly find if there is a
one-layer model also for the layerwise 2LSWE is to viscously reg-
ularize the equations by an added viscosity. How viscosity looks
in the shallow water framework is for instance given in Ref. 67.
Adding viscosity smooths out discontinuities and renders the inter-
action term h1∇h2 well-defined. The equations can then be inves-
tigated numerically by studying how shocks emerge when the
viscosity coefficient is reduced. They can also be investigated ana-
lytically by looking at traveling wave solutions inside the emerging
shocks.

V. CASES FOR THE ONE-DIMENSIONAL DAM-BREAK
PROBLEM

In this section, we present the cases that will be used to inves-
tigate Theorem 1 numerically. The cases represent variations of the
one-dimensional dam-break problem.45 In the two-layer dam-break
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FIG. 6. A simple sketch of the one-dimensional dam-break problem.

problem, a lighter fluid of height h1 spreads on top of a heavier
fluid of height h2 as shown in Fig. 6. The problem has been fre-
quently used in the literature as a benchmark case for spreading
models.68–70

In the following, we first consider the dam-break problem in an
unrestricted spatial domain (“case 0”). This case will be used for con-
vergence analyses. We next consider the dam-break problem with a
reflective wall boundary-condition (“case R” for “reflective”), which
is used both to compare qualitative differences between the forms of
the 1LSWE and 2LSWE and to compare results with experimental
data on two-layer spreading. An overview of the cases is provided in
Fig. 7.

A. Case 0: Dam-break in an unrestricted spatial
domain

The initial conditions for the standard, one-dimensional dam-
break problem that is not restricted in the flow-direction are

FIG. 7. A tabular overview of initial conditions for the various test cases. The cases
Ra, Rb, and Rc all have reflecting walls to the left and differ in the initial configu-
ration of the fluids. Note that case Rc uses the same initial conditions as Ra with
s = 1.

h1(t = 0, x) = {h0 if x ≤ 0,
0 if x > 0,

h2(t = 0, x) = H − (1 − δ)h1,

u1(t = 0, x) = 0,

u2(t = 0, x) = 0,

(41)

where h0 is constant.
In this particular case, the corresponding one-layer problem

has self-similar analytic solutions for both variants of the 1LSWE.
With the standard 1LSWE (4), there is the well-known Ritter solu-
tion,71

h(x, t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

h0 if x ≤ −c0t,
h0
9 (2 −

x
c0t )

2
if − c0t < x ≤ 2c0t,

0 if 2c0t < x,
(42a)

u(x, t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 if x ≤ −c0t,
2
3(c0 + x

t ) if − c0t < x ≤ 2c0t,
0 if 2c0t < x,

(42b)

where c0 =
√
δgh0. This solution is obtained from the assumption

that Eq. (4) is valid across discontinuities, as is normally the case
when working with the 1LSWE. For the locally conservative form
(5), the analytic solution is

h(x, t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

h0 if x ≤ −c0t,
h0
9 (2 −

x
c0t )

2
if − c0t < x ≤ (2−

√
2)c0t

1+
√

2
,

4h0

(2+
√

2)2 if (2−
√

2)c0t
1+
√

2
< x ≤ 2c0t

1+
√

2
,

0 if 2c0t
(1+
√

2) < x,

(43a)

u(x, t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if x ≤ −c0t,
2
3(c0 + x

t ) if − c0t < x ≤ (2−
√

2)c0t
1+
√

2
,

2c0

1+
√

2
if (2−

√
2)c0t

1+
√

2
< x ≤ 2c0t

1+
√

2
,

0 if 2c0t
1+
√

2
< x.

(43b)

A sketch of the two solutions for h is shown in Fig. 8. One
can see that the Ritter solution expands more than 2.4 times faster
than the solution of the locally conservative form. The latter solu-
tion is the only one with a discontinuous height profile, and it has a
constant Froude number of FrLE =

√
2 at the leading edge.

FIG. 8. A sketch of the Ritter solution (42) and Eq. (43) for the one-layer dam-break
problem.
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B. Case Ra: Quantify inaccuracies in the one-layer
approximation

In case Ra, the initial conditions are the same as for case 0
[Eq. (41)]. However, a reflective wall is placed to the left of the dam
at position x = −L with boundary conditions (∂xh)(x = −L, t) = 0 and
u(x = −L, t) = 0. The reflective wall removes the self-similarity of the
solution, which enables a study of how the accuracy of the one-layer
approximation from Theorem 1 evolves in time.

We also consider a variant of this case where the top layer
becomes deep, i.e., s = 2 in Theorem 1. Here, the initial conditions
become

h1(t = 0, x) = H − h2,

h2(t = 0, x) = {h0 if x ≤ 0,
0 if x > 0,

(44)u1(t = 0, x) = 0,

u2(t = 0, x) = 0,

where again h0 is constant.

C. Case Rb: Effect of nonzero depth on both
sides of dam

Case Rb is a variant of case Ra where the initial conditions are
relaxed to allow a nonzero depth to the right of the dam, that is,

h1(t = 0, x) = {h0,a if x ≤ 0,
h0,b if x > 0,

h2(t = 0, x) = H − (1 − δ)h1,
(45)

u1(t = 0, x) = 0,

u2(t = 0, x) = 0.

In this case, the difference between the solutions of the locally and
globally conservative 1LSWE will be less notable because both give
shocks. This case will be used to show that the locally conservative
1LSWE capture the quantitative behavior of two-layer cases that is
not captured by the globally conservative 1LSWE.

D. Case Rc: Comparison to dam-break experiments
Finally, in case Rc we compare numerical results of the dam-

break case with experimental results for liquid-on-liquid spreading.

In particular, we compare the spreading radius predicted by the one-
layer approximation from Theorem 1 [Eq. (25)] and by the two-layer
equations to two sets of experimental results. We use the same initial
conditions as in case Ra, that is, Eq. (41) with a reflective wall at
x = −L.

The first set of experiments is from Suchon,72 who studied the
spreading of oil on water. He used a 2.5 m long and 0.62 m wide
channel with glass walls. The initial dam was controlled by a thin alu-
minum plate that was manually removed to start the experiment. We
use initial conditions corresponding to 4 different runs by Suchon
(see Table I). The initial depth of water in the experiments was about
30 cm, which is nearly twice the initial heights.

The second set of experiments that will be considered are those
presented by Chang, Reid, and Fay.73 They studied fluids at cryo-
genic temperatures (cryogens) spreading on water and presented
both experimental results and model predictions. In their model,
they used the same empirical boundary condition for the spreading
rate as discussed in Sec. III.74 We will demonstrate that their exper-
imental results can be reproduced to a high accuracy without any
empirical boundary condition or model for the spreading rate.

It should be noted that the experimental setup by Chang, Reid,
and Fay73 deviates from the dam-break case in that the initial reser-
voir of the cryogen is emptied through a large slit. The spreading
then occurred inside a cylinder of length 4 m with an inside diameter
of 16.5 cm where half of the volume was filled with water. However,
the case should be well approximated by a dam-break since the slit
height is of the same order of magnitude as that of the leading edge
of the spreading liquid. To the best of our knowledge, the numerical
predictions by Chang, Reid, and Fay were also based on the dam-
break case. Chang, Reid, and Fay do not list the initial height and
width of the released cryogens, only the initial volumes. The initial
conditions are therefore estimated based on the description of the
apparatus given by Chang and Reid.74 We assume that the spreading
occurs in a channel of the same width as that of the experiment. We
then estimated the area of the release tank and used this to find an
estimate for the initial height and width from a given initial volume.
The initial conditions used are listed in Table I.

To accurately represent the spreading of cryogens, it is neces-
sary to account for evaporation due to heat flow from the water and
surrounding air. The evaporation gives a source term in the mass
conservation laws. We follow Chang, Reid, and Fay73 and include
constant evaporation rates of 0.16 kg m−2 s−1 for methane and

TABLE I. Initial conditions used by the one-dimensional dam-break experiments. The experiments by Suchon are with oil
spreading on water, while those from Chang, Reid, and Fay are liquified methane and liquified nitrogen spreading on water.

Authors Experiment Spill volume (L) Height h0 (cm) Width L (cm) δ

Suchon Run 11 10 16.51 10.16 0.1
Suchon Run 14 7.7 16.637 7.62 0.1
Suchon Run 17 5.1 10.9982 7.62 0.1
Suchon Run 18 5.1 16.51 5.08 0.1
Chang, Reid, and Fay 2 L methane 2.0 17.3 7 0.746
Chang, Reid, and Fay 2 L nitrogen 2.0 17.3 7 0.34
Chang, Reid, and Fay 0.75 L methane 0.75 6.5 7 0.746
Chang, Reid, and Fay 1 L nitrogen 1.0 8.7 7 0.34
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0.201 kg m−2 s−1 for nitrogen in the mass balances. These values are
the same as those used by Chang, Reid, and Fay, which are based on
experimental studies of the relevant substances.75 Evaporation leads
to the formation of bubbles in the liquid, which reduces its density.
Chang, Reid, and Fay called this reduced density the effective cryo-
genic density, and they estimated it based on experimental results
to be 660 kg m−3 for nitrogen and 254 kg m−3 for methane. Sim-
ilar to Chang, Reid, and Fay, we will use reduced densities in our
simulations as well. Finally, Chang, Reid, and Fay reported the for-
mation of some ice on the water surface downstream of the cryogen
distributor. This effect is not accounted for in the models, although
it is also not expected to have a large impact on the spreading
rates.

VI. NUMERICAL RESULTS
In this section, we will discuss results from the cases described

in Sec. V. The equations are discretized spatially using a finite-
volume scheme. We employ the FORCE (first-order centered) flux76

and the second-order MUSCL (Monotonic Upstream-Centered
Scheme for Conservation Laws) reconstruction with a minmod lim-
iter45 in each finite volume. The solutions are advanced in time
with a standard third-order three-stage strong stability-preserving
Runge-Kutte method.77 Although some of the equations have terms
that are in general not conservative, e.g., the convective term in the
locally conservative 2LSWE (7), it should be noted that these become
conservative when the equations are restricted to a single spatial
dimension. The Courant-Friedrichs-Lewy (CFL)-number is 0.9 for
all cases.

For quantification of errors, we use the L1 norm, which for a
function y : Ω→ R is defined as

∥y∥1 ≡ ∫Ω
∣y(x)∣dnx. (46)

We present numerical results for the cases described in Sec. V
for δ of 0.6 and 0.7, which are similar to those of cryogenic spills on
water (see, for instance, Table I). To find the height and velocity dis-
tributions in the one-layer model for other values of δ, a temporal
scaling is all that is needed. This is because the equations are invari-
ant under the transformations δg → λδg, t →

√
λ
−1

t and us →
√
λus

for all λ. We find that the convergence is also similar for other
values of δ.

A. Case 0: Dam-break in an unrestricted spatial
domain

In case 0, the dam-break occurs in a one-dimensional, spa-
tially unrestricted domain. We solved this case with the parame-
ters h0 = 1 m and δ = 0.7 with 400 grid cells on the domain x/c0t
∈ (−2, 2). The initial depth, H, was increased stepwise from the
initial value, H = h0, to obtain a larger height difference between
the layers. The results presented in Fig. 9 show that the locally
conservative 2LSWE converge toward the analytic solution of the
locally conservative 1LSWE when H increases. A higher value of
H translates into increasing Dk in Theorem 1. This figure demon-
strates a general trend found for the agreement between the 1LSWE
and the 2LSWE, namely, that the locally conserved 1LSWE become
an increasingly good approximation to the complete 2LSWE with
increasing H.

FIG. 9. Comparison of solutions of the local 2LSWE with increasing depths, H
(blue lines) to the analytic solution of the locally conservative 1LSWE for case 0.
As H increases, the 2LSWE solution approaches the 1LSWE solution.

Figure 10 shows the normalized difference in L1 for the
top-layer height between the analytic solution [Eq. (43)] and the
solutions obtained with the 2LSWE, h̃1 and h1, respectively (∥h1

− h̃1∥1/∥h0∥1). The differences are shown as a function of the initial
depth, H. The circles correspond to the locally conservative 2LSWE
(7), the triangles correspond to the globally conservative 2LSWE (8),
and the solid line indicates a slope of −1. The plot shows that the
difference between the globally and the locally conservative 2LSWE
is small as expected. Other relevant variables, such as h2, u1, and u2,
were found to exhibit a similar behavior.

B. Case Ra: Quantify inaccuracies in the one-layer
approximation

In case Ra, a reflective wall is placed at x = −L (cf. Sec. V B). The
case was solved with the parameters h0 = 1 m, L = 2 m, and δ = 0.6.
The domain width was 15 m, and 1000 grid cells were used.

FIG. 10. The L1 difference of the top-layer height, h1, between analytic solutions
of case 0 and solutions with the 2LSWE for different initial depths, H. The circles
correspond to the locally conservative 2LSWE, and the triangles correspond to the
globally conservative 2LSWE. The line indicates a slope of −1.
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We first compare the two situations s = 1 (the top layer is
shallow) and s = 2 (the bottom layer is shallow) (cf. Theorem 1).
Figure 11 shows a dam break in the left column (s = 1) and the cross
section of a gravity current in the right column (s = 2) at t = 3 s. An
illustration of the initial configurations is presented at the top of this
figure. The globally conservative 2LSWE (green lines) are compared
with the locally conservative 1LSWE (green lines) and the glob-
ally conservative 1LSWE (red lines). For the dam break case (right
column), we initialize the bottom layer in a perturbed state where
the depth h2 is constant. This is done to show that a perturbation
of the initial solution of the relatively deep layer does not prevent
the 2LSWE to converge to the one-layer approximation when the
depth increases. As the depths increase, we see that the solutions
of the 2LSWE converge toward the locally conservative 1LSWE as
predicted by the theorem.

To quantify how the solutions of the 2LSWE converge to those
of the locally conservative 1LSWE, we will compare the solutions
at various times, initial depths, H, and initial widths, L. We con-
sider solutions of the globally conservative 2LSWE and the locally
conservative 1LSWE and evaluate two quantifiable differences. In
Fig. 12(a), the L1 difference of the top-layer height, ∥h2LSWE

1 −
h1LSWE

1 ∥1/h0L, is plotted for varying times and depths, H/h0.
Figure 12(b) shows the difference of the leading edge position at t =
5 s, |r2LSWE − r1LSWE|/h0, for varying initial depths, H/h0, and widths,
L/h0. The position of the leading edge is here defined as the smallest
x-value where the top layer is thinner than 10−4 m. Figure 12 shows
that the differences in h1 decrease with time, which is reasonable

since the spreading fluid becomes gradually thinner. As expected,
the differences decrease with increasing value of H/h0. Similar to
case 0, the errors in the variables h2, u1, and u2 as quantified by the
L1 norm exhibit the same trends as the top layer height (not shown).
Furthermore, this figure also shows that the difference of the leading
edge position decreases with decreasing width, which is reasonable
because the spreading fluid becomes thinner as the initial volume
decreases.

It is also interesting to see how the rate of spreading evolves
with increasing depth, H. Figure 13 shows the leading edge position
as a function of time for the two variants of the 1LSWE and the glob-
ally conservative 2LSWE for different depths H. Again, we observe a
rapid convergence of the 2LSWE to the locally conservative 1LSWE.
In addition, for this case, we observe that the spreading rate from
the globally conservative 1LSWE is higher than that from the full
2LSWE.

C. Case Rb: Effect of nonzero depth at both sides of
dam

In case Rb, the dam break was initialized according to Eq. (45)
with a nonzero depth at both sides of the dam. The case was solved
with the parameters δ = 0.6, L = 4 m, H = 50 m, h0,a = 2 m, and h0,b
= 0.5 m. The width of the domain is 15 m, and the results are again
computed with 1000 grid cells.

Figure 14 shows the height distributions at time t = 3 s
for both the globally and locally conserved 1LSWE and for both

FIG. 11. Height distribution of the two layers in a dam-break
problem at t = 3 s solved with the locally conserved 1LSWE
(25) (blue lines), the globally conserved 1LSWE (4) (red
lines), and the globally conserved 2LSWE (8) (green lines).
The solid lines and dashed lines indicate h1 + h2 and h2,
respectively.
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FIG. 12. A quantitative comparison of solutions from the globally conservative
2LSWE and the locally conservative 1LSWE for case Ra, showing (a) the L1

difference in top-layer height and (b) the difference in leading edge position at
t = 5 s.

versions of the 2LSWE, Eqs. (7) and (8) at different depths H.
The solutions of both formulations of the 1LSWE have shocks,
but the shock velocities differ. As expected, the height profiles of
the locally and globally conservative 2LSWE are similar; however,
they are only in agreement with the locally conservative 1LSWE.
This figure shows that the locally conservative 1LSWE should be
used for accurate representation of the position of the leading
edge.

D. Case Rc: Comparison to spreading experiments
Figures 15 and 16 present a comparison of the spreading rates

predicted from the one-layer approximation from Theorem 1 (green

FIG. 13. The position of leading edge as a function of time for case Ra. The blue
lines show the result for 2LSWE with various depths.

solid line) with the experiments described in Sec. V D (symbols) and
with the full 2LSWE (blue dashed lines). All cases were solved with
2000 grid cells. A comparison to the simpler Fay model [Eq. (3)] with
β = 1.31 is also included for the Suchon experiments (orange dotted
lines).

We find good agreement between the one-layer approxima-
tion and available experimental data. The deviation in the spreading
radius was calculated as the relative difference in the L1 norm, that
is,

dev(rexp, rsim) =
∥rexp − rsim∥
∥rexp∥

.

The deviation in the spreading radius is 4.5% for oil on water,
which is significantly better than the Fay model, where the average

FIG. 14. Height profiles of h2 and h1 + h2 at t = 3 s of solutions to case Rb with
the different formulations of the 1LSWE and 2LSWE. “Loc” and “Glob” denote the
locally conservative and globally conservative formulation, respectively.
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FIG. 15. The spreading distance of oil on water as a function of time. A comparison
of results from the locally conservative 1LSWE, the globally conservative 2LSWE,
the Fay model, and experimental data from Suchon.72

deviations are 12.6%. For the cryogenic fluids, the deviations in the
spreading radius were 10.2% for methane on water and 4.2% for
nitrogen on water.

We remark that in the experiments, the depth of the water
is not much larger than the initial depth of the spreading liquid.
In the experiments by Suchon, it is about twice the initial height
of the oil, and in the cryogen experiments by Chang, Reid, and
Fay, it is about the same as the initial cryogen height. However,
it is shown in Fig. 12(b) that the difference between the predicted
spreading distance from the 2LSWE and the one-layer approxima-
tion after 5 s is still small, even at these initial depths. In all cases,
the initial width L is less than half the initial width, and so we
expect a deviation at 5 s that is smaller than 0.2 times the initial
height h0.

A comparison of the green solid lines (1LSWE) and the blue
dashed lines (2LSWE) in Fig. 15 confirms a very good agreement
between the two formulations. For Fig. 16, and especially for the
2L cases where the initial height is large compared to the water
depth, the discrepancy is larger. We find that the deviation in the
L1 norm between the one-layer approximation and 2LSWE results
is between 0.7% and 5.5% for all cases. In the 2L cryogen experi-
ments, we observe that the discrepancy is reducing after some time.
This is consistent with Fig. 12(a). The evaporation that occurs dur-
ing the spreading of cryogenic fluids likely accelerates the decrease in
error.

FIG. 16. The spreading distance of liquid methane (CH4) and nitrogen (N) on water
as a function of time. A comparison of results from the locally conservative 1LSWE
and experiments by Chang, Reid, and Fay.73

The results indicate that the proposed one-layer approxima-
tion may be used as an approximation to the 2LSWE even for cases
where the depth ratio is small, as long as the main interest is to pre-
dict the spreading distance. However, in these cases one should not
expect that the one-layer approximation captures all of the qualita-
tive flow patterns that are captured by the 2LSWE. In Fig. 17, we
compare the profiles of the top layer at three different times for
the 1LSWE (green solid lines) and the 2LSWE (blue dashed lines).
The observed spreading distance from the corresponding experi-
ments is marked by red dots. We see that the 2LSWE capture a
more complex behavior, especially in the early phase of the flow,
but as expected, the agreement between the profiles improves with
time.

Finally, we note that Chang, Reid, and Fay73 also solved the
1LSWE numerically, but with an imposed boundary condition with
FrLE = 1.28 at the leading edge. They motivated the use of a con-
stant Froude number at the leading edge by frequent use in the
previous literature dealing with spreading of nonboiling fluids. They
treated the value of FrLE as a parameter that depends on the appa-
ratus and must be determined experimentally and found that FrLE
= 1.28 worked best for their apparatus. The analysis in this paper
shows that the constant Froude number can in fact be derived
from the 2LSWE. That is, as the relative depth of the bottom layer
increases, FrLE approaches to

√
2 from below. Moreover, our anal-

ysis shows that FrLE =
√

2 is true also for boiling liquids and
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FIG. 17. A comparison of height profiles
produced by the one-layer approximation
and the globally conservative 2LSWE at
different times for the 2L liquid methane
case.

even when including other relevant source terms in the 2LSWE
model.

VII. CONCLUSIONS
We have presented a comprehensive study of two-layer spread-

ing where the depth of one layer is significantly larger than that
of the other. The main result is that the two-layer shallow-water
equations can be approximated by an effective one-layer model with
an effective gravitational constant, as described in Theorem 1. In
the literature, the globally conservative one-layer momentum equa-
tions are frequently used. We have demonstrated both analytically
and numerically that the locally conservative momentum equations
should be used instead for a precise representation with an effective
one-layer model.

Earlier works in the literature have made use of an additional
boundary condition for the speed of the leading edge as a closure
relation for the one-layer spreading model. The speed is typically
represented in terms of a constant Froude number, which is adjusted
to match experimental data so that FrLE ∈ [1,

√
2]. We have shown

that this boundary condition can in fact be derived from the full
two-layer shallow water equations. By using the locally conservative
version of the one-layer shallow water equations with the effective
gravitational constant (1 − ρ1/ρ2)g, the one-layer model correctly
captures the behavior of shocks and contact discontinuities. In par-
ticular, the one-layer model results in FrLE =

√
2, which is exactly the

same as the theoretical predictions by von Kármán,17 Benjamin,18

and Ungarish19 in the limit captured by Theorem 1.
By using the same mathematical tools that were used to derive

the one-layer approximation in Theorem 1, we derived an expres-
sion for the Froude number at the front of a spreading fluid inside
a rectangular cavity from the full two-layer shallow water equations.
The expression that we obtained from the analysis of the shallow-
water equations is in good agreement with the expression by Ben-
jamin. The agreement between these expressions suggests that the
validity breakdown of the shallow-water equations in the vicinity of
shocks is less severe than previously suggested.

We compared to available experimental data for one-
dimensional dam break experiments and found good agreement
between the one-layer model derived in this work and experiments,
where the mean relative deviation in the spreading radius was 4.5%

for oil on water, 10.2% for methane on water, and 4.2% for nitro-
gen on water. The spreading radius from the one-layer and two-layer
descriptions could hardly be distinguished from each other after 10 s
of spreading, but the fluid profiles from the two formulations dif-
fered at short times. In comparison, the mean relative deviation in
the spreading radius of the Fay model was 12.6% for oil on water.

The treatment in this paper has also included source terms, as
long as they are source-bounded. Source terms representing Coriolis
forces are not source-bounded as defined in Sec. IV because they are
proportional to the depth. Thus, they are not covered by the present
analysis. It should be possible to include Coriolis-like source terms
in the analysis because although they are proportional to the depth,
they are also proportional to the flow velocity which vanishes with
increasing depth in the deep layer. Since Coriolis forces are rele-
vant particularly for the modeling of geophysical phenomena, they
represent an attractive possibility for future work.
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APPENDIX A: DERIVING RANKINE-HUGONIOT
CONDITIONS

To obtain the Rankine-Hugoniot condition for the 2LSWE, we
use an approach similar to that of Smoller.78 Consider a shock along
Γ which is normal to n̂ and let ϕ be a test function with compact
support D, which lies in the xnt-plane.

Consider first the locally conservative system. Because the
velocity ui is a weak solution, the normal component must satisfy

∫
D

⎛
⎝
ϕtn̂ ⋅ ui + ϕn

⎡⎢⎢⎢⎢⎣

1
2
(n̂ ⋅ ui)2 + (ρ1

ρ2
)

i−1

gh1

+ gh2 + gb
⎤⎥⎥⎥⎥⎦
− ϕJi
⎞
⎠

dxndt = 0, (A1)
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where the subscript on ϕ denotes partial differentiations and

Ji = uT
i ∂T(n̂ ⋅ ui) −

n̂ ⋅ (Ghiui − uiGhi)
ρihi

, (A2)

where uT
i is the tangential component of ui and ∂T is differentiation

with respect to the tangential direction. The integrand in Eq. (A1)
is a normal function, and hence we can seperate the integral into
two, one for each region where the velocities and heights are dif-
ferentiable. Call these regions D1 and D2. Because the solution is
differentiable inside these regions, we may use Green’s theorem and
obtain

∫
Dj

⎛
⎝
ϕtn̂ ⋅ ui + ϕn

⎡⎢⎢⎢⎢⎣

1
2
(n̂ ⋅ ui)2 + (ρ1

ρ2
)

i−1

gh1 + gh2 + gb
⎤⎥⎥⎥⎥⎦
−ϕJi
⎞
⎠

dxndt

= ∫
Dj

⎛
⎝
∂

∂t
(ϕn̂ ⋅ ui) +

∂

∂xn

⎡⎢⎢⎢⎢⎣
ϕ
⎛
⎝

1
2
(n̂ ⋅ ui)2

+(ρ1

ρ2
)

i−1

gh1 + gh2 + gb
⎞
⎠

⎤⎥⎥⎥⎥⎦

⎞
⎠

dxndt

= ± lim
ε→0∫Γ±εxn

ϕ
⎛
⎝

⎡⎢⎢⎢⎢⎣

1
2
(n̂ ⋅ ui)2 + (ρ1

ρ2
)

i−1

gh1

+ gh2 + gb
⎤⎥⎥⎥⎥⎦

dt − n̂ ⋅ uidxn
⎞
⎠

(A3)

because ϕ vanish on the boundary of D. Equation (A1) is obtained
by adding Eq. (A3) with j = 1 and j = 2. Because Eq. (A1) must hold
for all test functions, we obtain the Rankine-Hugoniot condition for
the normal velocity component,

S[[n̂ ⋅ ui]] =
⎡⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎣

1
2
(n̂ ⋅ ui)2 + g(ρ1

ρ2
)

i−1

h1 + gh2

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎦
. (A4)

For the globally conservative system, a similar treatment yields

S[[ρ1h1u1 + ρ2h2u2]] = [[(n̂ ⋅ u1)ρ1h1u1 + (n̂ ⋅ u2)ρ2h2u2]]

+ [[1
2

gρ1h2
1 + ρ1gh1h2 +

1
2
ρ2gh2

2]]n̂ (A5)

and

Sn̂ ⋅ [[u2 − u1]] =
⎡⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎣

1
2
[(n̂ ⋅ u2)2 − (n̂ ⋅ u1)2] − gδh1

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎦
. (A6)

The treatment presented above is not applicable for the tangen-
tial component of the velocity equations because they involve a term
on the form n̂ ⋅ui∂nuT

i . Note that the tangential velocity components
do not enter any of the other Rankine-Hugoniot conditions and that
the equations are consistent if the tangential component are contin-
uous across shocks. Requiring [[uT

i ]] = 0 has the additional advantage
of making n̂ ⋅ ui∂nuT

i well defined as the product of n̂ ⋅ ui and ∂nuT
i .

Otherwise the distribution n̂ ⋅ui∂nuT
i cannot be decomposed without

relying on some mollification scheme.
Ostapenko48 proposed that in the two-dimensional case one

can use a Rankine-Hugoniot condition for the vorticity instead
of the tangential velocity component. Unfortunately, the proposed

equation works only if one assumes [[uT
i ]] = 0. A conservation law

for the quantity ∂1ui,2 − ∂2ui,1 ≡ wi can be obtained by taking dis-
tributional derivatives of the different components of the velocity
equation, yielding

∂wi

∂t
+∇ ⋅ (wiui + J⊥i ) = 0, (A7)

where

J⊥i =
1

ρihi
(Ghiui ,2 − ui,2Ghi

−Ghiui ,1 + ui,1Ghi

). (A8)

It may be tempting from Eq. (A7) to conclude that the vorticity must
obey the jump condition,

S[[wi]] = [[win̂ ⋅ ui + n̂ ⋅ J⊥i ]]. (A9)

However, this is only true if the vorticity wi can be interpreted as a
normal function. If the tangential velocity component is discontinu-
ous across the shock, the vorticity would have a contribution similar
to a delta distribution at the shock. In that case, one cannot seperate
the integral into two as was done in the derivation above, and the
Rankine-Hugoniot condition would gain an additional contribution
from the delta-like term.

For the purposes of this paper, we can ignore the tangential
velocity components across jumps. The relevant equation in the one
layer system is equal in both the globally conservative two-layer sys-
tem and in the locally conservative two-layer system in the relevant
limits. Solutions of the two-layer systems are therefore also solutions
of the locally conservative one-layer system.

APPENDIX B: RANKINE-HUGONIOT CONDITIONS FOR
2LSWE

In this appendix, we will show that the Rankine-Hugoniot con-
ditions for the 2LSWE may be written as Eq. (33), repeated here for
convenience,

S[[ρshs]] = n̂ ⋅ [[ρshsus]], (B1a)

Sn̂ ⋅ [[us]] = [[
1
2
(n̂ ⋅ us)2 + δghs]] + g1(γ, S, hs, n̂ ⋅ us, n̂ ⋅ ud), (B1b)

[[ρd−1
1 h1 + ρd−1

2 h2]] = g2(γ, S, hs, n̂ ⋅ us, n̂ ⋅ ud), (B1c)

Sn̂ ⋅ [[ud]] = g3(γ, S, hs, n̂ ⋅ us, n̂ ⋅ ud). (B1d)

Here, g1 and g2 differ for Eqs. (7) and (8), while g3 will be the
same. Furthermore, we will show that all of g1, g2, and g3 vanish
when γ = 0. Note that Eq. (B1a) follows directly from Eq. (11) applied
to the shallowest layer.

We first consider g3, which can be obtained from mass con-
servation of layer d. The scalar Rankine-Hugoniot condition (11)
immediately yields

S[[hd]] = n̂ ⋅ [[hdud]] Ô⇒ n̂ ⋅ [[ud]] =
[[hd]]
⟨hd⟩
(S − ⟨n̂ ⋅ ud⟩) =

g3

S
,

where we used that [[ab]] = [[a]]⟨b⟩ + ⟨a⟩[[b]]. This gives

g3 = γS[[hd]](S − ⟨n̂ ⋅ ud⟩). (B2)

Next, we consider the expressions for g1 and g2. We first con-
sider the locally conservative momentum equations [(7c) and (7d)].
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We apply the Rankine-Hugoniot condition (14) with i = d and insert
Eq. (B2) to obtain

[[ρd−1
1 h1 + ρd−1

2 h2]] =
ρd−1

2 [[hd]]
g⟨hd⟩

(S − ⟨n̂ ⋅ ud⟩)2, (B3)

that is,

g2 =
ρd−1

2

g
γ[[hd]](S − ⟨n̂ ⋅ ud⟩)2. (B4)

Now consider Eq. (14) with i = s,

Sn̂ ⋅ [[us]] =
⎡⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎣

1
2
(n̂ ⋅ us)2 + g(ρ1

ρ2
)

s−1

h1 + gh2

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎦
. (B5)

If we consider the cases s = 1 and s = 2 separately and use that d − 1
= 2 − s, we find from Eq. (B3) that

⎡⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎣
g(ρ1

ρ2
)

s−1

h1 + gh2

⎤⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎦
= [[δghs]]+(

ρ1

ρ2
)

s−1

γ[[hd]](S−⟨n̂ ⋅ ud⟩)2, (B6)

where δ = 1 − ρ1/ρ2, as defined in Eq. (9). Inserting into Eq. (B4), we
get that

Sn̂ ⋅ [[us]] = [[
1
2
(n̂ ⋅ us)2 + δghs]] + g1, (B7)

with

g1 = (
ρ1

ρ2
)

s−1

γ[[hd]](S − ⟨n̂ ⋅ ud⟩)2. (B8)

Finally, we consider the globally conservative momentum
equations [(8c) and (8d)]. We first consider the case where d = 2.
If we take the scalar product of the Rankine-Hugoniot conditions
[Eqs. (15) and (16)] with n̂ and use Eq. (B2), we obtain

[[ρ1h1 + ρ2h2]] =
1

g⟨h2⟩
⎛
⎝

S[[ρ1h1n̂ ⋅ u1]] − [[ρ1h1(n̂ ⋅ u1)2]]

+ Sρ2[[h2]]⟨n̂ ⋅ u2⟩ − ρ2[[h2]]⟨(n̂ ⋅ u2)2⟩

− [[1
2

gρ1h2
1]] − ρ1g⟨h1⟩[[h2]] + ρ2[[h2]]

× (S − ⟨n̂ ⋅ u2⟩)(S − 2⟨n̂ ⋅ u2⟩)
⎞
⎠

, (B9a)

Sn̂ ⋅ [[u1]] = [[
1
2
(n̂ ⋅ u1)2 + gδh1]] +

[[h2]]
⟨h2⟩
(S − ⟨n̂ ⋅ u2⟩)2, (B9b)

that is,
g1 = γ[[h2]](S − ⟨n̂ ⋅ u2⟩)2 (B10)

and

g2 =
γ
g
⎛
⎝

S[[ρ1h1n̂ ⋅ u1]] − [[ρ1h1(n̂ ⋅ u1)2]]

+ Sρ2[[h2]]⟨n̂ ⋅ u2⟩ − ρ2[[h2]]⟨(n̂ ⋅ u2)2⟩

− [[1
2

gρ1h2
1]] − ρ1g⟨h1⟩[[h2]]

+ ρ2[[h2]](S − ⟨n̂ ⋅ u2⟩)(S − 2⟨n̂ ⋅ u2⟩)
⎞
⎠

. (B11)

Next, we consider the case when d = 1. We may then write
Eq. (15) as

[[h1 + h2]] = g2 =
γ
g
⎛
⎝

S
ρ1
[[ρ2h2n̂ ⋅ u2]]

− 1
ρ1
[[ρ2h2(n̂ ⋅ u2)2]] + [[h1]](S⟨n̂ ⋅ u1⟩

− ⟨(n̂ ⋅ u1)2⟩) − g⟨h2⟩[[h1]] −
ρ2

2ρ1
[[h2

2]]

+ [[h1]](S − ⟨n̂ ⋅ u1⟩)(S − 2⟨n̂ ⋅ u1⟩)
⎞
⎠

. (B12)

We then insert this into Eq. (16) to get

Sn̂ ⋅ [[u2]] = [[
1
2
(n̂ ⋅ u2)2 + δgh2]]

+ (γ[[h1]](S − ⟨n̂ ⋅ u1⟩)2 + δg g2), (B13)

which gives

g1 = (γ[[h1]](S − ⟨n̂ ⋅ u1⟩)2 + δg g2). (B14)
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