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Abstract: Degradation such as fouling has significant negative impact on the efficiency of
process manufacturing. Creating transparency about degradation is essential in the operations of
the plants. This paper focuses on the state estimation of fouling in a multipurpose batch process,
and the problem is formulated using an industrial case study. Due to the lack of a good model
of fouling, the state estimation is integrated with parameter estimation using the expectation
maximization (EM) algorithm, where the variational approximation method is employed for the
intermediate robust state estimation in the E -step. The proposed state estimation is applied in
the case study, which demonstrates the efficacy of the estimation of a recipe-independent key
performance indicator for the batch-to-batch fouling.
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1. INTRODUCTION

In process industries, it is inevitable that the performances
of the plants degrade during their lifetime. Fouling, a
typical degradation in chemical plants, refers to undesir-
able accumulation of residues in internal or external sur-
faces of equipment, which results in significant economic
loss (Ibrahim, 2012). Many studies, such as Teruel et al.
(2005), Radhakrishnan et al. (2007) and Rodriguez and
Smith (2007), applied data analytics and optimization
approaches in fouling problems, and most of the published
studies dealt with continuous processes. Compared to con-
tinuous processes, batch processes present a wide oper-
ating range, irreversible behavior and repetitive nature
(Bonvin, 2006), which brings challenges to the modeling
and optimization considering degradation. A case study
of a chemical batch process is considered in this paper,
where the batch reactors along with the heat exchangers
suffer from fouling. Fouling that evolves from batch to
batch leads to an increase in the pressure drop across the
exchangers. Eventually, plant shutdowns for cleaning of
the units are required to avoid a system failure. Neverthe-
less, frequent cleaning leads to increasing time of shutdown
and therefore a decrease in the capacity of production.
Finding a reliable key performance indicator (KPI) for the
degree of fouling become requisite for the optimization of
any operations that are affected by fouling. One of the
solutions is the use of state estimation.

First-principle models are usual when implementing state
estimation in industrial applications. In some cases, such
a model is not available, and the state estimation problem
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has to be solved in combination with parameter estima-
tion, see Zia et al. (2008), where a data-driven model is
employed. Shumway and Stoffer (1982) and Gibson and
Ninness (2005) proposed the application of the expectation
maximization (EM) algorithm for system identification
using Gaussian linear models, in which both model param-
eters and hidden states are estimated iteratively. Gaussian
distributions present good analytical properties for linear
models, but it cannot handle outliers which results in ro-
bustness issues such as inaccurate estimates for both model
parametes and states. As an alternative, the Student’s t-
distribution provides an option to handle potential outliers
through its heavy-tailed shape and therefore improves the
accuracy of estimation (Liu and Rubin, 1995). Agamen-
noni et al. (2012) proposed a variational approximation
solution to a robust linear state estimation problem, where
the heavy-tailed measurement noise is modeled using in-
versed Wishart distributed covariance parameters. Zhu
et al. (2013) applied the variational Bayesian method in
the robust sensor fusion problem with t-distributed noise
terms to estimate both the states and noise parameters.

Compared to the state estimation problems in Agamen-
noni et al. (2012) and Zhu et al. (2013), this paper focuses
on smoothing of fouling indicators in the historical batch
data without any known models. A linear state-space-form
structure is employed to describe the fouling dynamics,
in which a t-distributed noise term is applied to handle
outliers in the industrial data. The state estimation of the
fouling KPI is combined with the model parameter esti-
mation based on the EM framework, where the variational
approximation is taken as the E -step of the EM algorithm
to calculate the intermediate state estimates. The main
contribution of this paper is the integration of the EM
algorithm and the variational approximation for robust
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Fig. 1. Batch process schematics: reaction section

state estimation of the fouling KPI in an industrial exam-
ple. The remainder of this paper is structured as follows.
The problem formulation for the case study is presented
in Section 2. The robust state estimation using the EM
framework is included in Section 3. The state estimation
results of the case study are illustrated in Section 4 and
conclusions are drawn in Section 5.

2. PROBLEM FORMULATION

The multipurpose batch plant in the considered example
produces many types of products according to the recipes.
In each batch run, raw materials are discharged and
blended in a vessel according to the recipe, and the blended
fluid is discharged into the reaction section as shown in
Fig. 1. The polymerization starts with the inflow of the
initiator, and the reactor temperature is controlled during
the exothermic reaction using two parallel recirculation
loops including pumps and heat exchangers.

The reaction section is highly prone to fouling. During
the reaction phase, polymer residuals are accumulated
in the reactor and heat exchangers. One of the main
impacts of fouling is the reduced heat transfer from the
product to the coolant, which results in longer batches
by limiting the cooling capacity. Moreover, fouling leads
to an increased pressure drop over the heat exchanger
resulting in a smaller recirculation flow. As a result, the
reaction section needs to be shut down and cleaned once
the residuals approach an unacceptable level. As shown in
Fig. 2, the pressure drop measurement for overall batch
is increasing, which matches the fouling trend from batch
to batch; within an individual batch, the pressure drop,
which is affected by the varying operating condition such
as temperature, fails to indicate the actual fouling trend;
therefore, a batch-to-batch fouling indicator is developed
by sampling the pressure drop at the starting point of the
reaction in each batch (denoted as asterisks in Fig. 2),
where the operation conditions keep the same. The fouling
indicator is depicted in Fig. 3, which shows a periodic
pattern for the evolution of fouling with repeated cleaning
operations denoted by the red circle. The concept of
campaign is the batch series between two consecutive
cleanings, in which the evolution of fouling varies and is
independent among different campaigns (Wu et al., 2018).
As Fig. 3 illustrates with the denotation from Recipe
Group (RG) 1 to RG 4, the fouling indicator is also recipe-
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dependent due to varying physical properties in different
recipes. It is necessary to develop a recipe-independent
KPI to avoid confusion in the fouling indication.

In this paper, we aim to develop state estimation for a
recipe-independent fouling KPI, which can be further used
in the modelling of fouling evolution. Wu et al. (2018)
employed a static model to fit the fouling indicator and
calculated biases of the indicator values due to different
recipes. To improve the performance of model fitting, we
employ a state space model to describe the batch-to-batch
fouling dynamics within campaigns as presented in Eq. 1.
Because of the lack of the first-principle model, a linear
first-order model structure is employed to describe the
evolution of the fouling KPI from batch to batch. The
parameters of the state equations are set to be campaign-
dependent to fit the varying dynamics of campaigns as
illustrated in Fig. 3. Besides, a set of linear function factors
is used in the measurement equation to model the recipe
effects on the fouling indicator.

xj
k+1 = Ajx

j
k +Bj + wj

k

yjk = Crj
k
xj
k +Drj

k
+ ejk

(1)

where, the observed data set consists of the fouling in-
dicator yjk and the group identifier of the recipe rjk ∈
I = {1, 2, ...,M}, and M is the total number of the
recipe groups; the hidden state set includes the recipe-
independent fouling KPI xj

k; the subscript and superscript
j ∈ J = {1, 2, ..., L} refer to the jth campaign, and L is
the number of campaigns in the picked historical data; the
subscript k denotes the kth batch in the jth campaign;
for instance, xj

k denotes the fouling KPI at the kth batch
of the jth campaign, where k ∈ K = {1, 2, . . . , Nj} and
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the length of campaign Nj varies according to the fouling
evolution; {(Aj , Bj)|j ∈ J} is the parameter set for the
campaign-depended state equation, while {(Ci, Di)|i ∈ I}
is for the recipe-dependent measurement equation; Ci acts
as the slope factor between the state and the observation,
while Di is the corresponding intercept term; the initial
state xj

1 is assumed to be identical independent distributed

(i.i.d) Gaussian xj
1 ∼ N(µx, σ

2
x); the process noise wj

k

is assumed to follow i.i.d Gaussian wj
k ∼ N(0, σ2

wj); the

measurement noise ejk is assumed to follow i.i.d Student’s

t-distribution ejk ∼ t(0, σ2
e , ν) in consideration of mea-

surement outliers. The expression of the t- distribution
is presented as follows (Liu and Rubin, 1995; Fang and
Jeong, 2008):

ejk =
Γ(v/2 + 1/2)

Γ(v/2)
√
πσ2

e

· (1 +
ejk

2

νσ2
e

)−
v+1
2 (2)

where σ2
e refers to the variance, and ν denotes the degree

of freedom; Gamma function Γ(z) =
∫∞
0

yz−1e−ydy; the
t-distribution can be further decomposed by introducing
variance scaling variables sjk: e

j
k|s

j
k follows Gaussian dis-

tribution, and sjk is i.i.d Gamma distributed:

ejk|s
j
k ∼ N(0, σ2

e/s
j
k), sjk|ν ∼ Γ(ν/2, ν/2) (3)

where sjk depends on the degree of freedom ν; as ν goes

to infinity, sjk equals 1 with probability 1, and ejk becomes

Gaussian distributed; while as ν gets closer to zero, ejk
becomes heavy-tailed; the variance scaling variable sk
plays an important role in giving lower weight for outlier
data, and therefore improve the performance of both the
modeling and state estimation.

3. METHODOLOGY

In this section, the maximum likelihood (ML) estimation
approach is employed to estimate both the parameters and
the hidden variables in the fouling model (1).

3.1 Revisit of EM algorithm

The log likelihood can be written as a function of the
parameter set Θ as follows:

L(Θ) = lnP (Cobs|Θ) = ln

∫
P (Cobs, Cmis|Θ)dCmis (4)

where, Cobs is the observed data set, and Cmis is the
missing/hidden data or state set; the hidden variables
may make maximizing (4) difficult, and the integral over
hidden variables can be intractable (Beal et al., 2003).
By introducing an auxiliary distribution over missing data
q(Cmis), a tractable lower bound F (q(Cmis),Θ) on L(Θ)
is obtained using Jensen’s inequality, given as:

L(Θ) �
∫

q(Cmis) lnP (Cobs, Cmis|Θ)dCmis−
∫

q(Cmis) ln q(Cmis)dCmis ≡ F (q(Cmis),Θ)

(5)

A variant ML approach called the Expectation Maxi-
mization (EM) algorithm solves the parameter estimation
problem in the presence of hidden variables (Dempster
et al., 1977). The EM algorithm maximizes the lower
bound F (q(Cmis),Θ) in an iterative framework, which

consists of two iterative procedures as the E step and the
M step. In the E step, it infers posterior distributions over
hidden variables given the previous parameter estimate
by maximizing F (q(Cmis),Θ) with respect to q(Cmis); the
part that is a function of Θ in the lower bound (5) is known
as Q function Q(Θ|Θ(n)); in the M step, new parameter
set Θ(n+1) is obtained by maximizing the lower bound or
the Q function with respect to Θ.

E step: q(Cmis)(n) = arg max
q(Cmis)

F (q(Cmis),Θ(n))

Q(Θ|Θ(n)) = Eq(Cmis)(n)
lnP (Cobs, Cmis|Θ)

M step: Θ(n+1) = argmax
Θ

Q(Θ|Θ(n))

(6)

Here, the subscript (n) denotes the iteration number;
starting from an initial parameter set Θ(0), the iterations
repeat until some convergence criteria are met, and L(Θ)
reaches to a local maxima (Moon, 1996). More discussion
about initialization and convergence of the EM algorithm
can be found in McLachlan and Krishnan (2007).

3.2 ML estimation approach using EM algorithm

In the batch-based fouling model (1), Cobs consists of the
fouling indicator and the recipe identity throughout the
historical batch series Y = {yjk|k ∈ K, j ∈ J}, R =

{rjk|k ∈ K, j ∈ J}, while Cmis is the set of the fouling

states and the variance scaling variables (X = {xj
k|k ∈

K, j ∈ J}, S = {sjk|k ∈ K, j ∈ J}); the model pa-
rameter set Θ includes the state equation parameters
{(Aj , Bj)|j ∈ J}, the measurement equation parameters
{(Ci, Di)|i ∈ I}, the initial state and the noise term
parameters {µx, σ

2
x, σ

2
e , σ

2
wj , ν|j ∈ J}. To start with the

application of the EM algorithm, the Q function is derived
as follows:

Q(Θ|Θ(n)) = Eq(S,X)(n)
lnP (Y, S,X,R|Θ)

=Eq(S,X)(n)
{

L∑
j=1

Nj−1∑
k=1

lnP (xj
k+1|x

j
k,Θ)

+

L∑
j=1

Nj∑
k=1

M∑
i=1

P (rjk = i) lnP (yjk|x
j
k, s

j
k, r

j
k = i,Θ)

+

L∑
j=1

lnP (xj
1|Θ) +

L∑
j=1

Nj∑
k=1

lnP (sjk|Θ)}+ C

(7)

where C is the constant term lnP (R). The log likelihood
functions are further derived as follows:

lnP (yj
k
|xj

k
, sj

k
, rj

k
= i,Θ) = −

1

2
ln

σ2
e

sj
k

−
(yj

k
− Cix

j
k
−Di)

2

σ2
e/s

j
k

lnP (xj
k+1

|xj
k
,Θ) = −

1

2
lnσ2

w −
(xj

k+1
−Ajx

j
k
−Bj)

2

σ2
wj

lnP (xj
1|Θ) = −

1

2
lnσ2

x −
(xj

1 − µx)2

σ2
x

lnP (sj
k
|Θ) = − ln Γ(

ν

2
) +

1

2
ν ln(

ν

2
) + (

ν

2
− 1) ln sjk −

ν

2
sj
k

The expectation terms in the Q function are computed
using the posterior distribution q(S,X)(n), where the
derivation of the E step (state estimation) are presented
in Section 3.3. In the M step, the Q function is maximized
with respect to Θ, and the derived parameter updating
expressions are presented in Appendix A. However, it is
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measurement noise ejk is assumed to follow i.i.d Student’s

t-distribution ejk ∼ t(0, σ2
e , ν) in consideration of mea-

surement outliers. The expression of the t- distribution
is presented as follows (Liu and Rubin, 1995; Fang and
Jeong, 2008):

ejk =
Γ(v/2 + 1/2)

Γ(v/2)
√
πσ2

e

· (1 +
ejk

2

νσ2
e

)−
v+1
2 (2)

where σ2
e refers to the variance, and ν denotes the degree

of freedom; Gamma function Γ(z) =
∫∞
0

yz−1e−ydy; the
t-distribution can be further decomposed by introducing
variance scaling variables sjk: e

j
k|s

j
k follows Gaussian dis-

tribution, and sjk is i.i.d Gamma distributed:

ejk|s
j
k ∼ N(0, σ2

e/s
j
k), sjk|ν ∼ Γ(ν/2, ν/2) (3)

where sjk depends on the degree of freedom ν; as ν goes

to infinity, sjk equals 1 with probability 1, and ejk becomes

Gaussian distributed; while as ν gets closer to zero, ejk
becomes heavy-tailed; the variance scaling variable sk
plays an important role in giving lower weight for outlier
data, and therefore improve the performance of both the
modeling and state estimation.

3. METHODOLOGY

In this section, the maximum likelihood (ML) estimation
approach is employed to estimate both the parameters and
the hidden variables in the fouling model (1).

3.1 Revisit of EM algorithm

The log likelihood can be written as a function of the
parameter set Θ as follows:

L(Θ) = lnP (Cobs|Θ) = ln

∫
P (Cobs, Cmis|Θ)dCmis (4)

where, Cobs is the observed data set, and Cmis is the
missing/hidden data or state set; the hidden variables
may make maximizing (4) difficult, and the integral over
hidden variables can be intractable (Beal et al., 2003).
By introducing an auxiliary distribution over missing data
q(Cmis), a tractable lower bound F (q(Cmis),Θ) on L(Θ)
is obtained using Jensen’s inequality, given as:

L(Θ) �
∫

q(Cmis) lnP (Cobs, Cmis|Θ)dCmis−
∫

q(Cmis) ln q(Cmis)dCmis ≡ F (q(Cmis),Θ)

(5)

A variant ML approach called the Expectation Maxi-
mization (EM) algorithm solves the parameter estimation
problem in the presence of hidden variables (Dempster
et al., 1977). The EM algorithm maximizes the lower
bound F (q(Cmis),Θ) in an iterative framework, which

consists of two iterative procedures as the E step and the
M step. In the E step, it infers posterior distributions over
hidden variables given the previous parameter estimate
by maximizing F (q(Cmis),Θ) with respect to q(Cmis); the
part that is a function of Θ in the lower bound (5) is known
as Q function Q(Θ|Θ(n)); in the M step, new parameter
set Θ(n+1) is obtained by maximizing the lower bound or
the Q function with respect to Θ.

E step: q(Cmis)(n) = arg max
q(Cmis)

F (q(Cmis),Θ(n))

Q(Θ|Θ(n)) = Eq(Cmis)(n)
lnP (Cobs, Cmis|Θ)

M step: Θ(n+1) = argmax
Θ

Q(Θ|Θ(n))

(6)

Here, the subscript (n) denotes the iteration number;
starting from an initial parameter set Θ(0), the iterations
repeat until some convergence criteria are met, and L(Θ)
reaches to a local maxima (Moon, 1996). More discussion
about initialization and convergence of the EM algorithm
can be found in McLachlan and Krishnan (2007).

3.2 ML estimation approach using EM algorithm

In the batch-based fouling model (1), Cobs consists of the
fouling indicator and the recipe identity throughout the
historical batch series Y = {yjk|k ∈ K, j ∈ J}, R =

{rjk|k ∈ K, j ∈ J}, while Cmis is the set of the fouling

states and the variance scaling variables (X = {xj
k|k ∈

K, j ∈ J}, S = {sjk|k ∈ K, j ∈ J}); the model pa-
rameter set Θ includes the state equation parameters
{(Aj , Bj)|j ∈ J}, the measurement equation parameters
{(Ci, Di)|i ∈ I}, the initial state and the noise term
parameters {µx, σ

2
x, σ

2
e , σ

2
wj , ν|j ∈ J}. To start with the

application of the EM algorithm, the Q function is derived
as follows:

Q(Θ|Θ(n)) = Eq(S,X)(n)
lnP (Y, S,X,R|Θ)

=Eq(S,X)(n)
{

L∑
j=1

Nj−1∑
k=1

lnP (xj
k+1|x

j
k,Θ)

+

L∑
j=1

Nj∑
k=1

M∑
i=1

P (rjk = i) lnP (yjk|x
j
k, s

j
k, r

j
k = i,Θ)

+

L∑
j=1

lnP (xj
1|Θ) +

L∑
j=1

Nj∑
k=1

lnP (sjk|Θ)}+ C

(7)

where C is the constant term lnP (R). The log likelihood
functions are further derived as follows:

lnP (yj
k
|xj

k
, sj

k
, rj

k
= i,Θ) = −

1

2
ln

σ2
e

sj
k

−
(yj

k
− Cix

j
k
−Di)

2

σ2
e/s

j
k

lnP (xj
k+1

|xj
k
,Θ) = −

1

2
lnσ2

w −
(xj

k+1
−Ajx

j
k
−Bj)

2

σ2
wj

lnP (xj
1|Θ) = −

1

2
lnσ2

x −
(xj

1 − µx)2

σ2
x

lnP (sj
k
|Θ) = − ln Γ(

ν

2
) +

1

2
ν ln(

ν

2
) + (

ν

2
− 1) ln sj

k
−

ν

2
sj
k

The expectation terms in the Q function are computed
using the posterior distribution q(S,X)(n), where the
derivation of the E step (state estimation) are presented
in Section 3.3. In the M step, the Q function is maximized
with respect to Θ, and the derived parameter updating
expressions are presented in Appendix A. However, it is
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difficult to find an analytical solution for the parameter
ν due to the complex nonlinear structure. Instead, a
numerical optimization method is employed to obtain ν
from the following nonlinear programming problem:

ν(n+1) = argmax
ν

L∑
j=1

Nj∑
k=1

Eq(sj
k
)(n)

lnP (sjk|ν) (8)

which is solved numerically as a nonlinear programming
problem, using the MATLAB fmincon function.

3.3 Robust state estimation with t-distributed noise terms

In this section, an approximate inference to the state
estimation with t-distributed noise terms is presented.
Given the estimate model parameter Θ(n), the robust state
estimation is carried out as the E step when implementing
the EM algorithm. Considering the independence of states
in different campaigns, the state estimation is implemented
for campaigns separately. The superscript and subscript j
denoting the campaign index are omitted for notational
simplicity, and the model representation is given as:

xk+1 = Axk +B + wk

yk = Crkxk +Drk + ek
(9)

In the E step, maximizing the lower bound of the log like-
lihood L(Θ(n)), F (q(X,S),Θ(n)), with respect to q(X,S)
yields q(X,S) = P (X,S|Y,R,Θ(n)). The hidden variables
X and S are coupled and present difficulties in calculating
the exact posterior probability analytically. An approxi-
mation approach is considered by adopting the variational
appropriation (Beal et al., 2003), where the posterior
is constrained to be a simpler factorized approximate
q(X,S) ≈ q(X)q(S). With the absence of the statistical
dependencies between state X and scaling variable se-
quences S, analytical approximations of q(X) and q(S)
are available in an iterative framework. The local maxima
of the log likelihood lower bound is reached and the state
estimates converge after a number of iterations. The new
lower bound F (q(X), q(S),Θ(n)) is derived according to
the equation (5), given as:

F (q(X), q(S),Θ(n)) =

∫
q(S)

[ ∫
q(X)·

ln
P (Y,X,R|S,Θ(n))

q(X)
dX + ln

P (S|Θ(n))

q(S)

]
dS

(10)

By taking functional derivatives of F (q(X), q(S),Θ(n))
with respect to both q(X) and q(S), the lower bound is
optimized iteratively using the following updates:

q(X)(t+1) = CX exp[Eq(S)(t) lnP (Y,X,R|S,Θ(n))]

q(S)(t+1) = CS exp[Eq(X)(t+1)
lnP (Y, S,R|X,Θ(n))]

(11)

where, subscript (t) denotes the iteration number for the
variational approximation; CX and CS are the normal-
ization constants to force the normalization of q(X) and
q(S); q(X)(t+1) is obtained by fixing q(S) as q(S)(t), and
q(S)(t+1) is obtained by fixing q(X) as q(X)(t+1). As q(S)

can be factorized in this form: q(S) =
∏N

k=1 q(sk), q(sk) is
further derived as:

q(sk)(t+1) =Csk exp[Eq(xk)(t) lnP (yk|xk, rk, sk,Θ(n))+

lnP (sk|Θ(n))] (12)

The conjugate prior distribution of sk is Gamma distribu-
tion, and posterior q(sk) is also a Gamma distribution (Liu

and Rubin, 1995; Fang and Jeong, 2008); therefore, the
distribution parameter of q(sk) is derived by rearranging
the exponential terms in (12), given as:

sk|q(·) ∼ Γ(
ν + 1

2
,
ν + δ

(t)
k

2
)

where, δ
(t)
k is the information term including yk and

q(xk)(t), denoting as δ
(t)
k = Eq(xk)(t)(yk − Crkxk −

Drk)
2/σ2

e ; the expectation terms in δ
(t)
k are calculated and

presented in Appendix B. The distribution q(X) cannot be
marginalized in a similar way as q(S) due to the state dy-
namics. Instead, the parameter of the marginalized distri-
bution q(xk) and q(xk, xk−1) are calculated using Kalman
methods (Shumway and Stoffer, 2011). Given the state
equation structure and the expectation terms Eq(sk)(t)(sk),
the Kalman filter and Kalman smoother are derived and
presented in Appendix B.

The posteriors q(X)n+1 and q(S)n+1 are obtained once the
algorithm converged. More discussion about the conver-
gence criteria can be found in Agamennoni et al. (2012).
The corresponding expectation terms required in the Q
function are calculated accordingly (Liu and Rubin, 1995;
Shumway and Stoffer, 2011), given as

E(x2
k) =x2

k|N + Pk|N

E(xk+1xk) =xk+1|Nxk|N + Pk+1,k|N

Eq(sk)t+1
(sk) =(ν + 1)/(ν + δk)

E(ln sk) =φ(
ν + 1

2
) + ln(

ν + δk
2

)

(13)

where, E(·) here denotes expectation Eq(X)(n+1)q(S)(n+1)
(·)

and the distribution parameters are calculated in Ap-
pendix B. Due to the factorization of the posteriors, the
joint expectation terms are decomposed as follows:

E(xksk) =E(xk)E(sk)

E(x2
ksk) =E(x2

k)E(sk)
(14)

The overall procedures of the EM-based state estimation
approach is presented in Table 1. The iterations in the
E -step considers the relative change in the lower bound
F (q(X), q(S),Θ(n)) of two neighbouring iterations as the
convergence criteria and terminates if the value reaches a
predefined tolerance. Similar for the iterations of the EM
algorithm, the relative changes in the parameters or the Q
function are monitored as the convergence condition. The
robust state estimation algorithm presented here is generic
and can adapt to other similar systems.

4. RESULTS

In this section, the proposed fouling KPI estimation
method is applied to the historical data set, which consists
of 11 campaigns with the total batch number 368 and four
recipe groups as illustrated in Fig. 3. In this example, the
state X, the recipe-independent fouling KPI, is set equal
to the value of the fouling indicator when using recipes
from RG 1, where C1 and D1 are fixed as one and zero,
respectively. The reason for choosing RG 1 is because the
batch runs using RG 1 are in a majority and are frequently
scattered in each campaign. Considering recipes’ intercept
effect alone, other scaling parameters C2:4 are fixed as one.
Then, the physical interpretation of the intercept terms
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D2:4 is the constant deviation on the fouling indicator yk
of batches that use different recipes from ones in RG 1.

The estimates of the model parameters and the batch
series of the fouling KPI are obtained by implementing the
algorithm on the case study as table 1 shows. The parame-
ters {A1:11, B1:11}, which are used to fit the varying batch-
to-batch evolution of fouling in different campaigns, have
little use for the KPI interpretation, while the intercept
terms D1:4 = [0,−0.05, 0.8, 0.42] show clear deviations of
the indicator because of the variations in batch recipes.
Two campaign examples are presented to show the results
of the state estimation as Fig. 4 and Fig. 5 illustrate. The
dotted line denotes the fouling indicator with recipe-based
deviations, and the four symbols denote the recipe type of
each batch that the fouling indicator corresponds to. The
circle with dashed line denotes the estimated fouling KPI,
while the dashed line refers to the smoothed output, the
fouling indicator. The batch-series estimates for the recipe-
independent fouling KPI present a good fit into the series
of the fouling indicator and the resistance to the outliers as
Fig. 4 and Fig. 5 illustrate. In additions, the computation
for this example takes about five minutes CPU time with
over one thousand iterations for the EM algorithm, which
is feasible for the off-line use to improve the indication of
fouling. The estimated recipe-independent fouling KPI can
be further used in the modeling and optimization of the
batch process with explicit consideration of fouling effects.

5. CONCLUSION

The problem of robust state estimation with unknown
model parameters is discussed in this paper and is illus-
trated using an industrial example. An ML estimation ap-
proach is developed to solve the state estimation problem.
The robustness of estimation, which refers to the ability
for the resistance to outliers, is handled using t-distributed
noise terms. Because of both the unknown parameters and

Table 1. Implementation of EM algorithm on
fouling modeling and state estimation

Input: observed data Y , R

Output: estimates of hidden state X and parameters Θ

Initialization: parameter initial guess Θ0

Repeat: n = n+ 1
E-step: robust state estimation on Model (1) given Θ(n).

Repeat: t = t+ 1
for j = 1,2,. . .,L

for k = 1,2,. . .,Nj

Kalman filter (B.1) given q(sj
k
)(t).

end
for k = Nj ,Nj − 1,. . .,1

Calculate q(xj
k
)(t+1) and q(xj

k
, xj

k−1
)(t+1) using

Kalman smoother (B.2).
end
for k = 1,2,. . .,N

Calculate q(sk)(t+1) using (B.3) given q(xk)(t+1).

end
end

Until the state estimation converged
Calculate Q function (7) using expectation terms (13, 14)
given q(S)(n), q(X)(n).

M-step: maximize Q function and update parameter set
Θ(n+1) using (A.1-A.8, 8).

Until the EM algorithm converged
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states, the EM algorithm is applied to compute the ML es-
timation of the corresponding states and model parameters
iteratively. The variational approximation method is used
in the E step to calculate analytical approximation of the
states given the t-distributed noise terms. To solve a prac-
tical problem of fouling indication, the state estimation
approach is tailored to calculate the recipe-independent
fouling KPI from the case study example, and the results
further show the efficacy of the proposed method.
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D2:4 is the constant deviation on the fouling indicator yk
of batches that use different recipes from ones in RG 1.

The estimates of the model parameters and the batch
series of the fouling KPI are obtained by implementing the
algorithm on the case study as table 1 shows. The parame-
ters {A1:11, B1:11}, which are used to fit the varying batch-
to-batch evolution of fouling in different campaigns, have
little use for the KPI interpretation, while the intercept
terms D1:4 = [0,−0.05, 0.8, 0.42] show clear deviations of
the indicator because of the variations in batch recipes.
Two campaign examples are presented to show the results
of the state estimation as Fig. 4 and Fig. 5 illustrate. The
dotted line denotes the fouling indicator with recipe-based
deviations, and the four symbols denote the recipe type of
each batch that the fouling indicator corresponds to. The
circle with dashed line denotes the estimated fouling KPI,
while the dashed line refers to the smoothed output, the
fouling indicator. The batch-series estimates for the recipe-
independent fouling KPI present a good fit into the series
of the fouling indicator and the resistance to the outliers as
Fig. 4 and Fig. 5 illustrate. In additions, the computation
for this example takes about five minutes CPU time with
over one thousand iterations for the EM algorithm, which
is feasible for the off-line use to improve the indication of
fouling. The estimated recipe-independent fouling KPI can
be further used in the modeling and optimization of the
batch process with explicit consideration of fouling effects.

5. CONCLUSION

The problem of robust state estimation with unknown
model parameters is discussed in this paper and is illus-
trated using an industrial example. An ML estimation ap-
proach is developed to solve the state estimation problem.
The robustness of estimation, which refers to the ability
for the resistance to outliers, is handled using t-distributed
noise terms. Because of both the unknown parameters and

Table 1. Implementation of EM algorithm on
fouling modeling and state estimation

Input: observed data Y , R

Output: estimates of hidden state X and parameters Θ

Initialization: parameter initial guess Θ0

Repeat: n = n+ 1
E-step: robust state estimation on Model (1) given Θ(n).

Repeat: t = t+ 1
for j = 1,2,. . .,L

for k = 1,2,. . .,Nj

Kalman filter (B.1) given q(sj
k
)(t).

end
for k = Nj ,Nj − 1,. . .,1

Calculate q(xj
k
)(t+1) and q(xj

k
, xj

k−1
)(t+1) using

Kalman smoother (B.2).
end
for k = 1,2,. . .,N

Calculate q(sk)(t+1) using (B.3) given q(xk)(t+1).

end
end

Until the state estimation converged
Calculate Q function (7) using expectation terms (13, 14)
given q(S)(n), q(X)(n).

M-step: maximize Q function and update parameter set
Θ(n+1) using (A.1-A.8, 8).

Until the EM algorithm converged
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states, the EM algorithm is applied to compute the ML es-
timation of the corresponding states and model parameters
iteratively. The variational approximation method is used
in the E step to calculate analytical approximation of the
states given the t-distributed noise terms. To solve a prac-
tical problem of fouling indication, the state estimation
approach is tailored to calculate the recipe-independent
fouling KPI from the case study example, and the results
further show the efficacy of the proposed method.
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Appendix A. M-STEP: UPDATES

The parameter updates in the M step are presented as
follows:

A
(n+1)
j =

∑Nj−1

k=1
[E(xj

k+1
xj
k
)−B

(n)
j E(xj

k
)]∑Nj−1

k=1
E((xj

k
)2)

(A.1)

B
(n+1)
j =

∑Nj−1

k=1
[E(xj

k+1
)−A

(n+1)
j E(xj

k
)]

Nj − 1
(A.2)

C
(n+1)
i =

∑L

j=1

∑Nj

k=1
P (rj

k
= i)[yj

k
E(xj

k
sj
k
)−D

(n)
i E(xj

k
sj
k
)]

∑L

j=1

∑Nj

k=1
P (rj

k
= i)E((xj

k
)2sj

k
)

(A.3)

D
(n+1)
i =

∑L

j=1

∑Nj

k=1
P (rj

k
= i)[yj

k
E(sj

k
)− C

(n+1)
i E(xj

k
sj
k
)]

∑L

j=1

∑Nj

k=1
P (rj

k
= i)E(sj

k
)

(A.4)

σ2
wj

(n+1)
=

∑Nj
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∑M
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k=1 P (rjk = i)
(A.5)
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=
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(A.7)

σx
(n+1) =
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x ]2

L
(A.8)

where, E(·) denotes Eq(X)(n+1)q(S)(n+1)
(·),
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Appendix B. E STEP: ITERATIVE KALMAN
UPDATES

The Kalman filter and Kalman smoother as well as lag-
one covariance are presented in equations (B.1) and (B.2)
(Shumway and Stoffer, 2011).

x
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(t+1)
k−1|k−1 +B

P
(t+1)
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� +Q
(t)
k
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�
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(CrkP
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�
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k Crk)P
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(B.1)

where, Qk = σ2
w, R

(t)
k = σ2

e/Eq(sk)t(sk); the superscript (t)
represents the iteration index of the variationl approxima-
tion method. Kalman smoother is then calculated based
on the result of Kalman filter:
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(B.2)
where, the initial lag-one covariance at time N is calcu-

lated as P
(t+1)
N,N−1|N = (I − K

(t+1)
N CIN )AP

(t+1)
N−1|N−1; the

calculation of Eq(sk)(t)(sk) is based on (12):

Eq(sk)(t)(sk) =
ν + 1

ν + δ
(t)
k

(B.3)

The expectation terms in δ
(t)
k are calculated as:

Eq(xk)(t)(xk) = x
(t)
k|N

Eq(xk)(t)(x
2
k) = x

(t)
k|N

2
+ P

(t)
k|N

(B.4)
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