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Realtime (Microseconds) 

FIGURE 29: CONVERGENCE FOR NETWORKS WITH 6 NODES (TOPOLOGY 2) 

Figure 29 show the mean value and 99% confidence interval together 

with the percentage of asynchronous nodes for networks with 6 nodes and 

maximum initial relative offset of 1 ms. This shows that all the networks 

converge to about 0.2 ms after about 20 seconds.  

 
     Realtime (Microseconds) 

FIGURE 30: CONVERGENCE FOR NETWORKS WITH 10 NODES (TOPOLOGY 2) 
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Figure 30 show simulations of topology 2 networks with 10 nodes. In 

this figure, it becomes apparent that DNS struggles as it is unable to provide a 

precision better than 1 ms for some networks. Convergence time has also 

increased to 100 seconds. As a result, transient period is set to 200 seconds for 

the remaining estimations, where the stationary values are estimated. 

 

 

FIGURE 31: MAXIMUM RELATIVE OFFSET WITH 99% CONFIDENCE 

INTERVAL (TOPOLOGY 1) 

Figure 31 shows the estimated relative offset for topology 2 networks 

when maximum initial relative offset is below 1 ms. All values are well within 

the 1 ms requirement of NBWF. The simulation results in Figure 29 and Figure 

31 show that DNS can support at least 4 relays (6 nodes) and that it might be 

able to synchronize larger networks depending on initial parameters. This 

should be sufficient for most NBWF networks because TDMA collisions 

become more and more unlikely as the number of relays increases.  
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5.4.4. DNS ALGORITHM IN TOPOLOGY 3 

 

FIGURE 32: REJECTED ITERATIONS (TOPOLOGY 3) 

As mentioned in section 5.3, topology 3 is only simulated for a network 

of 20 nodes. Simulation time is kept to 10000 seconds, and the number of 

iterations is increased to account for possible lost iterations. Simulation results, 

presented in Figure 32, show that over 70% of the iterations are rejected. As a 

result, it is concluded that the DNS algorithm is unable to merge topology 3 

networks. An external network merge mechanism must be used, even if the 

maximum initial relative offset is below 11.5 ms. As for the two other 

topologies, no iterations are rejected when the maximum initial relative offset is 

reduced to 1 ms. This relative offset was used in the rest of the topology 3 

simulations. 
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Realtime (Microseconds) 

FIGURE 33: CONVERGENCE FOR NETWORKS WITH 20 NODES (TOPOLOGY 3) 

Figure 33 shows mean value and 99% confidence interval for the 

maximum relative offset and the percentage of networks with maximum relative 

offset below 1 ms. The figure show that the networks reaches a mean value of 

about 0.7 ms with a confidence interval below 1 ms. However, the second graph 

show that the DNS algorithm does not manage to keep all the nodes in all 

networks within a maximum relative offset of 1 ms. About 80% of the networks 

have precision better than 1 ms for all nodes. In the remaining 20% of the 

network, one or more pair of nodes have relative offset above 1 ms, even if the 

confidence interval is below 1 ms. Figure 33 shows that the DNS algorithm 

manages to synchronize most, but not all, topology 3 networks when maximum 

distance as high as 60 km between each node is allowed.  

The networks shown in Figure 33 can potentially cover distances over 

200 km when 2 relays are used. From a military point of view, the probability 

that a topology 3 NBWF network cover over 60 km is low. In addition to this, 

the chances of TDMA collision are small when nodes are separated by such 

distances. Because of this, topology 3 is simulated with maximum distances of 

15 km to check if the DNS algorithm manages to provide sufficient precision 

for all nodes.   
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Realtime (Microseconds) 

FIGURE 34: CONVERGENCE FOR NETWORKS WITH 20 NODES AND 

MAXIMUM DISTANCE OF 15 KM (TOPOLOGY 3) 

Figure 34 show topology 3 networks with maximum distances of 15 km 

between each node pair. The result show that the network converges towards a 

value below 0.2 ms after about 65 seconds (6.5*107 μs). This shows that DNS 

can support the NBWF requirement of a precision of 1 ms in topology 3 as long 

as the total distance covered are lower than 60 km. This is also supported by 

Figure 35 which show that the estimated maximum relative offset is about 0.19 

ms. 
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FIGURE 35: MAXIMUM RELATIVE OFFSET WITH 99% CONFIDENCE 

INTERVAL (TOPOLOGY 3) 
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5.4.5. DNS ALGORITHM IN A RANDOM TOPOLOGY 

The specific conditions introduced by the different topologies affect the 

simulation results shown in sections 5.4.2 to 5.4.4. Random topologies (random 

connection matrices) are simulated to provide estimates of maximum relative 

offset for more normal NBWF network situations. These networks are similar to 

topology 1 networks, but they will not be fully connected. All simulations are 

performed with node movements every 10 seconds. Initial simulations are 

performed with a random topology that is created at startup and kept unchanged 

throughout the entire simulation.   

Random topologies is created by drawing random values for the 

connection matrices.  Each node pair will have a 95% change of connection. A 

consequence is split network topologies that it is impossible to synchronize. 

Iterations representing these network topologies will be treated by Mathematica 

in the same way as other iterations that fail to synchronize. These iterations will 

be rejected because some of the local clocks will diverge from each other 

instead of being synchronized. 

 

FIGURE 36: REJECTED ITERATIONS (RANDOM TOPOLOGIES HIGH INITIAL 

RELATIVE OFFSET) 
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FIGURE 37: REJECTED ITERATIONS (RANDOM TOPOLOGIES LOW INITIAL 

RELATIVE OFFSET) 

Figure 36 and Figure 37 show rejected iterations for a network with 

random initial topologies. For these simulations, the initial topology is kept 

constant during the entire simulation. This shows the effect of networks that are 

not fully connected. For network sizes from 5 to 50 nodes, the amount of 

rejected iterations is increased from around 4% to values from 6% to 10%. The 

increase in rejected iterations is a result of node pairs without connection 

creating networks that are more difficult to converge. For networks with 2 

nodes, the amount of rejected iterations has increased from 0% to 5%. Figure 37 

show that all networks with 5 to 50 nodes are synchronized when the initial 

relative offset is reduced to 1 ms. In addition to this, there are some changes in 

the number of rejected iterations for a network with 2 nodes that must be 

explained by a closer inspection of the results.  

First of all, the small amount of networks labeled “CNVRG” in Figure 

37 is a result of networks without connections and node pairs with relative rate 

close to 1. These nodes will slowly diverge from each other but has not reached 

a relative offset above 11.5 ms when the simulator ends. These two nodes do 

not communicate, but the low difference in the relative rate keep the local 

clocks close together. There are no networks labeled “CNVRG” in Figure 36 

because the high initial relative offset causes a relative offset above 11.5 ms in 

all networks that fails to sync. The second important point to observe is that the 

total amount of rejected iterations are lower for networks with high initial offset 
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(4,5%) than for networks with low initial offset (5%). Intuitively, there should 

have been 5% split topologies and rejected iterations in both cases (Because 

there are 95% chance of connection). The difference is a result of the low 

number of iterations used. 200 iterations are not enough when a Bernoulli 

distribution with P=0.95 is used. Unfortunately, this was discovered too late to 

perform additional simulations. 

 
Realtime (Microseconds) 

FIGURE 38: CONVERGENCE FOR NETWORKS WITH 50 NODES (RANDOM 

TOPOLOGY) 

Figure 38 shows the mean relative offset and 99% confidence interval 

of a network with 50 nodes. The DNS algorithm converges towards a value 

from 0.4 to 0.6 ms, which is well within the NBWF requirement. The effect of 

node pairs without connection is clearly seen when compared to Figure 26 as 

the mean value is higher. In addition to this, the confidence intervals are larger. 

The result is that more variations in precision must be expected in networks 

with random topologies than in fully connected networks. Convergence time has 

increased from <10 seconds for fully connected networks to about 30 seconds 

for random topology networks. 

Figure 38 also show the percentage of networks with all nodes within 

the NBWF requirement of 1 ms. This graph shows that the DNS algorithm 

struggles keeping relative offset of all nodes in all networks within 1 ms. The 

algorithm manages to achieve sufficient precision before the nodes starts to 
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diverge from each other. This is probably caused by the combination of node 

movement and node pairs without connections.  

 

 
Figure 39 shows estimated maximum relative offset for networks with a 

random topology that is static throughout the simulations. This figure show that 

the effect of the random topology is higher mean offsets with wider confidence 

intervals when compared to similar topology 1 networks. This is the same effect 

as is shown in Figure 38. 

The last simulation is performed with a changing topology where new 

topologies (connection matrices) are created about 1000 seconds apart to 

simulate the effect of changing terrain etc. Simulations was performed for 200 

iterations and the result was evaluated by Mathematica. However, the output of 

the graph became unreadable when all 200 iterations was included because the 

sample mean of the maximum relative offset start to increase without a bound 

after a topology change. This was probably caused by maximum relative offsets 

that increases without bound when networks fail to synchronize, and these 

increasing relative offsets dominates the sample mean.  

There was little time left to study these networks in detail and an output 

based on a selection of 25 iterations is included to show what changes in 

topologies might look like. Figure 40 shows the second topology change at 

about 2000 seconds (2*109 μs) for a network of 50 nodes. The change in 

topology results in a period of 30 seconds with higher maximum relative offset 

before the DNS algorithm manages to bring the maximum relative offset back 

to the same values as before.  

FIGURE 39: MAXIMUM RELATIVE OFFSET WITH 99% CONFIDENCE 

INTERVAL (RANDOM TOPOLOGY) 
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Realtime (Microseconds) 

FIGURE 40: RANDOM CHANGE IN TOPOLOGY FOR A NETWORK WITH 50 

NODES 

The effect of topology changes must be studied further if the DNS 

algorithm is selected for NBWF. Except from that, the simulations described in 

section 5.4.5 show that the DNS algorithm supports random topologies, even if 

it struggles with a few percent of the networks with 50 nodes.  
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SUMMARY OF DNS SIMULATION RESULTS 

Topology Supports 

NBWF 

Can merge 

networks 

with 

maximum 

offset 

<11.5ms 

Convergence 

time 

Maximum 

network size 

with 

maximum 

initial 

relative  

offset 1 ms. 

(Maximum 

tested) 

1 Estimated 

relative 

offset < 0.4 

ms 

< 4% 

rejected 

iterations 

< 10 seconds 50 (50) 

Nodes 

2 Estimated 

relative 

offset 

<0.2ms (4 

relays) 

<3 relays < 20 seconds 

(4 relays) 

4 (8) Relays 

3 Guaranteed 

for networks 

covering <60 

km 

(including 

relays) 

NO < 65 seconds 20 nodes in 

two clusters 

separated by 

2 relays. 

Random Slight 

problems 

with 50 

nodes. 

Estimated 

relative 

offset <0.5 

ms 

< 10% 

rejected 

iterations 

< 30 seconds 50 (50) 

Nodes 

TABLE 7: PERFORMANCE OF THE DNS ALGORITHM 

Table 7 show the simulated performance of the DNS algorithm in 

NBWF networks. The simulation results show that the algorithm manages to 

synchronize NBWF networks as long as Ni=3. The table also show that the 

DNS algorithm uses less than 65 seconds to converge any of these networks.  

Based on the simulation results, the following should be considered if the DNS 

algorithm is used in NBWF: 
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 The DNS algorithm must be used with low values for Ni to have 

sufficient performance for NBWF. Higher values of Ni lead to 

problems with both precision and convergence.  

o This influences the hybrid algorithm as a low value of 

Ni will cause more shifts between GNSS and mutual 

synchronization. While a high value cause severe 

problems with convergence and precision.  

 All simulations are performed with all SF slots utilized 

and error free. This interval is short enough to ensure 

synchronization, but additional simulations are needed to find 

the maximum interval tolerated. This must also include the 

effect of errors in SF slots. 

The simulation results also show that the DNS algorithm needs 

mechanisms for merge of complex networks even if the initial relative offsets 

are below 11.5 ms. The need for these additional network merge mechanisms is 

increased when compared to other algorithms because the DNS algorithm lacks 

the ability to synchronize the rates. This will cause the local clocks to diverge 

faster from each other when communication is lost. It is apparent that 

algorithms that synchronize rate will perform better and lead to fever network 

merge cases. 

 Originally the plan was to perform more simulations on the DNS 

algorithm in combination with the hybrid algorithm. Unfortunately, the 

implementation and simulation of the DNS algorithm uncovered several issues 

that raised questions about the use of the algorithm in NBWF. These issues do 

not fully disqualify the DNS algorithm as a candidate for NBWF, but they make 

it probable that there are better algorithms that could be used in combination 

with a hybrid algorithm. These issues are: 

 Saarnisaari and Vanninen did not go into detail when they described the 

reason for selecting the DNS algorithm to be used in combination with 

the hybrid algorithm [32]. There is several other mutual synchronization 

algorithm that they could have used. 

 The DNS algorithm can synchronize the offset only and leaves the 

clock rate unchanged. While a synchronization of the clock rate is not 

an absolute necessity, it would help maintain better accuracy and 

precision over periods without communication. This will lead to less 

use of network merge mechanisms. The ability to synchronize rate will 
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also lead to use of fewer beacons to maintain synchronization in an 

NBWF network. 

 The effect of different sizes of the DNS parameter Ni is not documented 

in detail in the original work of Saarnisaari [31]. In addition, the 

findings in section 5.4.1 still leaves some uncertainties about the effect 

of this parameter. 

 The original DNS algorithm is created without a timer that can be used 

to force synchronization in cases with long time difference between 

each synchronization point [31]. This can lead to long convergence time 

and in some cases unnecessary loss of synchronization. This is 

accounted for in some extent by the implementation of a timer in the 

hybrid algorithm, but it is still a weakness of the original DNS 

algorithm.  

o Other algorithms, such as KFMP [34] and the algorithm 

described by Tjoa et al. [35], use a timer or other mechanisms 

for this purpose. 

 The simulations are performed with data in all SF slots. Networks with 

few utilized SF slots or heavy loss of slots make it even more difficult 

for the DNS algorithm to converge and reach a sufficient precision.  

Some of these issues might be improved when the DNS algorithm is 

used in combination with the hybrid algorithm. Further simulations to find 

optimal values of the DNS parameters Ni, h and α might also improve precision 

and convergence. Even with these improvements it is believed that the DNS 

algorithm will need to utilize almost all SF slots to ensure that the algorithm 

manages to converge all NBWF networks. In addition to this, it is probable that 

the Ni value must be kept low even if the hybrid algorithm provides a timer. As 

a consequence of this, the next section investigates other algorithms that can 

replace the DNS algorithm.  
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5.4.6. SIMULATION OF THE CS-MNS ALGORITHM 

Three of the algorithms mentioned in section 3.4 are potential 

candidates to replace DNS in the lower layer of the hybrid algorithm. The 

algorithm described by Tjoa et al. and the KFMP algorithm are both mutual 

algorithms that could replace the DNS. In addition to this, the CS-MNS 

algorithm can be used if hybrid algorithm can tolerate periods of frequent shifts 

between GNSS based synchronization and mutual synchronization. Ability to 

synchronize rate is preferred because this can be used to increase the maximum 

allowed distance between active SF slots and help maintain synchronization for 

longer periods without communication. Both the KFMP algorithm and the CS-

MNS algorithm have the ability to synchronize rate, but the CS-MNS algorithm 

is chosen for simulation because it is much simpler to implement. The CS-MNS 

algorithm is simulated for all topologies with a maximum initial relative offset 

of 1 ms, and the results are compared with similar networks utilizing the DNS 

algorithm.  

 

FIGURE 41: COMPARISON BETWEEN DNS AND CS-MNS ALGORITHM IN 

TOPOLOGY 1 NETWORKS.  
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FIGURE 42: COMPARISON BETWEEN DNS AND CS-MNS ALGORITHM IN 

NETWORKS WITH RANDOM TOPOLOGIES 

Figure 41 and Figure 42 show comparisons of the two algorithms for 

topology 1 networks and networks based on random topologies. Both figures 

show that the CS-MNS algorithm achieves better precision when the network 

size increases beyond 5 nodes.  

 
Realtime (Microseconds) 

FIGURE 43: CONVERGENCE FOR NETWORKS WITH 50 NODES (CS-NMS 

TOPOLOGY 1) 
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Figure 43 shows that the CS-MNS algorithm manages to converge 

topology 1 network with 50 nodes to a stable value after about 30 seconds. For 

these networks the DNS algorithm (shown in Figure 26) manages faster 

convergence.  

 
Realtime (Microseconds) 

FIGURE 44: CONVERGENCE FOR NETWORKS WITH 50 NODES (CS-NMS 

RANDOM TOPOLOGY) 

Figure 44 shows that CS-MNS manages to converge random topology 

networks with 50 nodes at about 30 seconds. The results in Figure 43 and Figure 

44 show that CS-MNS the introduction of node pairs without connections only 

causes a slight increase in the convergence time. In addition to this, CS-MNS 

manages to maintain a precision better than 1 ms for all networks with random 

topology. The DNS algorithm has more problems with random topologies as it 

was unable to maintain a precision better than 1 ms for all random topology 

networks of 50 nodes (shown in Figure 38). This indicates that the CS-MNS 

algorithm are more robust to node pairs loosing connection.     
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FIGURE 45: COMPARISON BETWEEN DNS AND CS-MNS ALGORITHM IN 

TOPOLOGY 2 NETWORKS 

 

 

FIGURE 46: COMPARISON BETWEEN DNS AND CS-MNS ALGORITHM IN 

TOPOLOGY 3 NETWORKS.  

Figure 45 and Figure 46 show comparisons of estimated maximum 

relative offset between DN and CS-MNS algorithm for topology 2 and topology 

3 network. The results show that both algorithms achieves the required 
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precision, but the DNS algorithm has a better precision in both these algorithms. 

The CS-MNS algorithm manages to converge topology 2 networks after about 

30 seconds (not presented) this is slightly slower than the 20 seconds needed by 

the DNS algorithm. For topology 3(not presented), the CS-MNS algorithm and 

DNS algorithm have similar performance as both algorithms manages to 

converge the networks at about 60 seconds.  

The simulation results are inconclusive However, there are additional 

factors that make it probable that CS-MNS is a better choice than DNS for 

NBWF networks: 

 All simulations are performed with all SF slots utilized and 

error free. The result is short synchronization intervals, and the 

positive effect of rate synchronization becomes small. It is 

expected that the DNS algorithms ability to synchronize will be 

affected much more seriously than the CS-MNS algorithm 

when errors and long intervals between SF slots are introduced. 

This makes the CS-MNS algorithm more robust than the DNS 

algorithm. 

 Additional simulations (not presented) with all SF slots enabled 

show that CS-MNS performs better than DNS, in all topologies, 

if a Ni value other than 3 is chosen.  

 The CS-MNS is much simpler to implement, uses fewer 

parameters and is easier to control than the DNS algorithm. The 

CS-MNS algorithm does not show the same tendency to 

produce unexpected results as the DNS algorithm does with 

varying values of Ni. 

 The DNS algorithm need only a single pair of synchronization 

point to synchronize. This should ensure faster convergence 

when errors are introduced to the network. 

Based on this, CS-MNS should be preferred together with the hybrid algorithm 

for NBWF.    
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6. DISCUSSION 
This thesis has surveyed a number of works related to sensor network 

and ad hoc networks to find potential synchronization algorithms for NBWF. 

The survey showed that most of the algorithms are unsuited for NBWF because 

there is no practical way to make them work without dedicated messaging. In 

addition to this, the requirement for a robust algorithm further limits the number 

of suitable algorithms.  

All the potential algorithms found in the survey are based on one-way 

message exchange. These algorithms provides synchronization, but lacks the 

ability to compensate for propagation delays. The result of this is that the 

precision of the algorithms available for NBWF will be limited by the 

propagation delay. This is a result of choice to synchronize without dedicated 

synchronization messages and cannot be corrected by choosing another 

algorithm. Regardless which algorithm is chosen, NBWF will lack delay 

compensation.  

Initially it was assumed that there existed a form of intelligent 

algorithms. The idea was that information such number of neighbors and data 

activity could be used to make an intelligent decision about nodes used for 

synchronization. The survey showed that mutual synchronization algorithms, 

such as CS-MNS, lacks this ability altogether. Other algorithms based on ad hoc 

structures, such as FTSP, used simple parameters such as node ID and network 

ID to select master nodes.  

The mutual algorithm does not need this intelligence as they are 

designed to synchronize with the result from all nodes, but the lack of such 

ability is more of a surprise in algorithms using ad hoc structure. In networks 

with an ad hoc structure it would be preferable to use a master with a lot of 

neighbors instead of a master with few neighbors several hops away from the 

core of the network. One reason for the lack such algorithms might be that 

authors mainly have focused on new techniques to avoid collision between 

synchronization messages. Another reason might be that the ability to 

synchronize based on these choices add complexity to the algorithms. The work 

of Saarnisaari and Vanninen is the only suitable algorithm that uses this form of 

intelligent decision. However, the DNS algorithm used for synchronization is a 

simple mutual algorithm. Saarnisaari and Vanninen only use more complex 

decisions for functions such as network merge and late entry which is performed 

by a dedicated mechanism and not the DNS algorithm.    

The survey shows that the hybrid algorithm suggested by Saarnisaari 

and Vanninen is the best choice for NBWF. This algorithm should be able to 
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fulfill all NBWF requirements. In the hybrid algorithm, synchronization of 

networks without GNSS capable nodes are performed by the DNS algorithm. 

This algorithm is fundamental for NBWF because it ensures the robustness of 

the hybrid algorithm. Because of this, simulations were performed with the 

DNS algorithm to show how it performed in NBWF networks. 

The simulation result showed that the DNS algorithm can be used to 

synchronize NBWF networks. The algorithm was capable of delivering 

sufficient precision and convergence as long as the DNS parameter Ni is set to a 

fixed low number. This parameter controls the number of messages received 

before the algorithm estimates a new global time and adjust the local clock. Ni 

is an important parameter when the DNS algorithm is used in the hybrid 

algorithm because the authors intended to use large Ni values to avoid 

unnecessary switches between GNSS based synchronization and mutual (DNS) 

synchronization.  

Although Saarnisaari and Vanninen experienced long convergence time 

when they simulated the DNS algorithm together with the hybrid algorithm [32] 

they assumed that they could use a control channel to increase the number of 

synchronization messages. These messages could be used to help the DNS 

algorithm converge faster and enable larger values of Ni. In NBWF, it is not 

possible to increase the number of synchronization messages as the simulations 

were performed with all SF slots in use. The only way to ensure the DNS 

algorithms ability to synchronize is to allow frequent shifts between GNSS and 

mutual synchronization by allowing lower Ni values. 

The fact that the DNS algorithm must use low Ni values together with 

other issues described in chapters 4 and 5 made it apparent that other algorithms 

might fit better with NBWF. While not absolutely critical, the ability to 

synchronize rate is beneficial to NBWF because this enables the network to 

survive longer periods without communication. Because of this, the algorithm 

replacing DNS should provide synchronization of both offset and rate and the 

CS-MNS algorithm was chosen.  

The actual simulation results were inconclusive, but the CS-MNS 

algorithm is preferred over the DNS algorithm based on an overall assessment 

of the simulation results and the algorithms capabilities. For NBWF, it is 

recommended that the hybrid algorithms ability to switch automatically between 

GNSS based and mutual synchronization is combined with the CS-MNS 

algorithms ability to use the SF slots for effective synchronization. This should 

provide a foundation that could be used to create a robust and effective 

algorithm for NBWF. This combination is capable of delivering sufficient 
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convergence time, precision and accuracy without using dedicated 

synchronization messages.  
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7. CONCLUSION 
Synchronized local clocks are crucial to avoid collision of TDMA slots. 

Collision can be avoided by utilizing synchronization algorithm that can ensure 

precision better than 1 ms. In addition to this, NBWF requires that the 

synchronization algorithm must achieve this without using dedicated 

synchronization messages. A study of NBWF showed that correct reception of 

messages inside SF slots can be used to generate two synchronization points 

that can be used by the synchronization algorithm. The use of these messages 

makes it possible to utilize synchronization algorithms created for one-way 

message exchange to synchronize NBWF nodes without transmitting actual 

timestamps.  

Potential algorithms were surveyed to find algorithms suited for NBWF. 

These algorithms were evaluated based on their ability to function in NBWF 

without the need for dedicated synchronization messages. In addition to this, 

abilities to support node mobility, multiple hops and use external reference time 

were key factors to find the best solution for NBWF. The hybrid algorithm 

described by Saarnisaari and Vanninen was selected for further study, based on 

the evaluation of potential algorithms. 

The hybrid algorithm utilizes GNSS capable nodes for synchronization 

if available or mutual synchronization through the DNS algorithm if no GNSS 

capable nodes are available. Saarnisaari and Vanninens work indicated that 

GNSS based synchronization should work well with NBWF while the DNS 

algorithms ability to function in NBWF was uncertain. Simulations performed 

on the DNS algorithm show that it is possible to configure the DNS algorithm to 

deliver sufficient precision for NBWF networks. However, the simulation 

results together with an overall assessment of the DNS algorithm made it likely 

that other mutual algorithms are better suited for NBWF. 

 The CS-MNS algorithm was selected as a replacement for the DNS 

algorithm, and additional simulations were performed to check how the CS-

MNS algorithm performed in NBWF networks. These final simulation results 

together with the overall assessment of the two algorithms made it clear that the 

combination of CS-MNS and the hybrid algorithm is the best basis for 

synchronization in NBWF networks. In addition to this, the simulations gave 

insight into the following NBWF issues: 

 Maximum time between SF beacons: Synchronization is based on correct 

reception of messages in SF slots. The only guaranteed transmission inside 
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SF slots is a single beacon transmitted every superframe. This is enough to 

maintain synchronization.  

 Accuracy of clocks: All simulations are performed with clocks that have a 

skew between -5 and 5 ppm. The simulations show that NBWF will work as 

long as the clocks have skews within this bound.  

 Precision of network affiliation and coarse synchronization: Simulation 

results show that the algorithms manages to synchronize the networks as 

long as coarse synchronization has a precision of 1 ms or better.  

 Convergence: The CS-NMS algorithm is capable of converging all 

simulated networks within 60 seconds.  

7.1. FUTURE WORK 
Because of the limited time available to this thesis, there are still several 

unfinished aspects around the combination of CS-MNS algorithm and the 

hybrid algorithm that should be studied further: 

 The CS-MNS algorithm is only simulated separately without the hybrid 

algorithm. Further simulations should be performed where the combination 

of both algorithms are used. Important factor to consider for these 

simulations are: 

o Performance of GNSS based synchronization in NBWF. 

o The overall effect on precision caused by frequent changes between 

GNSS based synchronization and mutual synchronization. 

o The effect of errors and lost SF slots. 

o The amount of SF beacons (active SF slots) required to provide 

sufficient convergence. 

o The effect of topology changes. 

 A study of the effect of including MV, DU and GU in the synchronization. 

Use of these slots could potentially speed up convergence. 
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APPENDICES 

A. NBWF REFERENCE MODEL 

 

FIGURE 47: NBWF REFERENCE MODEL  
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B. RESULT OF SIMULATOR VALIDATION 
Mathematically it can be shown that the values of the different 

synchronization points P# can be expressed by a1, a2 and tk, when tk and β are 

known. This gives the following equations, solved in Mathematica: 
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This gives the following points:  
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FIGURE 48: SIMULATED AND CALCULATED DATA 

Figure 48 shows simulated data represented by the two lines and the 

points P0 to P8 represented by the red dots. The points were calculated in 

Mathematica with values β=0.2 and tk =10000. The same values were also used 

in the simulations. It becomes apparent that the synchronization points are equal 

to the simulated data because the points and the graphs come together. This is 

expected and also shown in Figure 13.  

The straight line through synchronization points, of a specific node, can 

be described by finding the slopes. The equation for the slopes are given below: 

Slope for N1 synch points, P1 to P3:    
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Slope for N2 synch points, P2 to P4:    
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 The equations for the straight lines through P0 and synchronization 

points are: 

Line through sync points of N1 :              
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Line through sync points of N2:               
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FIGURE 49: THE CONNECTION BETWEEN SYNCHRONIZATION 

POINTS 

Figure 49 shows the same simulated data as in Figure 48 and the 

straight lines through the synchronization points. This confirms the linear 

connection between these points. These lines also shows that the clocks of both 

nodes will slowly drift away from real time. 

It can be proven that the relative offsets at each synchronization point, 

for an individual node, are constant values. The equations for the relative offsets 

are: 
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The following equations, solved in Mathematica, shows that the relative 

offsets of the synchronization points for each node are equal: 
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Simulated data confirms this and shows that the relative offset at each 

synchronization point is constant for each node. 


