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Project Description

This project will analyze the economic aspects of QoS differentiation in Optical

Packet Switched networks (OPS). The cost of introducing QoS differentiation in

OPS should be studied as well as the required added revenue needed to compensate

for the potential increased cost.

Prosjektbeskrivelse (Norsk)

I dette prosjektet analyseres de økonomiske aspekter ved Quality of Service (QoS)

differensiering i Optiske Pakke Switchede (OPS) nettverk. Kostnaden ved å in-

trodusere QoS differensiering i OPS blir studert s̊a vel som den p̊akrevde økte

omsetning nødvendig for å kompensere for en potensiell økt kostnad.
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Abstract

Quality of Service (QoS) differentiation is the differentiated traffic-handling to

achieve multiple service classes of varying quality. In addition to providing service

guarantees necessary for delay-sensitive, real-time applications, service differenti-

ation can provide increased income for network providers due to price differentia-

tion opportunities. Moreover, with advances in technology, previous QoS schemes

based on buffered networks cannot be used in newer, bufferless, optical networks.

Current and future technologies were studied to facilitate economic analysis of

QoS differentiation in Optical Packet Switched networks. Empirical data from

related studies have been adopted to quantify a relationship between objective

measurements of network quality and a user’s willingness to pay for that quality.

Models that represent network scenarios with and without service differentiation

were discussed to address the viability of implementation. The model developed

suggests pricing for customer classes based on network parameters before and af-

ter implementation, cost of deployment, customer willingness to pay, and business

requirements such as Return on Investment. It was determined that under certain

circumstances, a network provider may improve revenue via service differentiation.
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Acronyms

ADSL Asymmetric Digital Subscriber Line.

APDP Adaptive Preemptive Drop Policy.

ATM Asynchronous Transfer Mode.

BE Best-Effort.

Bpl Packet-loss Robustness Factor.

BurstR Burst Ratio.

Diffserv Differentiated Services.

DWDM Dense Wavelength Division Multiplexing.

FCC Federal Communications Commission.

G-MPLS Generalized Multi-Protocol Label Switching.

GB Gigabyte.

IETF Internet Engineering Task Force.

Intserv Integretated Services.

IP Internet Protocol.
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IPTV Internet Protocol television.

ISP Internet Service Provider.

ITU International Telecommunication Union.

LSP Label Switched Path.

Mb Megabit.

MOS Mean Opinion Score.

ms milisecond(s).

NLPRS Network Layer Packet Redundancy Scheme.

NP Network Provider.

O-E-O conversion Optical Electrical Optical conversion.

OBS Optical Burst Switching.

OCS Optical Circuit Switching.

OPS Network Provider.

OSI Open Systems Interconnection.

P-NLPRS Protected Network Layer Redundancy Scheme.

PDP Preemptive Drop Policy.

PESQ Perceptual Evaluation of Speech Quality.

PLR Packet Loss Ratio.

QoE Quality of Experience.

QoS Quality Of Service.
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RAM Random Access Memory.

RMSE Root Mean Squared Error.

ROADM Reconfigurable Optical Add-Drop Multiplexer.

ROI Return on Investment.

SDH/SONET Synchronous Optical Networking/Synchronous Digital Hierarchy.

SLA Service Level Agreement.

SSE Sum of Squares Due to Error.

VoIP Voice over IP.

WA Wavelength Allocation.

WDM Wavelength Division Multiplexing.

WTP Willingness To Pay.
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Chapter 1

Introduction

Demand for internet capacity has been rapidly increasing. Internet service

providers are looking for new ways of increasing capacity and maintaining

quality of service while increasing their revenues. One method of much debate

is differentiated services, in which the provider guarantees various shares of

bandwidth (hence, connection quality) for different prices.

Internet today provides Best Effort Service- the network attempts to process

packets as quickly as possible, however there are no Quality Of Service (QoS) guar-

antees of data delivery. Numerous real-time applications like Voice over IP (VoIP)),

Internet TV Internet Protocol television (IPTV) and online gaming require a min-

imum level of bandwidth as well as a maximum latency to function well. Due to

the recent, wide adoption of Wavelength Division Multiplexing (WDM) networks,

an important study concerns how service differentiation in WDM networks can be

realized for carrying higher priority WDM traffic.

Implementing QoS differentiation is desired not only by users, but by providers,

as it permits price differentiation of Internet services [7] which can lead to increased

profits. Nevertheless, the deployment of QoS service differentiation comes at a

cost. For a Network Provider (NP), the revenue increase from introducing price

differentiation must more than cover the deployment cost in order to be attractive
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and worthwhile. Adaptive Preemptive Drop Policy (APDP) [53] is a method

of service differentiation analyzed within this study and both the potential cost

of implementing and the revenue required to cover the cost is discussed. The

study is supplemented by a mapping between a users’ Willingness To Pay (WTP)

as a function of the quantitative QoS parameter Packet Loss Ratio (PLR). This

relationship is then used to suggest a price for the high priority service class, as a

factor of the low priority service class. Lastly, an overview of equipment needed

to upgrade an existing network to support QoS differentiation is provided.

1.1 Methods

To achieve the anticipated outcome in this project, a list of methods is set up as

follows:

• Obtain knowledge via literature review.

• Identify different types of Quality Of Service.

• Discuss three pricing strategies to most correctly price the service classes.

• Map a quantitative relationship between Quality of Experience (QoE) and

Packet Loss Ratio (PLR).

• Analyze two economic scenarios: one with and one without Quality Of Ser-

vice (QoS) differentiation.

• Compare the two scenarios and calculate a pricing strategy for differentiated

services.

• Establish potential costs for deploying QoS differentiation.

1.2 History

With ever increasing throughput demand in the internet, optical networks have

largely become the communication system of choice for core networks, mainly due
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to the advantages of increased speeds and the ability to transmit signals longer

distances without the need for signal repetition. Though large parts of the networks

have become optical, the switching must still be performed in the electric domain,

since optical Random Access Memory (RAM) is still not reality [31]. As the

conversion between the different domains is slow, and electronic packet switching

has a much lower capacity than that offered by the optical network,

overall throughput in optical networks is limited by the need for electronic

buffers. To avoid domain conversion in fully optical packet switched networks, fast

optical switches with optical RAM are required. Optical RAM for these purposes

is still far from becoming a reality. A hybrid circuit/packet switched approach like

Optical Burst Switching (OBS), however, is dubbed as a possible candidate while

fully optical packet switching remains in development [8, 5, 57].

Since OBS does not utilize buffers, how to support QoS differentiation at the

Wavelength Division Multiplexing (WDM) layer has been the focus of much re-

search [56, 12, 9]. An efficient service differentiation scheme which can provice QoS

differentiation at the WDM layer, is Adaptive Preemptive Drop Policy (APDP)

[53], which in this thesis is the service differentiation .

Important questions regarding the profitability of supporting QoS differenti-

ation is the cost of deployment, including hardware and software costs, pricing

structure and potential profits. Presented within this paper is a pricing strategy

as well as a framework for calculating the profitability of QoS deployment.

1.3 Motivation

Although QoS would be beneficial to support real-time and business critical appli-

cations, it has never, to the writers’ knowledge, been deployed at a large scale in

core networks. Quality of Service is about guaranteeing service quality. It is about

removing the probability that a network transfer could fail because of congestion

or a broken network link. A best-effort network, no matter how over-provisioned,

can not provide this guarantee [49]. Current needs include important Voice over
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IP (VoIP) and video calls. For these services, using today’s best-effort network,

users experience sudden deteriorated quality or worse, frequent disconnections.

Other areas which may benefit include remote live training with user interaction

and latency sensitive online games. While even these needs can seem important

enough to provide QoS, tomorrow’s needs may include e.g a surgeon performing

an operation with a robot remotely. Connection disconnects or even minor packet

loss in such a case could be crucial to the success of the procedure and the safety

of the patient. To manage the multitude of these applications, a network requires

QoS in addition to best-effort service. The willingness to pay for these services

already exists. For stock traders, miliseconds less delay can transfer to millions of

dollars in profits/savings [16]. Professional online gamers may just need that little

extra advantage to take home the big pot.

Most developed and adopted QoS mechanisms, (e.g Integretated Services

(Intserv) and Differentiated Services (Diffserv)), are centered around the Internet

layer (or Network layer in the Open Systems Interconnection (OSI) model) -

more specifically, Internet Protocol (IP). These QoS schemes are based on packet

switching and require a buffer to differentiate individual classes of traffic. The

QoS schemes presented in this paper do not require a buffer and are hence possible

to apply in the next-generation OBS networks. Employing service differentiation

at a lower OSI-layer will provide better scalability due to less complex scheduling

algorithms [56]. Furthermore, QoS at the WDM layer is necessary for carrying

some WDM layer traffic like control and management traffic, which would benefit

from a higher priority than ordinary traffic.

While some opponents of QoS (through deep packet inspection technologies)

argue that over-provisioning of network capacity is more economically viable than

QoS implementation [22], they can never guarantee a minimum of service quality

the way QoS can. Additionally, while over-provisioning may be more affordable

at the moment, if there is a market for QoS, the relative costs would be good to

know. Businesses with critical network-based applications, such as large finance

institutions, remote medical companies, as well as government groups and pro-
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fessional gamers [28], may all be willing to pay a premium for these guarantees.

By better segmenting the market of potential users, a Network Provider (NP) can

offer multiple services such that users are differentiated according to their desired

service level and willingness to pay. Important questions regarding the profitability

of QoS include the cost of deployment, pricing structure and potential profits.

1.4 Limitations

This paper has the following major limitations:

• The data used to determine QoE not 100% accurate. (This study focused

on the QoE relative to the quality of the network based on packet loss ratio,

while some of the data used in the analysis from another study was also

affected by an introduced parameter of delay)

• Small sample size to calculate Packet-loss Robustness Factor (Bpl).

• When looking at change in traffic demand due to implementing QoS differen-

tiation, a potential increase in traffic demand is not considered. The results

received can therefore be viewed as worst case.

• When introducing a new service, a competitive response is expected, result-

ing in supply and demand changes for a service. These responses are unpre-

dictable in nature, and are not accounted for in this study. It is possible that

this may impact the results given in this paper.

1.5 Outline

The remainder of the paper is organized as follows: An overview of relevant tech-

nologies and discussion on which technologies are likely to be used in future optical

networks is given in Chapter 2. Chapter 3 presents essential studies leveraged in

this paper. Chapter 4 considers whether (and how much) a NP can potentially

improve profits by upgrading from a single service to t least two service classes
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with QoS differentiation. In Chapter 5, a relationship between a user’s willingness

to pay for a network service and the quality of that service is established. The

results obtained are used in chapter 6, where a suggested price factor is provided

to price one service class in relation to the other. A brief overview of which factors

do and do not affect cost of deployment is given in Chapter 7. Finally, concluding

remarks and suggestions for future work are given in Chapter 8.
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Chapter 2

Background

. This chapter presents the background and arguments for important optical net-

working technologies used in the following chapters. It also provides arguments

for which technologies are likely to dominate the future, and therefore needs to be

provisioned for.

2.1 Quality of Service Differentiation

Quality Of Service (QoS), as used in this paper, refers to the quantitative pa-

rameter describing the quality of a service whose purpose is the delivery of data

packets.

When speaking of QoS differentiaton, it is meant: the ability to provide dif-

ferent priority to different users, applications, or data flows. QoS differentiation

is assumed to be provided on per-class architecture. Traffic is grouped into two

service classes and given appropriate network resource priority according to the

service class. The use of only two service classes has been argued in [23], and are

defined here as follows:

• Guaranteed rate service: The users of this service are given priority in ad-

mission to the system as long as there is available capacity. An alternative
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name for this type of service is High Priority service.

• Best-Effort (BE) Service: A network service where the network does not

provide any guarantees of data delivery. BE-users share their given capacity

equally and their bit rates and delivery time depends on current traffic load.

An alternative name for this type of service is Low Priority service.

2.1.1 QoS Per-Class Architecture

In the per-class architecture, there are two models for QoS differentiation: relative

QoS and absolute QoS. In the relative QoS model, the guarantees of one class are

defined relatively in comparison to the other class(es). For example, a high-priority

service class is guaranteed to experience a lower PLR than a low-priority service

class, but no upper bound loss probability is provided. The actual experienced

PLR therefore depends on the traffic. In the absolute QoS model, a bound for

QoS parameters is provided for the service classes with guaranteed traffic. In the

case of a two-class architecture, the remaining class is considered BE. This paper

focuses on absolute QoS, as this can provide a hard guarantee for the PLR in a

Guaranteed service class. Absolute guarantees are essential to support applications

with delay and bandwidth constraints, such as multimedia and mission-critical

applications.[58] Moreover, the absolute QoS can be desirable from an Internet

Service Provider (ISP)’s perspective, as the guarantees can be passed on to the

customer with or without a Service Level Agreement (SLA).

2.2 Why Bufferless Optical Networks?

The next generation of optical networks are likely to be bufferless. This section

gives a brief history and expected future of Network Provider (OPS).
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2.2.1 Evolution of OPS Networks

Due to the ever increasing demand for bandwidth, optical networks are increas-

ingly becoming the transport medium of choice due to their increased single cable

bandwidth over electrical transport mediums, lower cost and complexity [36, 52]

As discussed in section 2.4, research has shown that internet traffic is inher-

ently “bursty” in nature. Circuit-switched architectures are not very suitable for

supporting data traffic, mainly due to their low bandwidth utilization of data trans-

missions with a short duration relative to the set-up time [8]. Packet switching - a

communication method which groups data into packets - is more effective since it

allows sharing of available network bandwidth. A packet consists of control infor-

mation and the user data (payload). In a typical packet switched network, a packet

is buffered and queued at each intermediate network node as a packet traverses

from source to destination. The Internet backbone is becoming more optical, but

there is currently no technology that can store light for a sufficient amount of time

(optical buffer), and consequently there are no fully optical switches available [31].

2.2.2 Point-to-Point WDM

A temporary solution, Point-to-Point WDM, performs switching in the electronic

domain. This technique may be regarded as the first generation Optical Internet

[52]. Fig. 2.1 represents one view of how optical switching networks may evolve.

This entails converting the optical signal into the electronic domain after they are

de-multiplexed, switching the electric signal by an electronic switching module,

and converting the signal back to the optical domain. The final optical signal is

multiplexed back to optical fibers. The conversion from an optical signal to an

electronic and back to the optical domain is often called an Optical Electrical

Optical conversion (O-E-O conversion). An O-E-O conversion severely limits the

maximum achievable bandwidth as well as increases the cost of the switch. The

reason O-E-O conversions are expensive has been the need for many discrete,

single-function optical, components required for each O-E-O conversion. These
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components include lasers, modulators, wavelength lockers, detectors, attenuators,

WDM multiplexers and de-multiplexers [21].

Technology

Time

Point-to-
Point 
WDM

Optical 
Packet 

Switching

Optical 
Burst 

Switching

Optical 
Circuit 

Switching

Stage 1

Stage 2

Stage 3

Figure 2.1: Potential evolution of optical switching techologies

2.2.3 Optical Circuit Switching

While waiting for integrated optoelectronic technology to advance to allow for opti-

cal RAM, Optical Circuit Switching (OCS), which does not require a buffer, could

be implemented as an all-optical alternative. However, statistical multiplexing

cannot be used to share resources (wavelengths), as a lightpath needs to be estab-

lished from a source node to a destination node, reserving a dedicated wavelength

on each node link on the physical path. Bandwidth will hence not be effectively

utilized when there is little traffic transmitted over the reserved wavelength. Ad-

ditionally, since the number of wavelengths available is limited, not every node

can have a dedicated lightpath to every other node in the network. This would

result in additional switching using O-E-O conversion to compensate, or the use

of longer transmission paths.
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2.2.4 Optical Burst Switching

To advance, multiple authors have suggested that OBS provides an attractive

alternative [56, 58, 12]. OBS is feasible in the near future [8], and combines the

best of the coarse-grained circuit-switching and the fine-grained packet-switching

architecture while avoiding their shortcomings [8]. In OBS, data is aggregated into

data bursts. A data burst is a train of packets moving together from an ingress

node to an egress node, switched together at intermediate nodes [23]. A burst

consists of a header, and data. The header, called a Control Burst, is transmitted

separately in advance of the payload, which is called the Data Burst. When the

Control Burst has been successfully transmitted, it reserves the bandwidth along a

path for the corresponding Data Burst. By adjusting the offset time (time between

control- and data-burst) at the source to be larger than the propagation time of

the control packet, the need for intermediate buffering is eliminated [8].

Networks using OBS have already been deployed [15], and have shown that

OBS may be key to next-generation optical networks. With OBS in mind, this

paper focuses on QoS differentiation in bufferless optical packet switched networks.

2.2.5 Other hybrid optical network architectures

In addition to OBS, there have been several other all-optical network architec-

tures proposed over the last few years. These approaches employ more than one

switching paradigms and can be viewed as hybrid approaches. Examples include:

Optical Burst Transport Network (OBTN), Overspill Routing in Optical Networks

(ORION) and Optical Migration Capable Networks with Service Guarantees (Op-

MiGua) [46]. These approaches all require each node to contain at least one

switching matrix, which establishes transparent optical lightpaths between input

and output fibers [46]. Hence, regardless of which approach is adopted in the fu-

ture, it is likely to be bufferless before technology has advanced enough to provide

optical RAM for all-optical packet switching.

11



2.3 Existing QoS Schemes

Existing IP-based QoS schemes rely on packet switching and require buffers to

isolate different traffic service classes [23]. The complexity of such schemes is

usually high, and would require the use of an electronic buffer. Consequently, an

O-E-O conversion is necessary to utilize these QoS schemes, compromising data

transparency and rendering them ineffective for the prospected future bufferless

OPS networks.

2.4 OPS Network Traffic Arrival Views

There has long been a divide in the research community about whether self-

similarity or Poisson based arrival models are more suitable for modeling internet

traffic. Earlier measurements suggested that the Internet traffic has a self-similar

pattern [27, 43, 14], which means that the traffic appears bursty on many or all time

scales . However, the suitability of these results were later challenged by arguing

that traffic in newer networks were better modeled by traditional Poisson-based

(more generically: Markovian) models when measuring over longer time intervals

[24]. More recent studies based on more recent internet core traffic have confirmed

that the Internet is losing its previous self-similar predominant nature [50].

It has been shown that there can be significant deviations in blocking proba-

bility (of a packet or “burst” of packets in a switched network) between different

arrival models [41]. The traffic modeling presented in this thesis is described in

chapter 6.1.

2.5 Packet Loss as Sole Measure of QoS

In a circuit or buffer-switched network, most packets will go through switches

without being buffered. This translates to the largest contribution to the delay in

the network coming by far from the transmission delay between switching points.

The actual node delay time has been found negligible compared to the transmission
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delay [9]. End-to-end transmission time is likely to be dominated by transmission

delay in (buffered) connecting networks, hence no service differentiation in the

network architectures described here with respect to delay will be needed [6].

Packet loss, however, is a major concern. Some real-time services like VoIP, online

gaming and video streaming require very low PLRs. The packet loss in OPS

networks are often dominated by contention [55], as discussed in secton 2.6.

It is important to note that the packet size influences the IP PLR parameter.

While a range of packets may be appropriate due to the variety of applications

available, this is rather complex since the probability of losing a long/large packet

is normally higher than losing a short/small packet [6]. For the purposes of this

paper, the mean packet length is set to 472 bytes with cut-off at 40 and 1500 bytes

[55].

2.5.1 Acceptable Packet Loss

The amount of packet loss which is acceptable for a consumer depends on the

application. The International Telecommunication Union (ITU) recommends 1 ∗

10−3 in Y.1541 [47] as a bound on the network performance between user network

interfaces. One should however note that this objective is partly based on studies

showing that high quality voice applications and voice codecs will be essentially

unaffected by 10−3 PLR [47]. The ITU does provide a provisional recommendation

with a smaller upper bound for PLR than 1 ∗ 10−3, namely 1 ∗ 10−5. However,

the 1 ∗ 10−3 PLR objective supports TCP with the limitations of widely deployed

legacy settings, or assumes that some bottleneck will be encountered beyond the

end-to-end user path. Since a hypothetical core network can not control the entire

end-to-end network path, this paper follows the recommendation of 1 ∗ 10−3 as an

upper bound for acceptable packet loss.

This upper bound is given for end-to-end service, while the optical network

architectures presented in this paper are more likely to be deployed only as a

core network due to bandwidth and performance considerations. If a core OPS

network were to fully exploit the ITU recommended upper bound, there would
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be no tolerance for packet loss for neighboring networks required for end-to-end

connectivity. The surveys reviewed in Chapter 5 show that users are generally a

bit more lenient to packet loss than the ITU recommendation.

2.6 Contention Resolution Schemes

In optical packet switched networks, contention occurs when a data packet destined

for wavelength busy transmitting another packet. In electrical packet-switched

networks, this is resolved by storing the packet losing the contention in electronic

RAM. Due to the lack of optical RAM in current optical networks, alternative

approaches for contention resolution is needed.

2.6.1 Wavelength Conversion

Wavelength conversion technique resolves contention by assigning bursts of traffic

to a different wavelength in the same fiber, if the destination wavelength in the

destination port is busy. This is done with the help of a wavelength converter.

In the following chapters, wavelength conversion is assumed used in the network

unless otherwise stated.

2.6.2 Fiber Delay Lines

Fiber delay lines provide sequential buffering by sending routing the contention

losing optical packet through optical delay lines of different lengths [19]. However,

in order to implement a large buffer capacity, large amounts of delay lines are

required. Due to the sheer bulk of delay lines, they are generally regarded as

impractical [6].

2.6.3 Deflection Routing

The Deflection routing contention resolution approach [11] transmits contending

packets to other nodes than their preferred next-hop node. The packet is then
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routed to its destination using a (generally) less optimal route. How effective this

approach is depends heavily on the network topology and the traffic pattern [55].

More importantly, deflection could cause packets to arrive with a significant delay,

as well as out of order.

2.6.4 Intelligent Packet Loss Combating Mechanisms

Packet loss combating mechanisms differ from contention resolution schemes pre-

viously presented in that they do not attempt to reduce the number of packet

losses when a contention occurs [39]. Instead, they attempt to reduce the PLR by

intelligent network behavior.

One such scheme is the Network Layer Packet Redundancy Scheme (NLPRS)

[38] which has been shown to be a viable approach to reduce PLR to an acceptable

level for asynchronous OPS [39]. The NLPRS has the added advantage that it can

be extended to Protected Network Layer Redundancy Scheme (P-NLPRS) [40],

see section 3.1.

2.7 WDM Layer (Traffic)

Wavelength Division Multiplexing (WDM) is technology which multiplexes a num-

ber of optical signals onto different wavelengths in a single optical fiber. This tech-

nique greatly increases the capacity of a strand of fiber. When a large number of

channels are operating over a single optical fiber, the technique is generally referred

to as Dense Wavelength Division Multiplexing (DWDM). WDM networks are be-

ing widely deployed in core networks. Using optical switches, a new optical layer

has been introduced: The WDM layer is capable of supporting several different

higher-layer services, such as Synchronous Optical Networking/Synchronous Dig-

ital Hierarchy (SDH/SONET) connections, Asynchronous Transfer Mode (ATM)

virtual circuits, and IP -switched data traffic [59]. Currently, the typical protocol

stack for optical networks is shown in Figure 2.7.

To understand why this protocol stack is in place, it is necessary to know
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that SDH/SONET, multiplexing protocols for optical data transfer, were originally

designed to support voice communications [36]. Due to its protocol neutrality, it

is often chosen for transporting ATM cells, designed to handle both large amounts

of network data traffic, as well as voice.

This protocol stack has several disadvantages [51]:

• Fully optical IP processing is not possible.

• 22% of the traffic in an IP over SDH/SONET over WDM network, is used

for overhead.

• There is much redundant functionality in the layers.

• Different layers compete for protection in the event of failure.

The issues regarding protection and restoration are regarded as being one of

the most pressing, necessitating a simplification of the protocol stack [29]. As IP

networks data traffic has far exceeded that of voice traffic, it is possible to merge

layers into a single layer to eliminate these disadvantages.

A move to the Generalized Multi-Protocol Label Switching (G-MPLS) archi-

tecture is foreseen, a control plane designed to encompass various switching tech-

niques like time-division (SDH/SONET) and wavelength switching [36, 30], hereby

providing a single routing control plane for these switching techniques.
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A new, simplified protocol stack is shown in Figure 2.2.

Figure 2.2: A simplified protocol stack for future optical netowrks

2.8 Network Survivability

A very important aspect of modern networks is network survivability: “The ca-

pability of a system to fulfill its mission, in a timely manner, in the presence of

threats such as attacks or large-scale natural disasters.”[32]

Because of continuously increasing bit rates, an unrecovered network failure

becomes a significant loss for ISP. Because of this, no ISP is likely to accept

unprotected networks. As cable cuts are very frequent [59], physical redundancy

as well as restoration protocols are required to reroute failed connections. The

function of rerouting failed connections is referred to as Restoration.

Although well defined restoration techniques already exist in upper electronic

layers like SDH/SONET, ATM, IP, these are slow relative to lower layers and

may require intensive signaling [29]. By performing the restoration in the optical

layer, the outage time can be decreased by exploiting fast rerouting of the failed

connection.

Another technique for network survivability used in WDM networks is pre-

designed protection, where some resources like wavelengths or fiber strains are

reserved for recovery from failures.
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2.8.1 WDM Pre-designed Protection Techniques

There are two main protection techniques against single-link failures in optical

WDM networks: Link protection and path-based protection.

With link protection, the nodes adjacent to the link failure reroutes the affected

traffic around the failed link.

With Path-based protection, end-to-end paths are protected which is crucial to

provide end-to-end guarantees in circuit-based switching. This is accomplished by

transmitting two identical copies of each packet are transmitted from a source to

a destination node over two node- and link disjoint paths.

Path- and link-restoration schemes have been extensively researched in circuit-

switched transport networks. It has been shown that path-based protection mech-

anisms usually lead to better resource utilization than link protection [44, 59]. 1+1

and 1:1 path protection are amongst the most common path protection techniques

[40].

1+1 path protection reserves a node and link-disjoint backup path and wave-

length and transports the same data over both paths. Link-disjoint means that

there are no common fiber cables used for the primary and backup path [40]. On

the occurrence of either link or node failure on either path, the data will still

arrive successfully at the destination through the remaining path. Compared to

1:1 protection, 1+1 protection provides instantaneous recovery as no switching is

required between the primary and backup path. In 1:1 path protection, one ded-

icated backup path is preallocated for one primary path. At the event of failure,

the failure must be localized, and a switch from the primary to the backup path

must be done [3].

2.9 Usage Based Internet Access

This section provides a reasoning for the usage-based pricing scheme employed in

section 4.2.1 and Chapter 6.

Most Internet Service Provider (ISP)s charge a (monthly) flat fee and differen-
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tiate the products based on the speed of the connection.The higher the speed, the

more they charge. This means that there is little correlation between the amount

a consumer uses their connection (bits transmitted) and the price they pay. For

instance, for two selected Asymmetric Digital Subscriber Line (ADSL) products

belonging to a major ISP in Norway, it is possible to provide an example of the

more expensive product actually becoming the cheapest, given a sufficiently large

amount of data transmitted and if looking at the price per transmitted bit. Given

that traffic can be modeled with a Poisson process, see section 2.4, and that fu-

ture optical access networks are expected to provide sustainable data rates with a

passive subscriber distribution of (at least) 1:64 [18], it is safe to assume that very

few users will constantly use their entire network bandwidth.

Table 2.1 presents an example with a fast, more expensive product transmitting

100 Gigabyte (GB), and a slower, more reasonable product transmitting 50GB of

data.

Table 2.1: Example of ADSL prices

Speed 16 Mbps 5 Mbps

Price 399,- NOK 349,- NOK

Bits transmitted 819200 Mb (100GB) 409600 Mb (50GB)

Price/Megabit (Mb) 0.0004871 0.00085205

Time to transmit 14.22 hrs 22.76 hrs

Table 2.1 shows that if a user 1 transmits 100 GB, that user end up paying

57.16% less (per bit) than a user 2 who transfers 50 GB of data. This indicates

that the more traffic you transmit, the less you pay per bit of data. This indi-

rectly encourages the user to transmit as much as possible. However, if demand

exceeds capacity, everyone will experience packet loss, and the service will be less

enjoyable for all. These types of scenarios has been described as a Commonize

Costs–Privatize Profits Game, where a group of individuals acting independently

on their short-term interests, will over harvest a common resource.
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On the contrary, metering traffic could encourage a minimalist data usage

pattern, lowering total capacity usage for all, allowing for more users to divide

available capacity and (in a perfect competition market) lower the price for all due

to less required capacity upgrades from the ISP.

One reason why ISPs can provide a fixed pricing scheme is because the marginal

cost of a single data packet is almost zero. There is not really a problem with this

fixed pricing as long as bandwidth demands are below available capacity. However,

it is only because of big technological advances like WDM that capacity has been

able to keep up with demand [36].

2.9.1 Current Events

In the USA, there is a growing trend of changing billing practices to reflect how

much data the customer is using.

Federal Communications Commission (FCC) chairman Julius Genachowski has

long been saying that he supports usage-based pricing for Internet service to “help

drive efficiency in the networks” [2].

Currently, many US based ISPs are implementing bandwidth caps, a step on

the way towards full usage-based pricing[26, 45]. When analyzing potential profits

and determining a fair price for a new product or service, it is beneficial to base

the price on the amount the service has been used.

To enable an optimal analysis, price based costing is used in chapter 4 when

analyzing how it can be profitable to implement two service classes instead of one.

2.10 Pricing Strategies

There are generally three approaches to establish a price for a good or service:

Price-based costing and Competitive analysis. Because this paper considers intro-

ducing two new services simultaneously, the pricing of these becomes slightly more

complex.

20



2.10.1 Cost-Based Pricing

This pricing strategy, also known as cost-plus pricing, considers how much the

good being sold cost to make. By finding the break even point, i.e. the point at

which cost or expenses and revenue are equal, a profit margin can be added to end

up with the price. Because this paper introduces service differentiation, there are

two prices to consider. These prices are related to each other in that they should

priced according to their quality.

2.10.2 Price-Based Costing

This includes what the customers are willing to pay for the product, how much

is it worth to them compared to other goods? If the customers are not willing to

pay more than what it costs to make the product, it is probably not profitable to

make the product. On the other hand, they may be willing to pay more than what

would be generated by simply adding a profit margin.

In the scenario in this paper, it is natural to assume that the customers’ will-

ingness to pay more for an Internet service will depend on the perceived quality

of that Internet service.

2.10.3 Competitive Analysis

This strategy involves looking at other companies and their prices for the same

product. There are currently no commercial companies offering service differen-

tiation in the manner presented here. It is then natural to look at substitutions.

Given the vast number of ISPs and the multitude of countries and markets in

which these ISPs compete in, a pricing strategy based on competitive analysis is

considered beyond the scope of this paper.
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Chapter 3

Quality of Service

differentiation in OPS

networks

This chapter covers the most central papers suggested for implementing QoS dif-

ferentiation in this thesis.

A 1+1 path protection scheme for optical packet switched networks presents the

Protected Network Layer Packet Redundancy Scheme (P-NLPRS), which provides

1+1 path protection in OPS networks. As optical networks are vulnerable to packet

loss due to contention and link failure, a form of end-to-end path protection is

required to guarantee a certain service provision. 1+1 path protection is simply

two identical copies of every network packet transmitted from an ingress node to

an egress node over two disjunct node- and link paths in a network.
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3.1 A 1+1 Path Protection Scheme for Optical

Packet Switched Networks

A quantitative study performed by the authors of [40] has proven that 1+1 path

protection can be provide 33% to 91% of the cost of traditional 1+1 path protec-

tion. In a network with m paths, P-NLPRS achieves path protection by grouping

m − 1 data packets, addressed to the same egress node, with one newly created

redundancy packet at an OPS ingress node. These m packets are transmitted over

m disjoint paths. If the the number of redundancy and data packets arriving are

greater than the total of m−1 data packets, lost data packets can be reconstructed

from successful data and redundancy packets using the FSRaid/NLPRS specifica-

tion. Hence, P-NLPRS can provide functionality equal to 1+1 path protection if

there is a single failure on a node or link on one of the m paths, also known as

single element failure. As a side note, a degree of QoS can be achieved by adding

redundancy packets to high priority traffic only.

Compared with traditional 1+1 path protection, in a network with 4 node

and link-disjoint paths, between each node pair, P-NLPRS provides 1+1 path

protection at only 33% of the cost. However in a more realistic network, analysis

show that 1+1 path protection can be provided between 64% and 97% of the cost.

The cost reduction depends on the node connectivity (Number of node- and link

disjoint paths between the nodes in a node pair). The more connected the network

is, the (generally) more cost savings can be achieved with the P-NLPRS.

3.2 Quality Of Service in Asynchronous Buffer-

less Optical Packet Switched Networks

In order to provide sufficient QoS for real time and critical applications, a form of

service differentiation is needed. “Quality Of Service in Asynchronous Bufferless

Optical Packet Switched Networks”[53] presents , an extension of Preemptive Drop

Policy (PDP). In an OPS where contention resolution is not used and multiple
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packets are routed towards the same wavelength at the same time, one packet will

be transmitted and the remaining packets will be discarded/lost. PDP is a method

to provide service differentiation in an asynchronous bufferless OPS by means of

preemption. Preemption allows for QoS differentiation by allowing high priority

traffic to preempt low priority based on a probability p. By utilizing PDP, the

remaining packets will be converted to idle wavelengths on the same fibre, if there

are any. This provides superior PLRs to other QoS differentiation mechanisms

like Wavelength Allocation (WA) and Intentional Packet Dropping (IPD), at a

slightly increased cost of complexity [42]. Although [42] focuses on relative QoS

guarantees, all preceding QoS differentiation schemes may be extended to provide

absolute guarantees as well, as shown in [39] [58]. An extension of PDP is the

Adaptive Preemptive Drop Policy (APDP). APDP can provide absolute QoS by

adjusting the preemption probability if the PLR rises or falls past a predetermined

QoS requirement. It is shown that APDP scales very well with the number of

available wavelengths, which are expected to keep increasing as DWDM technology

advances.
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Chapter 4

Model Formulation

4.1 Implementing Service Guarantees

Consider a Network Provider (NP) that owns its own network resources and offers

equal best-effort capacity to all its customers. The NP is considering implementing

APDP in order to provide QoS differentiation (i.e. different service guarantees

for different classifications of users). The service system has a finite processing

capacity C which supports two services which will also be referred to as classes. It

has been argued by the authors of [6], and in section 2.5, that the use of only two

service classes are optimal in core networks. Supporting only two service classes

reduces complexity of the control structure while still achieving the link utilization

benefits of statistical multiplexing. One “Guaranteed Rate” service with minimum

packet loss, is here denoted as class 1. A “BE” service class with medium to low

packet loss and a low need for buffering, will be denoted as class 2. In the rest

of this paper, various parameters will be tagged with subscripts 1 or 2 to denote

the two respective classes. An important feature is that both service classes are

delivered over common resources, i.e capacity is not split with a fraction dedicated

to each service. For simplicity, the system assumes that the demand for capacity

of class 1 users is less than that of the total capacity in the system at all times.
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This is a reasonable assumption as a NP is not likely to sell service to more class

1 than it can guarantee service to under optimal conditions.

4.2 Model Formulation

When upgrading a network to include service differentiation, there is a nonre-

curring cost related to upgrading the infrastructure and acquisition of additional

software. This cost will here denoted as CD. As the technique for providing QoS

differentiation, APDP is designed to operate in an asynchronous optical bufferless

network. The magnitude of CD depends on the already existing network architec-

ture. In order to retain a similar quality BE service, there may also be additional

costs related to increasing network capacity. This cost will be denoted CN . It is

important to note that CD + CN is a nonrecurring one-time investment. In the

case that a company uses its capital to fund this cost, the company must weigh

this investment towards other potential profits from other investments if the com-

pany decides to fund this themselves (e.g bank interest rate). In the case that the

company requires a loan, there may be significant interest rates associated. This

is all included in the CD + CN .

It should be clear that a business’ revenue before deployment of service differ-

entiation, R′, must increase with more than the total cost, CD + CN , in order

to obtain a profit from implementing service differentiation i.e: (δR > CD +CN ).

The new revenue after implementing service differentiation is denoted by R. The

revenue growth must be a direct consequence of deploying service differentiation.

This equates to that the revenue after implementing service differentiation must

be larger than the costs CD +CN as well as the non-differentiated service revenue,

R′, in order for the investment to be worthwhile:

R > R′ + CD + CN (4.1)

It is the goal of the service provider to obtain maximum revenues by pricing

the two service classes optimally.
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4.2.1 A Usage Based Pricing Scheme

As elaborated on in section 2.2, this approach can provide both the NP and its

customers a price based directly on the actual use. If a more traditional fixed

pricing scheme is desired by an NP, usage statistics from end-users in each service

class can be collected averaged to set a base for fixed price.

In a network without service differentiation, a NP provides a single service

class, denoted as S’ to its customers with a certain guarantee of quality as defined

in an SLA. In a scenario where the user pays a price per bit transmitted, each

bit, denoted as q’, has a price p′ > 0. The NP’s total revenue from the non-

differentiated service is then the number of bits sold multiplied by the price:

R′ = q′ ∗ p′

Now, that NP considers two service classes, class 1 which is a G-type class and

class 2, a BE-type class. I.e class 1 traffic is given priority over class 2 traffic.

Each bit is denoted by qi and price per bit denoted by pi, where the subscript (i)

denotes the class.

Revenue is now given by:

R = q1 ∗ p1 + q2 ∗ p2 (4.2)

For the NP to obtain a profit:

q1 ∗ p1 + q2 ∗ p2 > CD + CN + q′ ∗ p′ (4.3)

Under the assumption of perfect competition, supply is determined by marginal

cost. Firms will produce additional output as long as the cost of producing an extra

unit of output is less than the price they will receive.

When introducing service differentiation, there is a throughput penalty due

to increased packet loss [42, 53]. This could result in both service classes being

affected by a greater PLR than in a single-service scenario.
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Chapter 5

Quality of Experience

This chapter will quantify a relationship between willingness to pay and quality

as perceived by users.

5.1 Willingness to Pay

In order to price a product optimally, it is valuable to know what a potential

customer is willing to pay for the product. This must be weighed towards the cost

of making the product, in order to see if the product can become profitable. The

Willingness To Pay (WTP) can be used to more accurately establish a margin on

top of the cost, as opposed to simply adding a guesstimated margin.

Looking at micro-economic theory, the basic law of demand states that if de-

mand increases and supply remains unchanged, then it leads to higher equilibrium

price and higher quantity. If demand decreases and supply remains unchanged,

then it leads to lower equilibrium price and lower quantity. The price one is will-

ing to pay also depends on the utility, where an increase in utility results in an

increased demand [10]. Utility represents a consumers satisfaction when consum-

ing/using a good or service. Assuming an increase in QoS results in an increased

utility, it can be assumed that a customer is willing to pay more for quality, dis-

31



regarding other factors (e.g income, utility of unrelated goods). In the scenario in

this paper, it is natural to assume that the customer is willing to pay more for an

Internet service depending on the perceived quality of that Internet service.

5.2 Quality of Experience

To measure the perceived quality of an internet service, and therefore WTP, one

may use Quality of Experience (QoE). QoE is a subjective measure of a customer’s

experience with a service or application. QoE is defined by the ITU as “The

overall acceptability of an application or service, as perceived subjectively by the

end-user.” [37].

Although QoE is by nature subjective, there are several methods to quantify

it. This paper will analyze two recent subjective studies, as well as make use of

a mathematical model to quantify a user’s QoE with regards to PLR. The Mean

Opinion Score (MOS) is a test recommended by the ITU to obtain the human

user’s view of the quality of the network. It is widely accepted as the standard for

evaluating speech quality. The MOS test procedures consist of users rating speech

quality in a five-grade scale, from 1 (lowest) to 5 (highest). See table 5.1.

Table 5.1: Mean Opinion Score Classification

Values Mean Opinion Score

5 Very Satisfied

4 Satisfied

3 Fair

2 Dissatisfied

1 Not Recommended

The IQX hypothesis (exponential interdependency of quality of experience and

quality of service) presented in [17] proposes a generic formula where QoE and

QoS parameters are connected through an exponential relationship. They state
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that QoE can be expressed as a function of n influence factors Ij :

QoE = Φ(I1, I2, ..., In)

Further, they focus on the single influence factor I = QoS to derive the re-

lationship QoE = f(QoS). As discussed in section 2.5, PLR will be used as the

sole parameter for measuring QoS. This paper will focus on a subset of this, the

relationship QoE = f(PLR). This relationship will then be used to portray a

person’s willingness to pay for a service, WTP = f(PLR).

5.3 QoE-PLR Relationship

In general, it seems reasonable to assume that a user’s sensibility to quality is more

perceivable the higher the QoE already is. A very small decrease in quality (PLR)

will strongly decrease the QoE at a very high or almost perfect QoE (in this case,

connection quality) because it is more noticeable. On the contrary, if the QoE is

already very low, this miniscule decrease of quality will go almost unnoticed, since

the QoE is already so low. An analogy to this is that of a new, spotless car versus

that of a rusted, dented old car. A minor scratch on the new car could largely

decrease its value, whereas it might not even get noticed on the dented old car.

5.4 Subjective Studies

This section presents two papers where empirical data is extracted and fitted

functions to. In section 5.5, these functions are used to find a generic relationship

between QoE and PLR.

5.4.1 A Pilot Study to Assess QoE

“A Pilot Study to Assess Quality of Experience Based on Varying Network Pa-

rameters and User Behaviour” [33] assesses QoE for users who are web surfing

in a controlled environment. It is interesting both because they conduct the test
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at a relatively high PLR of 5-10% and because it’s the test subjects are current

internet users (2011), with their ensuing demands. Only the empirical data will

be used from this study, as their proposed analytical model is both based on net-

work delay measured in milisecond(s) (ms), as opposed to solely PLR, and largely

untested. Test subjects were asked to evaluate their experiences while browsing at

five minute intervals and placing a score according to the MOS scale, as described

in table 5.1.

Figure 5.1 shows obtained MOS values dependent on the measured PLR for

the conducted experiments in [33] and for the fitted equation a ∗ exp(−b ∗ plr) + c.

Each point represents a user evaluation of their experience measured in a discrete

MOS value for a given packet loss probability. The experiment was conducted with

a limited discrete set of PLRs, several test subjects have given the same score for

multiple PLR values. Consequently, one plotted point may represent overlapping

points portraying more than one test subject’s experience at a given PLR.

As PLR approaches 1, the QoE in terms of MOS approaches its minimum of

one. A point representing the minimum QoE vs the maximum PLR has been

added to represent that a customer will not be satisfied (MOS = 1) with 100%

PLR (i.e no internet service).

The unknown parameters in the model function a∗exp(−b∗plr)+c, are retrieved

by means of nonlinear regression. The optimization toolbox of Matlab was used to

obtain an optimal fitting function. The R-square can be strong indicator of a good

fit if it covers the set of data, hence the fitting function with the highest R-square

value was selected (R-square value closest to 1). R-square is defined as “the ratio

of the sum of squares of the regression”, indicating how large of a proportion of

variance is accounted for by the model. A value of 1 means that the fit explains

100% of the total variation in the data about the average, while a value of 0 means

that the fit explains 0% of the total variation about the average. Equation 5.1

shows the obtained fit for the data in [33], graphed in Figure 5.1.

4.17 ∗ exp(−11.35 ∗ x) + 0.9374 (5.1)
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Figure 5.1: MOS as a function of PLR from [33]

The goodness of fit can be measured using several different metrics. The Sum of

Squares Due to Error (SSE) measures the total deviation from the response values

of the fit to the response values. It should approach zero to indicate that the model

has less random errors. Root Mean Squared Error (RMSE) is an estimate of the

deviation of the random component in the data. It should also approach zero to

make for a fit more useful for prediction. The R-square measures how large of a

proportion of variance is accounted for by the model. A value of 1 means that

the fit explains 100% of the total variation in the data about the average, while a

value of 0 means that the fit explains 0% of the total variation about the average.

Equation 5.1 yields SSE = 14.95, RMSE = 0.8063 and R-square = 0.5022. This

is not a particularly good fit from an objective viewpoint. This could be due to a

limited sample size as well as both the ignored latency and limited range of PLR.

On the other hand, it is reasonable that the obtained, fitted equation outputs data

that could very well have come from a subjective test. That a PLR of about 30%
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during web surfing equating an MOS score of 1, ”not acceptable”, is plausible,

especially when viewing from a perspective of WTP. A PLR of 30% would result

in many site requests timing out, and large latencies on those that do not. The

claim that few or no people are willing to pay for this, especially considering there

are many other products available, seems very accurate according to MOS results.

Limitations

This paper has a sample size of only 12 participants, making the margin of error

large. Furthermore, the study partly relies on inducing a delay of up to 100ms in

addition to inducing PLR. This delay has been ignored in this paper and will the-

oretically result in a slightly more concave curve than what is shown in Figure 5.1.

Additionally, the paper tests for a narrow, limited PLR.

5.4.2 Assessing Network Quality of Experience

Assessing Network Quality of Experience [25] attempts to find a relationship be-

tween the two domains QoE and QoS.

They test a small but diverse range of popular Internet applications at various

induced PLRs and latencies. This section will only consider the PLR portion.

Figure 5.1 shows obtained MOS values dependent on the measured PLR for

the conducted experiments in [33] and for the fitted equation a ∗ exp(−b ∗ plr) + c.

Each point represents a user evaluation of their experience measured in a discrete

MOS value for a given packet loss probability. The experiment was conducted with

a limited discrete set of PLRs, several test subjects have given the same score for

multiple PLR values. Consequently, one plotted point may represent overlapping

points portraying more than one test subject’s experience at a given PLR

In addition to observing and recording the behavior of the application at dif-

ferent PLRs, a panel of expert evaluators gave their views of the experience using

a generic ‘traffic light’ scale, see Figure 5.2. Each observation is marked as a point

in Figure 5.3. As the experiment was conducted with a limited discrete set of

PLRs and a wide range of applications, several applications have been given the
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same QoS score for corresponding PLR values. Consequently, one plotted point

may represent overlapping points portraying than one application’s evaluated user

experience at a given PLR.

Figure 5.2: ”Traffic light” scale from [25]

The unknown parameters in the model function a∗exp(−b∗plr)+c, are retrieved

by means of nonlinear regression. As before, the optimization toolbox of Matlab

was used to obtain an optimal fitting function with the R-square value closest to

1. Equation 5.2 shows the obtained fit for the data in [25], graphed in Figure 5.3:

1.942 ∗ exp(−16.98 ∗ x) + 1.014 (5.2)

Equation 5.2 yields SSE = 19.6, RMSE = 0.6261 and R-square = 0.2429. This

is not a particularly good fit either, from an objective viewpoint. This could be

due to a limited sample size as well, but perhaps more importantly, the limited

range of tested PLRs. There is a large frequency of the highest score, 3, in the

data, likely the result of the tests being conducted at too low PLRs. This could

translate to a much higher density of scores at the extreme scores, resulting in a

worse fit. This aside, the curve does resemble that of Figure 5.1 with QoE reaching

the lowest score (unusable) at a PLR around 0.3. A PLR of 30% would result in

most services being slow, and many services being completely unusable. The claim

that few or no people are willing to pay for a service of this quality, especially

considering there are many other products available, is supported. Furthermore,

Figure 5.3 decreases faster per unit of PLR compared to that of Figure 5.1. This

is as expected, because some of the applications which observations are plotted
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Figure 5.3: QoE as a function of PLR according to [25]

from the second survey in Figure 5.3 are more QoS sensitive than those from the

first survey, plotted in Figure 5.1.

5.5 Objective Methods

Objective methods utilize algorithms and formulas that model or measure the QoE

quantitatively, automatically and with repeatable results. These results highly

correlate with subjective MOS scores when measured against each other. There is

a considerable amount of research on voice quality prediction based on objective

methods, split into two subgroups: Intrusive vs non-intrusive.

Intrusive vs. Non-Intrusive

Intrusive (signal based) methods compare the original (voice) signal to that which

has been sent/processed through the network to estimate final (voice) quality. As

a result, it is difficult to expand on these methods to include non-voice based
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applications, Therefore, these methods are unsuitable for generalizing QoE.

Non-intrusive methods like ITU’s E-Model [4] and the IQX hypothesis [17] are

based on network/application parameters.

The e-model is found to correlate well with subjective MOS scores [20], and

while the Internet Engineering Task Force (IETF) recommends a more up-to-

date method defined in RFC3611, the improvement lies in the calculation of the

equipment impairment factor. This input variable is set to 0 for the purposes of

this paper, rendering the updated E-model equal to the one recommended in [4].

5.5.1 E-Model

The E-model is a mathematical model which uses quantitative, measurable param-

eters to estimate quality. It has proven useful as a transmission planning tool and

can be used by transmission planners to help ensure that users’ will be satisfied

by end-to-end transmission performance [4]. By using the e-model, it is possible

to provide a prediction of the expected quality as perceived by the user.

The output of the e-model is a scalar quality rating value, R, which ranges from

0-100 and has a direct correlation with the overall quality. An estimated MOS can

be calculated from the R-value, which, to allow comparison to the fitted models,

have been done in this paper. It should be noted that the maximum obtainable

’R’ value is 93.2, which only translates to a MOS of 4.41. This number is proposed

by the ITU to convey the reduced quality predictions under ideal conditions. It

has been shown that test subjects are averse to voting a perfect MOS score of 5

even under ideal conditions. Rather, statistics show that the average upper bound

MOS for a subjective test is around 4.5 [13], which serves as an upper bound in

the e-model.

The E-model is intended for estimating voice quality, but can be manipulated

to estimate performance of a wide variety of applications by changing the input

parameter Packet-loss Robustness Factor (Bpl). Bpl is defined as “The robustness

of a codec to random packet loss” but could just as well describe the robustness of

an application to packet loss. The model has the added advantage that by setting
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most/all input parameters to 0, PLR can be isolated so that MOS = f(PLR). Ad-

ditionally, it can model both bursty and random packet loss by increasing the burst

parameter the Burst Ratio (BurstR). The Bpl parameter is normally found by us-

ing an intrusive QoE method, Perceptual Evaluation of Speech Quality (PESQ),

to produce a set of MOS scores corresponding to packet loss rates ranging from 0

to 20%. The resulting PLR vs MOS curve is used as a reference model, and Bpl

parameters are adjusted in the E-model until the output closely resembles that

generated from the PESQ scores [1].

Likewise, this can be done with other applications and actual MOS scores as

well. The objective here is to find a Bpl suitable to represent a wide enough range

of applications such that calculating user QoE with the E-model and that the

estimated Bpl can represent the users’ QoE of a network as a whole. Subjective

empirical data will be used to find an accurate Bpl for a wide range of applications.

The E-Model is modeled by the following formula at the given boundary con-

ditions, Figure 5.4 shows the E-model with default parameters, and Bpl = 0.

R = 93.2− (95 ∗ (plr/(plr/7)))

WTB =


For R < 0 : WTP = 1

For R > 100 WTP = 100

For0 < R < 100 : WTP = 1 + (0.035) ∗R+ (.000007) ∗R ∗ (R− 60) ∗ (100−R)

To make the E-models output more closely resemble those of Figure 5.1 and

Figure 5.3, the Bpl is adjusted to 6. This is shown in Figure 5.5.

With the Bpl set to 6, it can be seen that the curve resembles that of Figure 5.3

and 5.1, belonging to the empirical data. This model shows a maximum close to

4.5, as opposed to the empirical data. This is due to the empirical data studies

used a discrete scale in their surveys, rather than continuous data as recommended

by the ITU. The MOS reaches the minimum score of 1 at around 30% PLR. At

30% PLR, even browsing the web would be slow and frequently time out. Many

other QoS sensitive applications like online gaming could be completely unusable.

40



Figure 5.4: MOS as a function of PLR based on the E-model with Bpl = 0

Figure 5.5: E-Model with Bpl = 6.
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It is unlikely that users’ would be satisfied in any applications, all in all making

this model plausible.

5.5.2 Limitations

The E-model cannot judge the impact of variable packet delay and has limited

tested and confirmed accuracy with non-random packet losses.

5.6 Mapping MOS to Willingness To Pay

The MOS score by itself does not reveal how much more (or less) a customer is

willing to pay for a product. By rescaling the E-model formula with a set bpl = 6

from a MOS scale to a QoE scale of 0 to 1, the WTP factor can be expressed as a

function of packet loss, i.e: WTP = f(PLR).

As this will be used to calculate the profitability of two service classes and

compare that to a single-service network, the WTP price can be quantified as

a percentage of the maximum price a customer is willing to pay at perfect ser-

vice/zero packet loss (or a price a company sets to recover costs of providing a

service), Pmax. An absolute number is not required for this purpose, as both the

price before and after QoS differentiation deployment can be written as a fraction

of Pmax.

PWTP = Pmax ∗WTP (plr)

By converting the MOS scale of from 1-4.5 to a QoE of 0-1 scale, mapping of

Willing to Pay vs PLR can be seen in See Figure 5.6. The price is now mapped as

a percentage a customer is willing to pay correlated to the maximum price they

are willing to pay.

Further, by changing the scales of Figure 5.3 and 5.1 from their respective

scales to a common scale of 0-1, all plots can be viewed in the same figure for

comparison. As shown in Figure 5.6, WTP(PLR) is very closely fitted to the plots

of the empirical data.
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Figure 5.6: WTP(PLR) used for estimating price

Figure 5.7: Comparison of WTP(PLR) model to empirical data
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Chapter 6

Analysis

Assuming users are willing to pay more for a service of higher quality, as established

in section 5.1, this chapter investigates optimal pricing structures by comparing

pricing before and after implementing service differentiation in an asynchronous,

optical packet-switching network. Switching time in a bufferless network is minis-

cule and will consequently be ignored for this analysis. The arguments for ignoring

switching time and other parameters in this analysis to describe the QoS are made

in section 2.5.

It is natural to give network priority to the class that generates the highest

revenue. It is hence assumed that µ−11 p1 > µ−12 p2, (i.e a bit processed in class 1

generates more revenue than a bit processed in class 2), where µ−1i is the mean

service time (time a packet is in the system) for a given service class. In other

words, class 1 will have a higher price than class 2.

6.1 Switch Architectures and Arrival Models

To setup the analytical models to compare the before and after differentiated

service scenarios, we consider a switch architecture and the arrival models for

an asynchronous, bufferless, optical network. The analytical model employed to
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evaluate the PLR for the single service class scenario is provided in Eq. 6.1, whereas

the analytical model and simulated results for the differentiated service scenario

are detailed in [53]. In the data leveraged within this paper for both scenarios, the

traffic arrival rate is chosen for an asynchronous, bufferless, optical switch with

full wavelength conversion.

The packet lengths for traffic for all service classes in both service class scenarios

are independent and identically distributed with mean packet length L = 472

[53, 6]. For a discussion, see section 2.5. A list of common parameters and their

initial values for both service scenarios is given in Table 6.1. The initial values are

used for the remainder of this chapter, unless stated otherwise.

Table 6.1: Network Parameters and Initial Values

Parameter Description Initial value

N Number of wavelengths 128

C Arrival rate 2.5Gbps

L Mean packet length 472 Bytes

A System load 0.8

Si Relative share of traffic of a class 0.2

s Switching time 0

6.1.1 Service Differentiation by APDP

In “Quality of Service in Asynchronous Bufferless Optical Packet Switched Net-

works” [53], a strictly non-blocking asynchronous, bufferless, optical switch is con-

sidered. Packets may arrive at any instant because of the asynchronous nature.

As discussed in 2.5 and 2.6, the major concern of switches of this kind is packet

loss due to contention. This paper will only focus on the results found with full

wavelength conversion. It is further assumed that all connection requests arrive

according to an independent Poisson process with constant arrival intensity for

each service class. This simplification was done to ensure manageable results, and
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has been used in other works to calculate performance metrics [8, 53, 56] for optical

network architectures. However, an on/off state model with exponential holding

times has been adopted to model a finite population of sources and dependency

between the service time and the packet inter-arrival time. This ensures a closer

model to that of a real switch. A more detailed description is available in APDP

Figure 6.1, borrowed from [53], shows the PLR as a function of the system load

A for a switch with full wavelength conversion. It is important to note that [53]

denotes High priority traffic as 0 and low priority traffic as 1. This is in contrast

to the class 1 and class 2 used in this paper to denote high and low priority traffic,

respectively.

Figure 6.1: PLR as a function of the system load (A), from [53]

6.1.2 Single Service Class, Best Effort Scenario

For the single service class, a constant arrival rate λ with an infinite population

of sources is assumed. This differs slightly from the differentiated service scenario

which is modeled using an on/off state model with a finite population of sources.
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However, the on/off arrival model approaches the Poisson arrival model as the

number of input sources increases. This paper assumes a total input of 128 wave-

lengths (in APDP, 16 wavelengths per 8 fibers), thus the on/off model generated

closely follows the Poisson model [53].

To model the single class with full wavelength conversion, the Erlang loss model

can be adopted [41].

Pb =
(λh)N

N !∑N
i=0

(λh)i

i!

(6.1)

Where:

• N = Number of wavelengths

• λ is the arrival rate

• µ−1 is the mean service time (time a packet is in the system)

The mean service time is defined as: µ−1 = L/C while the arrival rate is

defined as λ = A ∗N ∗ µ, where µ = C/L.

6.2 Fixed System Load Scenario

In a fixed system load scenario, a constant portion of total network capacity is

utilized in the network before and after implementing service differentiation. Let

CN = 0 such that there are no investments in traffic resources. The NP will profit

when,

q1 ∗ p1 + q2 ∗ p2 > CD + q′ ∗ p′ (6.2)

It is necessary to set a traffic distribution between the two service classes in

order to accurately estimate the PLR for each service class in the differentiated

service scenario. Let S1 be the share of the total data sold to class 1 and S2 be

the share of the total date sold to class 2. Then, q1 will be equal to S1 multiplied

to the total data and q2 is likewise S2 times the total data. By assuming that

48



the total traffic does not change with the deployment of service differentiation, i.e.

q1 +q2 = q′, and that q1 = 0.2∗q′ (relative share of class 1 traffic is 20%), S1 = 0.2

and therefore S2 = 0.8. Then equation 6.2 then becomes,

p1 ∗ 0.2q′ + p2 ∗ 0.8q′ = CD + p′q′ (6.3)

By dividing by q’, a relationship between the number of bits sold and the cost

of deployment is revealed:

p1 ∗ 0.2 + p2 ∗ 0.8− p′ =
CD
q′

(6.4)

where q1
q′ = 0.2 and q2

q′ = 0.8. Eq. 6.4 shows that when q′ → ∞ , CD →

0. Naturally, the more data sold over time, the more the cost of deployment is

recovered and the closer to Return on Investment (ROI).

6.2.1 Price-Based Costing

While it can be assumed that the marginal cost of one data packet equals (almost)

zero after a given period of time, and a provider can accordingly price internet

services, it is usually not in the service providers’ interest to do so based on that

information alone. Seeking to maximize profits, they would be interested in how

much the service is worth to the customer, thereby knowing how much they can

charge.

By expressing the price for each class in Eq. 6.3 in terms of the WTP factor

as a function of PLR multiplied to the minimum price a provider needs per unit

of data for all services (i.e. class 1 plus class 2) to cover the costs of service

differentiation deployment, Pmin ≤ p1 +p2, it is possible to estimate how much an

internet provider may charge a user for service in either class. The price charged

to each class, based on customer willingness to pay is then:

p1 = Pmin ∗WTP (plr1) (6.5a)

p2 = Pmin ∗WTP (plr2) (6.5b)
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It should be noted that the price Pmin is denoted here as a minimum, as

opposed to a maximum as in chapter 5. This is because, while it is the maximum

value of the service a provider will provide, hence the maximum price a customer

would be willing to pay for the service, it is redefined for analysis as the minimum

price the company will need to cover costs of the service.

Lets assume that a service provider currently charges a price p′ per unit of

data. If service differentiation is implemented, it may be expected that less data is

sold for the BE class due to customer migration to class 1. Additionally, there will

be a slight decrease in quality for BE users due to re-distribution of the bandwidth

with dedicated bandwidth for class 1 plus the throughput penalty for implementing

service differentiation [42]. This means that the revenue of service class 1, p1 ∗ q1
must cover both that of the deployment cost, CD per total bytes sold q′, and

the decreased revenue (relative to the original revenue before differentiation) from

service class 2, as shown in equation 6.4 rearranged below,

p1 ∗ 0.2 >
CD
q′

+ (p′ − p2 ∗ 0.8) (6.6)

It is important to note that q’ will be the total data sold for the given time

period to fully cover the costs of deployment. Expressed in terms of minimum total

price, Pmin, willingness to pay as a function of PLR, WTP (plri), and plugging in

the total and relative shares of network traffic, q′ and qi, equation 6.6 becomes,

0.2 ∗ Pmin ∗WTP (plr1) >
CD
q′

+ (p′ − 0.8 ∗ Pmin ∗WTP (plr2)) (6.7)

Solving for Pmin gives,

Pmin >

CD

q′ + p′

0.2 ∗WTP (plr1)− 0.8 ∗WTP (plr2)
(6.8)

A service provider considering whether to implement service differentiation

would need to know the cost to upgrade their service, estimate the PLR that class

1 will experience, and the PLR that class 2 will experience under a known system

load, A, and refer to the studies presented above for an estimate of the customer
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WTP factors for either class based on the PLR estimates. Furthermore, they

need to determine the time period for a Return on Investment to cover the total

costs of deployment, CDand how much data on average they will sell to their total

customers in that ROI period. Finding the total bytes sold, q′ will be discussed

in detail further below. Knowing how much they currently charge, p′, and using

all the estimated values, they can use the above equation to find a minimum total

initial price for the implementation of service differentiation to be worthwhile.

Equations 6.5a and 6.5b will then provide the prices that the provider should

charge each class of customers. The last variable that is important to discuss is q′,

the total data sold. More specifically, in order for the model to work, q′needs to be

defined as the data sold in the time frame expected to recover 100% of the invested

cost, multiplied by the total ROI time, and by the unit of data sold per unit of

time (i.e. average Gigabytes per month for all customers, or capped Gigabytes per

month at worst case). For example, if a company has a customer pool of 500,000

users, each using an average of 100 Gigabytes per month, and an executive decision

is made to have an ROI of 5 years (60 months), then q′ will be 500, 000 ∗ 100 ∗ 60,

or 3 ∗ 109 Gigabytes to be sold.

An example of using the customizable model to find the price for each class is as

follows: A network provider wishes to implement service differentiation. Suppose it

will cost about $10 million to upgrade infrastructure and implement differentiated

service for 2 classes: Guaranteed service and a Best Effort service. The provider

is planning for a ROI of 5 years (60 months) and would like to know whether they

can reasonable price the services accordingly for service differentiation. Originally,

the provider charged $0.50 per gigabyte of data to 500,000 customers and plans

to partition 20% of the data traffic to the Guaranteed class, and 80% to the Best

Effort class. The tables below outline various PLR estimates for each service class

and the customer WTP for each PLR value under different system loads (calculated

using the model from section 5.6.)

In a high traffic situation, in which the system load A is at 80%, the PLR for

the service classes might be estimated for each service class as follows in table 6.2.
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Table 6.2: WTP in percent of Pmax with A = 0.8

WTP(plr) WTP

WTP1(0.004) 0.9322

WTP2(0.4) 0.0123

Knowing that the backbones in the internet typically run at 10%-15% of their

total capacity [35], (A = 0.20), it is necessary to look at lower system loads as

well. Table 6.3 presents the WTP factors for PLRs corresponding to an example

of a typical system load, 20

Table 6.3: WTP in percent of Pmax, A = 0.20

WTP(plr) WTP

WTP1(0.00002) 0.9739

WTP2(0.009) 0.8726

WTP ′(3.553 ∗ 10−47) 0.9741

Using the equation 6.8, the company will require a total price of at minimum

$2.83 cumulative per Gigabyte at a system load of 80%. Class 1 would be willing

to pay about $2.67 per Gigabyte under this situation, and class 2 would be willing

to pay $0.04 per Gigabyte (accruing a total of $2.71 per Gigabyte). At a system

load of 0.2, the max price is $0.83 per Gigabyte. Class 1 would be willing to

pay $0.81 per Gigabyte, and class 2 would be willing to pay $0.72 (accruing a

total of $1.53 per Gigabyte. Under 80% system load, if the company charged

the price either class is willing to pay, the company may not reach the ROI goal

and implementation of service differentiation may not be in their best interest (p1

plus p2,$2.71, is less than the estimated Pmin of $2.83). On the other hand, at

lower system loads (based on existing networks), the company will earn almost

twice the amount of revenue per unit of data than required to meet the ROI for

service differentiation (p1 plus p2,$1.53,is 1.8 times the estimated Pmin of $2.83).
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Therefore, it may be an attractive investment.

As argued in section 5.1, it can be seen from Table 6.3 that at lower PLRs,

there is a smaller difference in the WTP factors as the users are generally satisfied

with the service provided in both classes. The decreased difference may also be

in part due to a smaller throughput penalty, which tends to decrease with lower

system loads [42]. However, it is most likely a very minor reduction, as the use

of PDP to provide QoS differentiation has not been shown to reduce throughput

significantly even at higher system loads [42]. In total, the decreased difference

in WTP translates to a lower minimum price (Pmin) necessary to compensate for

throughput penalty and cost of deployment over a given time period. Increasing

the prices for service in either class (or charging more than Pmin in total) may be

necessary to cover the network costs, CN , as well. A brief overview of required

equipment, is given in 7.

The model presented intends to be customizable for each network provider’s

situation. Careful analysis is necessary to determine whether implementing service

differentiation is worthwhile for the provider given the time to realize a ROI, the

network parameters, and whether they can charge the prices to the customer classes

necessary to meet the minimum price requirement. Based on the findings, under

certain circumstances, service differentiation may be profitable on asynchronous,

optical packet-switching network.
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Chapter 7

Capital Expenditure of

Implementing QoS

Differentiation

Much of today’s infrastructure is based around SDH/SONET, multiplexing proto-

cols originally designed for circuit mode communications [36]. There are associated

costs with implementing and upgrading to service differentiation using APDP for

example. The actual cost depends on the pre-existing architecture. By looking

at likely components for an OCS or OBS network which utilizes glsdwdm, a NP

can look at their current architecture and see what needs to be upgraded to es-

timate its’ CAPEX. This chapter gives an overview of the capital expenditure

(CAPEX) involved with deploying two service classes considering both software

and hardware.
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7.1 Next Generation Optical Networks

Optical WDM networks can be constructed consisting of the following main com-

ponents [30, 54]:

• (Single mode) Optical Fibers, which allow for high-bandwidth transportation

• Erbium Doped Fiber Amplifiers (EFDAs) to extend the range of an optical

fiber by amplifying the weakened optical signals

• Add-Drop Multiplexors (ADMs) and/or Reconfigurable Optical Add-Drop

Multiplexer (ROADM)s, which allow for adding or dropping of wavelengths

• Optical Cross Connects (OXC), a fiber interconnection device to route signals

from an input port to the desired output port

• Switch Control Units, (SCUs) which create and maintain a forwarding table

and are responsible for configuring the OXC.

• A mechanism which forwards packet by labels instead of addresses, (e.g G-

MPLS). This allows for pre-configured Label Switched Path (LSP)s, which

eliminate the need for a switch to “read” the label of each packet header.

This can be used to set up light paths used in OCS and OBS [34].

Some of these components may already exist in the NPs current network. A

SDH/SONET-based network may already contain EFDAs and optical fibers of

sufficient quality to support OCS or OBS. Hardware CAPEX in such a network

would mostly come from upgrading the nodes.

7.2 APDP Implementation Requirements

The CAPEX of implementing APDP are caused by both increased soft-

ware/scheduling complexity and hardware complexity.

The following is required to implement APDP [42]:
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• In order for the switch to know which packets/bursts to prioritize (and which

to preempt), the output wavelength state information must include informa-

tion about the service class of the packets/bursts.

• To minimize bandwidth usage, APDP should only discard the latest packet

arrival of lowest priority when performing a preemption. This can be accom-

plished by including information about when the switched packets arrived to

minimize bandwidth.

• To minimize bandwidth waste in downstream nodes, the part of the pre-

empted packet that has already been transmitted needs to be erased. This

requires additional hardware.

The adding and dropping of wavelengths in order to provide preemption, can

be performed by a ROADM. To remove fragments of preempted packets that

have already been transmitted, a checksum may be calculated and compared to

the checksum in the header, as described in [54] The output wavelength state

information can be included in the packet forwarding mechanism G-MPLS [30]. It

can then be concluded that generally, if upgrading from a point-to-point optical

architecture, there will be both hardware and software costs. Upgrading from an

already bufferless IP-over-WDM architecture, the only added cost is implementing

new software.

7.3 Path Protection

As opposed to traditional 1+1 path protection, where two physical fiber links are

needed between each node in a network, Protected Network Layer Redundancy

Scheme (P-NLPRS) has proven to provide the same functionality at a fraction of

the cost, depending on the cost function applied [40]. This efficiency improvement

can result in a NP needing to deploy less fiber capacity than if using traditional

1+1 path protection techniques. Given that the cost of deploying new optical fibers

can cost as much as $70,000 USD per mile, [48] significant cost reductions can be
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made. The actual efficiency improvement depends on the network topology, more

specifically the node connectivity [40]. Generally, backbone networks are have

mesh-based topologies and metro networks have ring-based topologies [5]. Mesh-

based topologies generally have higher node connectivity than ring-based. Since

many metro networks are currently migrating to a mesh topology [5], a reduction

in the cost of deploying new fiber is feasible for most (future) networks. In real-

istic network scenarios, between 64% and 97% cost savings can be achieved [40].

This reduction in cost, must however be compared to the added cost of deploy-

ing [40]. Additionally, P-NLPRS might be deployed solely to combat contention,

which results in the cost of deployment being more justifiable than if QoS was not

implemented.
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Chapter 8

Conclusion

As the capacity of data networks increases, service providers can benefit from

knowing how to price their services according to how much a user is actually will-

ing to pay. A model calculating the the WTP factor as a function of PLR has

been presented based on customer satisfaction studies. It was used to develop

a framework that suggests a pricing strategy for implementing service differentia-

tion. It determines a minimum price to cover the costs of deployment given various

network parameters, customer and business parameters, and a ROI time period.

The framework addresses the question of whether implementation of service dif-

ferentiation on asynchronous, optical packet-switching networks is worthwhile and

suggests how much a network provider may increase or effectively price their ser-

vices to improve revenue over time. Finally, a brief cost analysis of implementing

QoS differentiation is provided, covering both hardware and software costs to im-

plementing and upgrading existing infrastructure.

8.1 Future Work

This section suggests future work to expand and improve on the frameworks and

discussion in this paper. Some suggestions include:
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• To improve the mapping between WTP and PLR, an empirical study should

be performed with a higher number of test subjects as well as a larger PLR

range. Additionally, all network parameters should be controlled as PLR

varies.

• To improve the mathematical framework for pricing service differentiation

on bufferless optical networks by graphing and modeling. Graphing may

help determine when, at certain parameters, the investment would become

cost-effective with varying parameters.

• Expand analysis with an increased network capacity scenario which negates

the throughput penalty introduced by QoS differentiation.

• The cost analysis should be expanded to include operating expenditure

(OPEX) - in particular, energy requirements.
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Appendix A

WTP Calculator

This appendix lists relevant MATLAB code for WTP calculation based on PLR.

A zip file containing the files may be found by searching for the thesis title at:

http://daim.idi.ntnu.no/soek/index.php

A.1 WTB Calculator

WTBcalculator.m calculates a willingness to buy for a service, provided a packet

loss ratio for that service.

• The input, plr, must be in percent from 0-100.

• The output, WTP, is given in percent of a maximum price a customer is

willing to pay for a hypothetical perfect service or the minimum price a

company requires to cover all service costs.
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