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Abstract—With the further advancement of the research on 

marine environmental science, more and more attention has been 

paid to modern data monitoring technology. In order to obtain the 

current water quality information quickly, this paper combines 

the advantages of Canopy algorithm and FFCM algorithm, and 

proposes an improved Canopy-FFCM clustering algorithm. The 

algorithm firstly uses Canopy algorithm to quickly obtain the best 

clustering number, and then iterates through FFCM algorithm. 

Through the use of FCM algorithm, FFCM algorithm and 

improved Canopy-FFCM algorithm to conduct simulation 

analysis on samples for many times respectively, the experimental 

results show that compared with the traditional algorithm, the 

improved algorithm effectively reduces the time required for the 

analysis process and has good application value.  
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I. INTRODUCTION 

The ocean is a treasure trove of human resources[1]. The 
concentration of nutrients and other trace elements in seawater 
directly affects the growth, reproduction and metabolism of red 
tide organisms, and the deterioration of marine water 
environment affects the survival of aquatic organisms, which 
has become the focus of high attention of marine 
environmentalists for a long time[2]. How to quickly analyze the 
current water quality information is the premise of marine 
resource management and marine pollution control. With the 
improvement of information technology, the way of water 
environment monitoring has changed from manual collection 
and experimental analysis to automatic monitoring and analysis 
of water information. The automatic monitoring system of water 
environment has developed rapidly, but its ability to analyze 
data is still insufficient. Water quality information is stored in 
the monitoring system. These data are interrelated and have the 
characteristics of mass and redundancy. Analysis and modeling 
of these data are made in an attempt to obtain water quality 
pollution results from the data and predict its future development 
trend. 

 Fuzzy cluster analysis is a multivariate statistical method for 
quantitative study of classification problems[3]. The method 
determines the degree of each data point belonging to a certain 
cluster by using membership degree, which has been widely 
applied in the fields of image processing and pattern recognition, 
and is also a very important method in the field of water quality 
analysis. FCM algorithm is an improvement of HCM algorithm. 
It introduces a fuzzy concept to the attribution of each data and 
retains more detailed information. Its simple structure and fast 
computation speed have attracted the attention of many 
researchers. FFCM algorithm combines the characteristics of 
FCM algorithm and HCM algorithm, and uses HCM clustering 
algorithm with very fast operation speed to calculate the hard 
clustering center[4], which improves the efficiency of the 
overall algorithm[5]. 

ROV (Remote Operated Vehicle) is a kind of unmanned 
underwater vehicle, and it is the universal operating platform of 
underwater sensor network. In this paper, ROV is used to 
acquire real-time marine water quality data, as shown in Figure 
1. Because the data collected by ROV data collection platform 
has the characteristics of large quantity, large vector dimension 
and more noise interference, many problems will occur when 
using traditional clustering algorithm to analyze massive water 
quality data information. For example, in the calculation process 
of Fuzzy C-means clustering algorithm, it is required that the 
sum of membership degrees of a data set is equal to 1, that is, 
formula 1 is satisfied[6]. 

 ∑ 𝑢𝑖𝑗 = 1，∀𝑗 = 1,2, ⋯ ⋯ , 𝑁𝑀
𝑖=1  () 

However, when there is noise in the data and the noise is far 
away from the center of each sample, originally his membership 
degree for each class is small. Normalization causes him to have 
a larger membership degree for each class, thus causing great 
errors and making iteration results unable to converge. When the 
improved FFCM algorithm is used to analyze the water quality 
data, although the iteration speed is accelerated, the initial 
optimal clustering number of the algorithm depends on manual 
regulation, and the stability of the algorithm is not high. This 
paper optimizes the initial iteration center of FCM algorithm and 



the random selection of the optimal clustering number of FFCM 
algorithm, and proposes an improved algorithm, which can 
adapt to the characteristics of ocean water environment 
monitoring data and calculate the water quality more stably and 
quickly. 

II. RELATED ALGORITHM 

A. Traditional fuzzy c-mean clusering algorithm 

Traditional fuzzy c-mean clustering algorithm uses 
membership degree to determine the degree to which each data 
point belongs to a certain cluster, which is a clustering algorithm 
with fuzzy partition. Fuzzy weighting index is an important 
parameter in FCM algorithm, and its value range is [1,+∞]. The 

data vectors （𝑋1，𝑋2 ⋯ 𝑋𝑛）are divided into c fuzzy groups 

(𝐴1、𝐴2 ⋯ 𝐴𝑐), and each data point is determined to belong to 
each group by the membership degree between 0 and 1. The 
membership matrix U satisfies the normalization rule, and the 
sum of membership degrees of the data sets is 1, which satisfies 
Formula 2. 

 ∑ 𝑢𝑖𝑗 = 1，∀𝑗 = 1,2, ⋯ ⋯ , n𝑎
𝑖=1  () 

The algorithm steps are as follows: 

1) Initialize membership matrix; 

2) Calculate cluster centers 𝐴𝑖, 𝑖 = 1, ⋯ , 𝑐; 

3) Calculate the value function; 

4) update membership matrix. 
 

B. Fast fuzzy c-mean clusering algorithm 

In the process of using FCM algorithm, the values of 
membership matrix and clustering center are uncertain, and 
there is no fixed formula to get them. The value of the initial 
iteration center depends on human experience, and the 
performance of the algorithm depends on the initial clustering 
center. The calculation cannot ensure that FCM converges to an 
optimal solution. When facing a large number of data with high 
dimensions, we must use different initial clustering centers to 
run FCM algorithm many times, and the speed of data analysis 
cannot be guaranteed. Fast fuzzy c-mean(FFCM) clustering 
algorithm gives the selection scheme of initial iteration center, 
which effectively improves the problem of FCM algorithm. Its 
basic principle is: firstly, the hard clustering center of input data 
is determined by HCM algorithm[7], which is used as the initial 
iteration center of FCM algorithm, and FCM algorithm 
calculation is carried out. Finally, the convergence condition is 
satisfied, and the algorithm is finished. The steps are as follows: 

1) Determine the number of clusters, Initialize membership 

matrix 𝑈0, 𝑢𝑖𝑗𝜖{0,1}; 

2) Calculate clustering center and modify membership 

matrix 𝑈𝑡; 

3) If |𝑈𝑡 − 𝑈𝑡−1| ≤ 𝜀, The clustering center is taken as the 

initial iteration center of FCM algorithm and enters the iteration 

process of FCM algorithm. If not, repeat the second step. 

4) update membership matrix. 
For multi-dimensional water quality data, the hard clustering 

center calculated by HCM algorithm is used as FCM 
initialization data, which accelerates the iteration speed of FCM 

algorithm and improves the efficiency of water quality data 
analysis. However, the optimal clustering number still needs to 
be determined artificially, which depends on experience and has 
poor stability. Therefore, there is still a need for a method to 
improve FFCM algorithm. 

C. Canopy clustering algorithm 

With the development of traditional clustering algorithms to 
a certain period, it is difficult to meet the requirements in 
efficiency, and there is no scientific calculation formula for the 
initial clustering center. To solve the above problems, Andrew 
McCallum et al. proposed an improved clustering algorithm, 
namely Canopy algorithm[8]. Canopy algorithm can perform 
rough clustering on data in the preprocessing stage, and the 
implementation process is fast and simple[9]. The data is 
compared with two distance thresholds, and objects with 
similarity are placed in the same subset to obtain a series of 
overlapping canopy subsets. Its advantage lies in allowing 
overlap between subsets, increasing the fault tolerance of the 
algorithm and reducing isolated points in the results. The 
number of clusters does not need to be specified in advance, only 
the distance between the samples existing in the overlapping 
subset and the sample center point needs to be calculated, which 
can enhance the accuracy of clustering and reduce the 
calculation amount. It has great application value. The algorithm 
description diagram and algorithm effect diagram are as follows:  

 

 

 

 

 

 

Fig. 1. Canopy algorithm description diagram. 

 

 

 

 

 

 

 

 

 

Fig. 2. Canopy algorithm effect diagram. 

III. ALGORITHM DESIGN OF CANOPY-FFCM 

A. Introduction of algorithm 

The traditional FCM algorithm needs to set its own 
clustering center and number of clusters before it runs. Blind 
values will cause too many iterations of the algorithm and the 
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results cannot converge, which will greatly affect the efficiency 
of data analysis. Moreover, the convergence condition of the 
algorithm is that the value equation J(U, c1,c2…) is less than a 
certain threshold. The equation calculates the distance between 
the clustering centers and the data points without considering the 
influence of the clustering centers on each other. In the process 
of water quality data analysis, the sample data is large. If the 
value equation has multiple extreme points, when the iteration 
center reaches these extreme points, local convergence will 
occur and the calculation result will deviate from the expectation. 
Moreover, when the amount of data is large, FCM algorithm has 
high complexity, large amount of computation, and convergence 
speed cannot meet the requirements. 

From the previous analysis, it can be seen that the Canopy 
algorithm does not need to determine the initial iteration center 
and clustering times when starting, but obtains the final result by 
calculating the similarity between the data. When the distance 
threshold of the algorithm is selected appropriately and the 
overlap rate between each Canopy class is not high, then the 
calculation amount for calculating the distance between the 
samples existing in the overlapping subset and the center point 
of the samples will be reduced, and the overall algorithm 
complexity will be reduced. In addition, a more accurate 
clustering number is obtained through the Canopy algorithm, 
thus avoiding the problem of randomly selecting the clustering 
number in the FCM algorithm. FFCM algorithm combines the 
advantages of fewer iterations of HCM algorithm and good 
clustering effect of FCM. Firstly, hard clustering centers are 
quickly obtained by HCM algorithm, and then fuzzy clustering 
is carried out by FCM, thus solving the problem of difficult 
selection of initial iteration centers of FCM algorithm. If Canopy 
algorithm is combined with FFCM algorithm, the whole 
algorithm will improve the accuracy of the results, improve the 
efficiency of the algorithm, and eliminate noise interference to 
some extent. Algorithm flow chart is as follows: 

 

 

 

 

 

Fig. 3. Flow chart of Canopy-FFCM algorithm. 

B. Rough Clustering Using Canopy Algorithm 

In the initialization stage of Canopy algorithm, we don't need 

to determine the initial clustering center and cluster number. 

Moreover, the category is determined by calculating the 

distance between data, with less calculation. Before the 

algorithm is started, two distance thresholds T1、T2（T1 > T2）
must be determined. T1 affects the number of classes and T2 

affects the coverage of various classes. If T1  and T2  have 

reasonable values, the clustering effect is good. Through 

searching some literatures, the selection rules of T1and T2  in 

this paper are based on "minimum and maximum principle". 

Canopy-FCM algorithm flow for South China Sea water quality 

analysis is as follows: 

1) Put the original data 𝐷𝑖(𝑖 = 1 ⋯ 𝑛) in an array named D. 

Set distance thresholds 𝑇2 by formula 3 and 𝑇1 is slightly larger 

than 𝑇2.  

 T2 =
D𝑚𝑎𝑥−D𝑚𝑖𝑛

2
 (3) 

2) Take a random point as sample center 𝑀1, and remove 

point 𝑀1  from array D. Calculate the distance 𝐿𝑖 ( 𝑖 =
1 ⋯ 𝑛 )from all points in array D to 𝑀1.  

3) The points 𝑋𝑖 which satisfy formula 4 will be classified 

into the class named 𝐶𝑎𝑛𝑜𝑝𝑦1. Then 𝑀1 is the cluster center of 

𝐶𝑎𝑛𝑜𝑝𝑦1, and 𝑋𝑖 is a member of 𝐶𝑎𝑛𝑜𝑝𝑦1. 

 0 < |X𝑖 − M1| < T1,  𝑋𝑖 ∈ 𝑉 (4) 

4) Remove the points 𝑌𝑘 that satisfy formula 5 from array D. 

Then 𝑌𝑘 only exists in the 𝐶𝑎𝑛𝑜𝑝𝑦1 class and it cannot be the 

center point of other class.  

 0 < |Y𝑘 − M1| < T2, Y𝑘 ∈ Canopy1 (5) 

5) Repeat Step 2 to Step 4 until the array D is empty[10]. 

Determine multiple clusters and the Canopy class number is c.  

C. Initialize FFCM algorithm using Canopy class number 

In this paper, Canopy algorithm is integrated into FFCM 
algorithm, and the center points of coarse clustering samples are 
calculated by the calculation process in the previous section. The 
number of center points is taken as the number of clusters 
initialized by FFCM algorithm. Initializing the FFCM parameter 
with the result of Canopy rough clustering not only solves the 
problem that FCM algorithm itself depends on the selection of 
initial iteration center and has high complexity, but also solves 
the problem that the number of FFCM clusters depends on 
human experience, and at the same time eliminates the influence 
of noise interference to some extent. The algorithm steps are as 
follows: 

1) After the calculation in the previous section, the initial 

cluster number is equal to the constant c. Set the fuzzy 

weighting exponent m to 2 and initialize the membership matrix 

𝑈(0)(𝑢𝑖𝑗𝜖{0,1}) . Set iteration number t=0.  

2) calculate the clustering center 𝐴𝑖

(𝑡）
by using formula 6. 

 𝑎𝑖

(𝑡）
=

∑ 𝑢𝑖𝑗
(𝑡)𝑥𝑗

𝑛
𝑗=1

∑ 𝑢𝑖𝑗
(𝑡)𝑛

𝑗=1

, 𝑖 = 1, … , 𝑐 (6) 

3) Update Membership Matrix 𝑈(𝑡) with Clustering Center. 

 𝑢𝑖𝑗
(𝑡) = {1, ∀𝑘 ≠ 𝑖, ‖𝑥𝑗 − 𝑎𝑖‖

2
≤ ‖𝑥𝑗 − 𝑎𝑘‖

2

0, others
 (7) 

4) Calculate the value of ||𝑈(𝑡) − 𝑈(𝑡−1)||. If it is less than 

the iteration stop threshold, reset the iteration number t=0, and 

use the above result as the initial iteration center 𝐴𝑖

(0）
of FCM 

algorithm. 
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5) Calculate the membership matrix 𝑈𝑖𝑗
(ℎ)

 by using the 

value of the initial iteration center. 𝑑𝑖𝑗  represents the degree of 

difference between data point 𝑥𝑗 and clustering center 𝑎𝑖, and 

euclidean distance is used in the calculation process. 

 𝑢𝑖𝑗
(ℎ) =

1

∑
𝑑𝑖𝑗

𝑑𝑘𝑗

(
2

𝑚−1)
𝑐
𝑘=1

 (8) 

6) Adjust iteration center 𝐴𝑖

(ℎ）
 by using formula 9. 

 𝑎𝑖
(ℎ）

=
∑ (𝑢𝑖𝑗

(ℎ))
𝑚

𝑥𝑗
𝑛
𝑗=1

∑ (𝑢𝑖𝑗
(ℎ))

𝑚𝑛
𝑗=1

, 𝑖 = 1, … , 𝑐 (9) 

7) Calculate the value function of FCM by using formula 10 

and judge the iteration conditions. If the calculation result is less 

than a certain threshold, the algorithm stops, otherwise it returns 

to step 5. 

 J（U，𝐴1, 𝐴2 ⋯） = ∑ ∑ (𝑢𝑖𝑗
(ℎ))

𝑚𝑛
𝑗

𝑐
𝑖=1 𝑑𝑖𝑗

2  (10) 

According to the above steps, FFCM algorithm is initialized 
by using the number of clusters calculated by Canopy algorithm, 
the value of hard clustering center is obtained at high speed by 
HCM algorithm, and then the data is fuzzy clustered. This 
algorithm has good clustering effect, few iterations, fast 
convergence speed, and improves the efficiency of clustering 
analysis to a certain extent. The result of the algorithm obtains 
the membership matrix and determines the degree to which the 
data points belong to each class, of which the category with the 
greatest degree is the category to which the data belongs. 
Through clustering analysis of multidimensional data collected 
by ROV, water quality information can be quickly obtained. 

IV. EXPERIMENTAL RESULT AND ANALYSIS 

ROV and wired sensors were used to collect water samples 
from Dongpo Lake of Hainan University. The collected sample 
data includes 10 water quality indexes such as conductivity, DO, 
CODMN, NH3-N, pH, chlorophyll a, etc[10]. According to the 
objective requirements, DO, CODMN and NH3-N are finally 
selected as the experimental reference indicators. Because the 
data collected by wired sensors have the phenomenon of data 
error or loss, after data collection, these noises are preliminarily 
processed. In this section, FCM algorithm, FFCM algorithm and 
improved Canopy-FFCM algorithm are used to simulate and 
analyze the processed experimental samples. 

Firstly, Canopy algorithm is used to roughly cluster the data. 
We use Matlab to simulate and analyze it. The clustering effect 
is shown in the figure. It can be seen from the figure that there 
are 3 Canopy clustering centers in each graph, forming 3 Canopy 
classes. This shows that all the data are divided into 3 classes, 
thus we get the initial cluster number, which is the same as the 
number of Canopy classes, that is, c=3. 

Fig. 4. Canopy clustering effect 

By comparing the data calculated by HCM algorithm and 
FCM algorithm, we find that when the fuzzy weighting index is 

2, the values of clustering centers obtained by the two algorithms 
are very close. Therefore, using HCM algorithm to calculate the 
clustering center of data first, and then applying the calculation 
results to the initial iteration center of FCM algorithm will solve 
the problem that FCM algorithm will consume more time under 
the condition of large amount of data. The following table shows 
the number of iterations run by the three clustering algorithms. 

TABLE I.  THE NUMBER OF ITERATIONS  

Algorithm Iteration number 

FCM 69 

HCM 12 

Canopy-FFCM 28 

Among them, HCM algorithm has the least number of 
iterations, which is 12. FCM algorithm requires 69 iterations for 
convergence process, while Canopy-FFCM algorithm requires 
28 iterations, the first 12 of which are the number of iterations 
of HCM algorithm. The simulation results of Canopy-FFCM 
algorithm are shown in the following figure. It can be seen from 
the figure that the water quality of Dongpo Lake is most closely 
related to DO value, but is less affected by CODMN and NH3-
N. 

Fig. 5. Simulation results of Canopy-FFCM algorithm 

Therefore, we find that when Canopy-FFCM is used to 
cluster data, the convergence time of the algorithm is much 
lower than that of FCM algorithm, which improves the operation 
efficiency of the overall model, especially in reducing the 
number of iterative operations, and the effect is particularly 
obvious. 

V. CONCLUSION 

As the quality of ocean water environment has gradually 
attracted the attention of world environmentalists, how to 
efficiently and rapidly analyze water quality information has 
become an important part of water environment monitoring. 
Aiming at the characteristics of high dimensionality and large 
data volume of marine water quality data, this paper combines 
the advantages of Canopy algorithm, HCM algorithm and FCM 
algorithm, and proposes Canopy-FFCM algorithm to improve 
the clustering number and initial iteration center. Experimental 
simulation proves the effectiveness of the algorithm in 
improving clustering efficiency. In this paper, the fuzzy 
weighting index still uses classical values. According to the 
characteristics of marine water quality, how to select a value 
more suitable for its characteristics needs further exploration. 
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