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ABSTRACT

The advent of MOOC platforms brought an abundance of video educational content that made the
selection of best fitting content for a specific topic a lengthy process. To tackle this challenge in this
paper we report our research e↵orts of using deep learning techniques for managing and classifying
educational content for various search and retrieval applications in order to provide a more personal-
ized learning experience. In this regard, we propose a framework which takes advantages of feature
representations and deep learning for classifying video lectures in a MOOC setting to aid e↵ective
search and retrieval. The framework consists of three main modules. The first module called pre-pro-
cessing concerns with video-to-text conversion. The second module is transcript representation which
represents text in lecture transcripts into vector space by exploiting di↵erent representation techniques
including bag-of-words, embeddings, transfer learning, and topic modeling. The final module covers
classifiers whose aim is to label video lectures into the appropriate categories. Two deep learning
models, namely feed-forward deep neural network (DNN) and convolutional neural network (CNN)
are examined as part of the classifier module. Multiple simulations are carried out on a large-scale
real dataset using various feature representations and classification techniques to test and validate the
proposed framework.

c� 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The rapid advances of technologies and overall digitalisation
trends, constantly have brought up new demands for new skills
and expertise of the professionals in IT industry. The high pace
of changes within IT landscape makes rather di�cult for univer-
sity educational program to keep up these demand. Despite the
changes, universities to the large extend are still “increasingly
stove-piped in highly specialized disciplinary fields” (Hurlburt
et al., 2010) as well as there is a lack of flexibility for the pro-
fessionals to have their competences developed further. In these
settings, the real challenge is how to find the right persons with
the right education in an industry where the in-thing yesterday
may be out-of-date tomorrow? The ability for establishing per-
sonalized learning trajectories and their benefits for education
has been also highlighted in the recent work done by FitzGerald

⇤⇤Corresponding author: Tel.: +46-0700-978732;
e-mail: zenun.kastrati@lnu.se (Zenun Kastrati)

et al. (2018). One of the main benefits of personalized learning
is the possibility for increased learners e↵ectiveness as in these
settings the learning process is steered by learners themselves.

The emergence of massive open online courses (MOOCs)
gained a lot of attraction especially since they brought up new
possibilities when it comes to processes ability for learners to
“pick and choose” the educational content they would like to
consume (Dasarathy et al., 2014). Despite the large number
of benefits that MOOCs brings to the educational institutions
(Hollands and Tirthali, 2014), there are still issues to be con-
sidered regarding their sustainability. In the research conducted
by Tirthali (2016) is suggested that realizing sustainability of
MOOCs also depends on instructional strategies involved and
orchestration of the content with the learning activities.

Despite these challenges, still the number of MOOCs, stu-
dents enrolled, and institutions providing them is increasing
steady. The statistics provided by Class Central indicate that
the number of MOOCs in the past 4 years has increased expo-
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nentially and now counting almost 11500 courses1.
Research conducted by Stöhr et al. (2019) indicates that

video lectures are the key component of MOOCs. Furthermore,
they suggest that increase consumption of video lectures is di-
rectly correlated with the performance of the learners. Anyhow
in the ocean of video lectures available in MOOC platforms it
can be rather tiresome to identify the best fitting content for a
specific topic. The course categories are rather general thus it
can be time consuming to identify the best content for personal-
ized learning trajectories. In this aspect, in this paper we report
our research e↵orts of how the use of applied machine learn-
ing approaches can be used to support the content categoriza-
tion of video lectures from MOOC courses. We have created
a data set of video lectures and applied di↵erent feature repre-
sentation and machine learning techniques within a proposed
classification framework in order to assess the performance and
feasibility of these approaches for content classification.

The contribution of this paper is:

1. Collection of a large-scale video lectures dataset consist-
ing of 12,032 videos from 200 courses belonging to 40
fine-grained subject categories, presented in section 4. The
dataset2 constituted of transcript feature representations is
made open and available for the public in order to promote
the research in this field.

2. A video classification framework which utilizes vari-
ous transcript representation techniques including Bag-of-
Words (BoW), document topics/themes, and word em-
beddings, i.e. embeddings generated from our MOOC
dataset and transfer learning using state-of-the-art pre-
trained word embeddings.

3. Performance analysis of various input feature represen-
tations and classification techniques including deep net-
works and conventional classifiers.

The rest of the paper is structured as following. Section
2 presents the state-of-the-art when it comes to related work.
A video classification framework is proposed and described in
Section 3 followed by Section 4 that describes the dataset col-
lection procedure and presents the statistics in detail. Results
and their analysis are presented in Section 5. Lastly, Section 6
concludes the article.

2. Related Work

Open educational video resources has gained popularity in
the last decade with a massive growth in eLearing and MOOC
platforms. Massive amount of video lectures are uploaded on a
daily basis that has created a need for e�cient structuring and
classification of educational resources into respective categories
for easy search and retrieval. Imran and Cheikh (2012) first
proposed the multimedia learning object framework for video
lectures that opened up the niche for utilizing both implicit and
explicit metadata obtained from textual content and non-textual

1https://www.class-central.com/report/mooc-stats-2018/
2Contact the authors via e-mail to providing the dataset

cues for content organizing, structuring, and classification of
video learning objects. A number of classification approaches
as a result with respect to lecture videos have evolved over the
years, most of which make use of natural language processing
(NLP) either directly on the accompanying audio transcript as
in (Imran et al., 2012b), or extracted automatically from the
lecture images employing OCR as in (Imran et al., 2012a) or
via speech-to-text such as in (Dessı̀ et al., 2018).

Researchers have addressed the video lecture classification
problems from three di↵erent perspectives, i.e., (a) intended ap-
plication domain, (b) features exploited such as textual, non-
textual, and (c) classification techniques employed. For in-
stance, Dessı̀ et al. (2018) studied four feature representations
including tf*idf, concepts, keywords, and a combination con-

cepts+keywords using four conventional machine learning clas-
sifiers, namely decision tree, support vector machine (SVM),
random forest, and SVM using stochastic gradient descent for
classifying lecture videos. All the features are extracted using
NLP from speech-to-text generated transcripts. Similar work
was carried out by Othman et al. (2016). The authors proposed
a framework for classifying 22 web MOOC video metadata in-
stances by extracting the metadata associated with the videos
via the XML platform. The authors in (Othman et al., 2017)
later applied two shallow machine learning techniques, namely
decision tree, and naive Bayesian.

Chatbri et al. (2017) in ‘‘automatic MOOC video classifi-
cation using transcript features and convolutional neural net-
works’’ proposed a deep neural network (DNN) classifier based
approach consisting of three steps: (i) video transcript is gen-
erated using speech recognition, (ii) the transcript is converted
into an image representation using a statistical co-occurrence
transformation, and (iii) a CNN model is trained on a 2,545
videos dataset from Khan Academy.

To the best of our knowledge not much work can be found
in the literature with respect to embeddings and document
themes/topics representation approach in the MOOC domain
for classifying video lectures into predefined categories. The
novelty of this paper is a classification system which takes ad-
vantage of the strengths of both transcript representation ap-
proaches and deep learning to improve the performance of
video lectures classification. From classification technique per-
spective, we employ CNN model and perform a comprehensive
comparative evaluation with DNN and shallow machine learn-
ing techniques.

3. Proposed Framework

Figure 1 shows the high-level system diagram of the pro-
posed framework depicting the MOOC platform as the data
source containing video lectures, corresponding caption (.vtt)
files, and the general and fine-grained level category labeling.
The framework comprises of three main modules which are dis-
cussed in the following subsections.

3.1. Pre-processing

Two methods are proposed as part of the pre-processing steps
in this study to obtain the lecture transcripts for cases where
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Fig. 1. Proposed video classification framework

they are not readily available. Video lectures (⇤.mp4) collected
from the Coursera MOOC platform, in the first step, are con-
verted into audio files (.wav) using FFmpeg which are then pro-
cessed with speech-to-text API to obtain transcripts. Audio files
are down-sampled to 16KHz with 16 bits with a single channel.
A google speech recognition API implemented in CMU Sphinx
library in Python is then used to obtain the audio transcripts.
The preliminary experiments have shown a very high accuracy
with a word error rate (WER) of less than 5% when compared to
video text tracks (.VTT) files. In the second case, video lectures
are fed to the text analysis module (TAM) as suggested by (Im-
ran et al., 2012a), where a series of further pre-procesing steps
are applied followed by optical character recognition (OCR) to
get converted text from images containing text. For the study
carried out in this paper, we assume that a .VTT file or a lecture
transcript is readily available from which the feature represen-
tations can easily be extracted.

Not all the words occurring in a transcript are important in
terms of classification. Some words are more discriminating
than the others so there is a need to evaluate their discrimi-
native power. This is achieved by assigning a weight to each
word. Prior to assigning weights, some pre-processing steps
must be taken in order to remove the noise from text in a lecture
transcript. These steps primarily include removing punctuation
and words that are not purely comprised of alphabetical charac-
ters, converting upper-case characters to lower-case, removing
of stop words and words with length less than or equal to one
character.

3.2. Transcript Representation

A vector space model (VSM) is employed for preparing and
transforming the text in lecture transcripts to a numerical for-
mat, so that it can be processed by machine learning techniques.

In a VSM, each text document is represented as a vector com-
posed of words appearing in that document and their corre-
sponding weights. Words are located and extracted from a tran-
script through a breakdown process. This process known as
tokenization splits the text in smaller pieces referred as tokens
or words. We studied four feature representation techniques as
part of this module.

3.2.1. Bag-of-Words (BoW)

There exists various weighting schemes to computing and
assigning weights to words but a so called bag-of-words is the
most commonly used. This model relies on distributional fea-
ture of words and is very simple to implement. It can be im-
plemented in two ways: count occurrence - tf and term fre-
quency inverse document frequency - tf*idf. The former relies
on word occurrences to show the importance of words in a doc-
ument while the later measures the relevance of words using
two components: tf that reflects the importance of words in a
document, and idf that shows the distribution of those words
among the collection of documents. Representing texts using
both BoW implementations is a transformation that typically
produces large sparse vectors comprised mostly of zero values.

3.2.2. Embedding

A word embedding is a word (text document) representation
technique which uses dense vector representations. These vec-
tors are comprised of continuous real values learned from text
corpora and are of fixed sizes. Each word is associated with a
position (value) in the vector space. The position of the word
is defined by its surrounding words and this allows to capture
context in which words occur and makes word embeddings
more expressive representation technique. Additionally, syn-
tactic and semantic relationship between words can be captured
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using contextual similarity defined by cosine similarity distance
between word embeddings.

3.2.3. Transfer Learning

Transfer learning is a machine learning technique in which a
model trained on a completely di↵erent task is used for the new
task of interest. Transfer learning can be used as feature ex-
tractor by simply training a deep network architecture with no
output layer in a very large dataset. In the case when transfer
learning is used as an initialization, a model is primarily trained
on large readily available datasets for discovering and learning
patterns in the data appearing in these datasets. The learned pat-
terns are then used as input features to train smaller network ar-
chitectures to learn the relations for the new applied problem. In
this research work, transfer learning is used as an initialization
where embedings of three state-of-the art pre-trained models,
namely Word2Vec (Mikolov et al., 2013), GloVe (Pennington
et al., 2014), and fastText (Mikolov et al., 2018), are employed
as an input to our proposed deep learning models.

3.2.4. Topic Modeling

A Latent Dirichlet allocation (LDA) topic modeling ap-
proach is also used in this study. It is a generative statistical
model which considers each document as a mixture of a small
number of topics/themes and that each word’s presence is at-
tributable to one of the document’s topics. Document topics
generated from topic modeling are used as input feature repre-
sentations to feed and train the machine learning techniques in
the classifier module.

3.3. Classifier

The last module of the proposed framework is a classifier
that aims at assigning a given video lecture to the most appro-
priate category. Classifier is a mapping from transcript feature
representations fr(t(xi)) to a finite set of class labels ci. This
mapping can be formally defined as a function fr(t(xi)) ! ci.
This module is classifier-independent because it is not linked
to a specific classifier. It handles both conventional machine
learning and deep learning classifiers.

4. Dataset

A real-world dataset from the education domain to conduct
the experiments and validate the proposed classification frame-
work is collected from scratch. The dataset consists of 12,032
videos collected from 200 courses on a MOOC platform called
Coursera3. The total duration of the videos is 1615.08 hours
(67d 07h:04m:49s). The shortest video is 18s while the longest
one is 1h:09m:53s. The average duration of videos is 08m:03s
(std: 325). Each video lecture is accompanied with its cor-
responding transcript. All collected videos and their corre-
sponding transcripts are in English language. Coursera uses
a 2-level hierarchical structure composed of general-level and

3http://www.coursera.org

fine-grained level to categorizing courses. The same course cat-
egorization structure is used in our case to creating the dataset.
Each downloaded video is assigned to one fine-grained cate-
gory and one general-level category. The dataset is comprised
of 8 general-level categories and the distribution statistics of
each category including number of courses, number of videos
(transcripts), duration of the videos, number of tokens, and their
color encoded fine-grained categories (FG), are depicted in Ta-
ble 1. As can be seen in Table 1, the number of video transcripts
in each category varies widely, ranging from the Physical Sci-
ences and Engineering category that contains 2,208 video tran-
scripts to the Art and Humanities category that covers only 915
video transcripts. The total number of tokens occurring in this
dataset is 79,680,144.

The length of video transcripts constituting our dataset varies
greatly from 228 words to 32,767 words, with an average of
6,622 words per transcript. Transcripts length variation is illus-
trated in Figure 2, in which the box plots show the number of
words per transcript distributed among general-level categories
of the entire corpus. It is Health category which characterizes
with the longest transcripts. 25% of transcripts in this disci-
pline are comprised of more than 20,000 words. On the other
side, Information Technology (InfTech) category is the most
compact discipline in terms of transcripts length in our corpus
covering more than 75% of transcripts constituted of less than
6,000 words.

Fig. 2. Length of video transcripts among general-level categories

In line with the course structure catalog of Coursera, each
downloaded video is assigned to one or more specific categories
denoted as fine-grained subject categories. Our dataset is com-
prised of 40 such categories which along with the video tran-
scripts distribution statistic are illustrated in Figure 3. As il-
lustrated in Figure 3, fine-grained categories are grouped into
8-color bars corresponding to the 8 general-level subject cate-
gories given in Table 1.

5. Results and Analysis

In this section, we investigate the performance of our pro-
posed framework on the collected MOOC dataset. For train-
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Table 1. Size of the dataset covering general-level categories

No Category # of courses # of videos Duration # of tokens FG
1 Art and Humanities 15 915 4d 17h 23m 11s 6277240
2 Physical Sciences and Engineering 29 2208 12d 19h 01m 27s 14695682
3 Computer Science 25 1591 7d 19h 17m 15s 10986475
4 Data Science 18 1037 5d 04h 26m 06s 6110894
5 Business 30 1569 8d 02h 40m 28s 9742055
6 Information Technology 23 1048 5d 00h 45m 02s 5187491
7 Health 40 2191 15d 13h 06m 32s 16197086
8 Social Sciences 20 1473 8d 02h 33m 48s 10483221

Total 200 12032 67d 07h 04m 49s 79680144

Fig. 3. Distribution of video transcripts among fine-grained categories

ing the classifiers of the framework, we divide the dataset ar-
bitrary into three subsets: training 70%, testing 15% and vali-
dation 15%. To evaluate and validate classifiers’ performance,
measures like macro-averaged (macro) and weighted-averaged
(weight) precision, recall, and F1 score, are used.

5.1. Network Configurations Exploration

In order to investigate which CNN architecture performs bet-
ter on classifying videos from our dataset, we examined the
e↵ect of the depth and width of architecture with respect to
accuracy. In particular, we run several simulations using dif-
ferent depth (layers) and width (nodes) configurations and the
obtained experimental results are illustrated in Figure 4. It
is apparent from the heat map shown in Figure 4 that depth
and width have the opposite e↵ects on the classification per-
formance of the CNN. More precisely, widening consistently
improves performance across CNN architectures of di↵erent
layers while depthening continuously decreases performance.
Anyway, the best classification accuracy is achieved by an ar-
chitecture design comprising of three-hidden layers with 2048
nodes in each layer. Consequently, this architecture is chosen
to be used for running other simulations in the paper due to its
performance.

In the same fashion, we conducted simulations with DNN
to optimize the network architecture. In contrast to CNN, we
observed that the performance of DNN consistently improves

as the number of hidden layers increases while increasing the
number of nodes per layer causes its performance to decrease.
Based on the simulations, we found that an architecture design
composed of seven-hidden layers with 256 neurons per layer
yields the best classification accuracy for DNN.

Fig. 4. Heat map of CNN validation accuracy with respect to hidden layers
and nodes per layer
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5.2. Classification Using BoW

We conducted the first simulations using BoW representa-
tion. In particular, two BoW implementations, namely count
occurrence tf and tf*idf are employed as feature representations
to feed the DNN model and the obtained results are summarized
in Table 2.

Table 2. Performance of DNN using BoW representation

Model (%) General-level Fine-grained

macro weight macro weight

tf
Pr 94.39 94.56 91.13 92.40
R 94.32 94.50 90.88 91.93
F1 94.35 94.53 91.00 92.16

tf*idf
Pr 94.81 95.04 91.83 92.71
R 94.83 95.01 91.45 92.60
F1 94.82 95.02 91.64 92.65

5.3. Classification Using MOOC Embeddings

In this section we initially generated a package of word em-
beddings from education domain. To achieve this, we trained
and learned the embeddings on our MOOC corpus comprised of
79 million tokens (words) with a vocabulary of 68,175 words.
Vocabulary consists of unique words that are obtained after pre-
processing steps which primarily include removing punctuation
and words that are not purely comprised of alphabetical charac-
ters, converting upper-case characters to lower-case, removing
of stop words and words with length less than or equal to one
character. We generated word embeddings of di↵erent vector
sizes, including 50, 100, 200, and 300 dimensions. For reasons
of space, we use word embeddings with 300 dimensions to train
our CNN and DNN models in this paper. The experimental re-
sults given in Table 3 show that CNN model significantly out-
performs DNN model in both cases of testing, i.e., general-level
and fine-grained categories.

Table 3. Performance of CNN and DNN using MOOC embeddings

Model (%) General-level Fine-grained

macro weight macro weight

CNN
Pr 93.52 93.77 86.41 88.00
R 93.50 93.75 86.18 87.73
F1 93.51 93.76 86.29 87.86

DNN
Pr 85.26 87.06 63.47 67.50
R 86.02 86.31 60.57 67.00
F1 85.64 86.68 61.99 67.25

5.4. Classification using Transfer Learning

We extended the experiments with embeddings by using
transfer learning, that is, pre-trained models trained on corpora
comprised of billions of words. In this paper, we have used
pre-trained word embeddings generated by three well known

state-of-the-art pretrained models, namely Word2Vec (W2V),
GloVe, and fastText (fText). Word2Vec comprises of word em-
beddings for a vocabulary of 3 million words trained on 100 bil-
lion tokens from a Google news dataset. GloVe contains word
embeddings for a vocabulary of 400K words trained on 42 bil-
lion words from Wikipedia pages and newswire, and fastText
includes word embeddings for a vocabulary of 2 million words
trained on 600 billion tokens from Common Crawl. Word em-
beddings with 300 dimensions of all three models are used to
train CNN and DNN models and the obtained results are given
in Table 4.

Table 4. Performance of CNN and DNN using pre-trained embeddings

Mod Emb (%) General-level Fine-grained

macro weight macro weight

CNN

W2V
Pr 87.40 87.90 77.72 80.10
R 87.48 87.77 77.27 80.09
F1 87.44 87.83 77.49 80.09

GloVe
Pr 88.67 89.08 84.76 86.00
R 88.56 88.92 83.78 85.79
F1 88.61 89.00 84.27 85.89

FText
Pr 91.46 91.84 87.47 88.56
R 91.64 91.81 86.85 88.41
F1 91.55 91.82 87.16 88.48

DNN

W2V
Pr 46.55 46.64 21.44 23.14
R 40.56 43.29 18.37 21.13
F1 43.35 44.90 19.79 22.09

GloVe
Pr 66.37 65.12 36.09 39.35
R 60.04 61.89 26.19 30.27
F1 63.05 63.46 30.64 34.22

FText
Pr 71.80 73.67 48.42 50.21
R 70.45 70.76 40.11 46.38
F1 71.12 72.19 43.87 48.22

We observe from Table 4 that CNN performs significantly
better than DNN when using pre-trained word embeddings gen-
erated by all three models. The performance gap between these
two classifiers is reflected even more when testing on the fine-
grained categories.

5.5. Classification using Topic Modeling

One approach proposed in this paper is an LDA topic model
using di↵erent number of topics. We started with a LDA model
with eight document topics corresponding to eight general-level
subject categories and continued up to the 300 topics which is
an analogue to the dimensions of word embeddings generated
from MOOC and pre-trained methods. Document topics gen-
erated from the LDA model for both general-level subject cate-
gories and fine-grained categories are used as input feature vec-
tors to train our CNN and DNN models. For reasons of space,
we have shown in Table 5 the results of CNN and DNN models
achieved by using only 300 document topics.

As can be seen in Table 5, DNN and CNN using document
topics as input feature representations perform almost the same,
with a slight advantage of DNN. These findings suggest that
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Table 5. Performance of CNN and DNN using document topics/themes

Model (%) General-level Fine-grained

macro weight macro weight

CNN
Pr 81.97 82.19 72.88 75.14
R 81.41 81.92 72.34 74.48
F1 81.69 82.05 72.61 74.81

DNN
Pr 84.15 84.00 75.92 78.32
R 82.94 83.56 75.96 77.56
F1 83.54 83.78 75.94 77.94

document topics, unlike other feature representations, fit and
work pretty well with di↵erent classifiers.

5.6. Performance of Conventional ML on MOOC dataset

Lastly, we investigated the performance of some of the most
common conventional machine learning techniques on our col-
lected MOOC dataset. Four di↵erent supervised classifiers in-
cluding support vector machine (SVM), decision tree (DT),
naive Byes (NB), and XGBoost (Boost) are used to conduct
experiments. Results summarized in Table 6 show that SVM
performs pretty well on MOOC dataset achieving high accuracy
on general-level and fine-grained categories. Boost also works
well with our dataset and it is interesting to note that it is the
only classifier that yields almost the same performance on both
cases of testing, with a very slight advantage on fine-grained.

Table 6. Performance of conventional ML on MOOC dataset

Model (%) General-level Fine-grained

macro weight macro weight

SVM
Pr 94.55 94.50 92.76 92.94
R 94.39 94.49 91.92 92.83
F1 94.47 94.49 92.34 92.88

DT
Pr 64.73 65.75 55.04 57.44
R 64.63 65.60 54.56 57.45
F1 64.68 65.67 54.80 57.44

NB
Pr 85.35 81.92 79.95 78.39
R 72.55 77.84 47.03 56.07
F1 78.43 78.43 59.22 65.38

Boost
Pr 88.20 87.53 87.36 87.75
R 86.77 87.42 86.11 87.62
F1 87.48 87.47 86.73 87.68

6. Conclusion

In this paper, we proposed a video classification framework
that exploits various transcript feature representations with deep
learning for content classification and organization within a
MOOC setting. The framework consisted of three main mod-
ules including pre-processing, transcript representation, and
classifier. The proposed framework is tested and validated on a
large scale real-world dataset collected from Coursera platform

for this purpose. The dataset is comprised of videos transcripts
categorized into two levels including general-level categories
and fined-grained ones. Experimental results obtained from
all classifiers (except Boost) employing various feature repre-
sentations showed that much better classification performance
is achieved when using general-level categories than specific-
level one. This could be explained by the fact that specific-level
categories have very similar characteristics (class overlap) and
thus there is needed subtle details to di↵erentiate between them.

To further our research, we are planning to investigate other
transcript representation techniques like cognitive computing
which aims to extract high level feature representations i.e. con-
cepts. Furthermore, future work will focus on applying our
classification framework to extend the personalized learning
paradigm with personalized video lectures.
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