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Summary

The world is in urgent need of low emission renewable energy production to meet the
limits set for temperature increase in the Paris Climate Change agreement. Offshore wind
power is one of the most promising technologies to reduce greenhouse gas emissions and
meet this target to secure a safe future for generations to come. When the amount of
offshore wind power installed increases, it is useful to connect offshore wind farms in a
grid to increase the flexibility and reliability of the system to ensure the security of supply
to shore.

At long distances of large-scale electrical power transmission by sub-sea cables, high-
voltage direct current (HVDC) is often preferred over high-voltage alternating current
(HVAC). In future and present offshore HVDC grids for large scale wind power inte-
gration, the modular-multilevel converter (MMC) is a key component to convert between
AC and DC power, providing fast control and the possibility to change the paths of the
power flows in the HVDC grid. Additionally, energy storage systems can be integrated in
HVDC grids to deliver power and absorb power from offshore wind farms to complement
the varying power production due to the intermittency of the wind.

HVDC grids are expected to develop into large and complex systems, and therefore
it is useful to study the interactions between the various components such as wind farms,
energy storage systems and the HVDC grid including converters and cables. To perform
such studies, simulation tools using models that emulate the physical components can be
used to gain knowledge on the operation of the system. One emerging modeling tool is the
open-source software OpenModelica, which is based on the Modelica modeling language.
In this Thesis, OpenModelica was used to model a multi-terminal HVDC system with
offshore wind and energy storage integration.

Before building the final simulation system, some aspects of OpenModelica were stud-
ied closer. The first aspect was a preliminary assessment of the performance of the soft-
ware with the accuracy of results and speed of simulations as criteria and Simulink as a
benchmark. The results showed that OpenModelica could reproduce the fast dynamics
in the current waveforms on the AC-side of a 10kHz 2L-VSC switching model that was
implemented in both OpenModelica and Simulink. Additionally, the speeds of simula-
tions in OpenModelica were similar to the speed of Simulink for most of the solvers in
OpenModelica. The second aspect was on how OpenModelica could be used with one
of Opal-RTs real-time simulators, facilitating hardware-in-the-loop simulations of HVDC
systems modeled in OpenModelica. No such guides were found in the literature, and the
built-in guide in Opal-RT’s software was lacking details. Therefore, a guide on how to
build and prepare models for Opal-RTs real-time simulator, ePHASORSIM, was included
in the Thesis. The guide included models of a resistor, a voltage source converter (VSC)
and a point-to-point MMC based HVDC model. OpenModelica models were successfully
tested with the real-time simulator in the National Smart Grid Laboratory

Next, a three-terminal MMC based HVDC system was modeled with two wind farms
where one of the wind farms was complemented by an energy storage system. Three
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simulation cases were studied. The first case, Test case 1, showed that the three terminal
HVDC system had a stable step response to changes in power references in both directions.
Test case 2 focused on the dimensioning of the energy storage system using real wind
speed data. A configuration where the power from the wind farm was filtered, and the
difference in power was delivered and absorbed by the energy storage system, was used.
Test case 3 combined the wind farm models and the energy storage configuration at one of
the wind farms to study the difference in responses of the HVDC system to events at the
two wind farms.

The simulation results of Test case 3 showed that having a fast and somewhat well
dimensioned energy storage at the same MMC converter station as one of the wind farms
improved the responses and operation of the HVDC system. It was observed that during
large drops in wind speed, the DC-voltages and the internal energies of the converters had
transients of lower magnitude than the case without an energy storage system connected.
At sudden losses of wind farms, the response of the internal energies of the converters also
had improved responses with transients of lower magnitude.

Overall, the experience of using the OpenModelica tool for this Thesis was positive,
and the software is recommended for similar studies in the future.
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Sammendrag

Verden har et akutt behov for energiproduksjon med lave utslipp av klimagasser for å
nå grensene for temperaturøkning satt i Parisavtalen. Energiproduksjon fra havvind er en
av de mest lovende teknologiene til å redusere utslippene av klimagasser for å nå dette
målet og sikre en trygg framtid for fremtidige generasjoner. Når mengden installert effekt
av havvind øker, er det nyttig å koble vindparker sammen i et elektrisk nett for å øke
fleksibiliteten og påliteligheten og dermed sikre forsyningssikkerheten til land.

Ved lange distanser med overføring av store mengder elektrisk effekt er høyspent
likestrøm (HVDC) ofte foretrukket framfor høyspent vekselstrøm (HVAC). I eksisterende
og fremtidige HVDC-nett for storskala integrasjon av havvind, er modulær multinivå-
omformeren (MMC) en avgjørende komponent for å omforme mellom likestrøm og vek-
selstrøm, og den bidrar med rask kontroll og muligheten til å endre retningen og veiene
til effektflyten i HVDC-nettet. I tillegg kan et energilagringssystem integreres i HVDC-
nett for å både produsere og absorbere effekt som kan komplementere den varierende
effektproduksjonen fra vindparker som følger av variabiliteten i vinden.

HVDC-nett er vanligvis store og komplekse, og derfor er det nyttig å studere interak-
sjonene mellom de forskjellige komponentene som vindparker, energilagringssystemer og
HVDC-nettet som inkluderer omformere og kabler. Til å utføre slike studier er det utviklet
programvare der man kan bygge modeller som etterligner de fysiske komponentene slik
at man kan opparbeide kunnskap om drift av systemet. Ett av de fremadstormende pro-
gramvarene for slike studier er det åpen kilde-baserte programmet OpenModelica som er
basert på modelleringsspråket Modelica. I denne avhandlingen er OpenModelica brukt til
å modellere et flerterminal HVDC-nett med integrasjon av havvind og energilagring.

Før dette systemet ble bygd, ble det gjort noen nærmere undersøkelser av enkelte as-
pekter ved OpenModelica. Det første aspektet som ble undersøkt er en innledende eval-
uering av ytelsen til programvaren med kriteriene nøyaktighet i resultatene og hastighet av
simuleringer med Simulink som sammenligningsgrunnlag. Resultatene viste at OpenMod-
elica greide å gjenskape den raske dynamikken forbundet med strømmene på AC-siden
av en 10kHz tonivå VSC (2L-VSC) via en svitsjemodell som ble implementert i både
OpenModelica og Simulink. I tillegg viste resultatene at hastigheten på simuleringene i
OpenModelica var relativt lik hastigheten til Simulink for de fleste problemløserne i Open-
Modelica. Det andre aspektet som ble undersøkt er hvordan OpenModelica kan brukes
med en av Opal-RTs sanntisdssimulatorer, noe som muliggjør det som kalles hardware-in-
the-loop (HIL) simuleringer av HVDC systemer modellert i OpenModelica. Det ble ikke
funnet noen guide i litteraturen for hvordan dette skulle gjøres, og den innebygde guiden
i Opal-RTs programvare manglet detaljer. Derfor er det inkludert en guide som forklarer
hvordan man skal bygge og klargjøre modeller i OpenModelica for sanntidssimuleringer
i Opal-RTs sanntidssimulator ePHASORSIM. Denne guiden inkluderer en modell av en
resistans, en spenningskildeomformer (VSC) og en punkt til punkt MMC-basert HVDC
kobling.

Videre ble et tre-terminal MMC-basert HVDC system modellert med to havvindparker
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hvorav en havvindpark var komplementert med et energilagringssystem. Tre caser ble
simulert og studert. Den første casen, Test case 1, viste at modellen av HVDC systemet
med tre terminaler hadde en stabil sprangrespons ved endringer i effektreferanse i begge
retninger. Test case 2 fokuserte på å dimensjonere energilagringssystemet ved hjelp av
faktisk målte vinddata. En konfigurasjon der effekten fra en vindpark ble filtrert for så at
energilagringssystemet dekte forskjellen i filtrert og faktisk effekt ble brukt. Test case 3
kombinerte vindparkmodellene og konfigurasjonen med energilagring ved den ene vind-
parken for så å studere responsen til HVDC systemet til hendelser ved de to vindparkene.

Simuleringsresultatene av Test case 3 viste hvordan et raskt og relativt ordentlig di-
mensjonert energilagringssystem ved den samme MMC-terminalen som en vindpark kan
forbedre responsen og driften av HVDC-systemet den er koblet til. Det ble observert at
ved store fall i vindstyrke, hadde DC-spenningene og den internt lagrede energien i om-
formerne lavere transienter enn ved tilfellet uten energilagringssystem. Ved plutselige
utfall av vindparkene ble det observert at responsen til den internt lagrede energien i om-
formerne var forbedret med lavere transienter.

Alt i alt er opplevelsen av å bruke OpenModelica for denne avhandlingen positiv, og
programvaren kan anbefales til lignende studier i framtiden.
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Chapter 1
Introduction

1.1 Background

1.1.1 The challenge of climate change

In October 2018, the report ”Global Warming of 1.5◦C” was published by The Intergov-
ernmental Panel on Climate Change (IPCC). This report outlines what needs to be done to
fulfill the Paris Climate Change agreement [1] of staying well below 2 degrees of global
warming, which most of the nations of the world have ratified. The IPCC report was based
on more than 6000 recent publications, and one of the conclusions is that greenhouse gas
emissions must be 45% lower than 2010 levels by 2030 and net zero by 2050 to stay within
1.5 degrees of global warming [2].

From Figure 1.1 it can be seen that the emissions related to energy production and
usage have the largest share of all greenhouse gas emission sources, making up a total
of around 70% (CO2 and CH4). Therefore, it is clear that a transition to low emission
energy systems is crucial to stay within the 1.5-degree limit. This transition was outlined
in the IPCC report, which estimates that the shares of renewable energy sources in global
electricity generation must be increased to between 50 and 60% within 2030 and between
60 and 80% within 2050 not to exceed the 1.5-degree limit [2]. For perspective, in 2017,
the shares of renewable in global electricity production was 25% [3].
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Figure 1.1: Greenhouse gas emissions per emission category up to 2017 [4, 5].

1.1.2 Offshore wind power resources

In a comparison of emissions from renewable energy sources comparing 79 studies involv-
ing life cycle assessments, it was concluded that offshore wind power generates the lowest
emissions of all renewable energy sources during its life cycle [6]. Offshore wind power is
also currently the fastest growing renewable energy source [2] and has a global potential
[7]. The interest around offshore wind farms is partly due to higher and more stable wind
speeds compared to onshore wind sites [8] with more substantial potential for energy pro-
duction. Figure 1.2 shows the historical growth during recent years and a forecast for the
coming years on the growth of the installed offshore wind power capacity worldwide from
reference [9]. During the last ten years, it has also been observed that the installed capacity
of offshore wind power has a much higher growth rate than onshore wind power, although
the total amount of installed offshore capacity is lower than onshore installed capacity [9].

Another crucial aspect related to wind power is its intermittent power production due
to varying wind speeds. These variations in wind speeds make the power output from wind
farms vary irregularly, while the load supplied by the wind farm is not necessarily varying
in a correlated way [10].
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Figure 1.2: Actual and forecasted growth in offshore wind power installed worldwide [9].

1.1.3 Storage integration for reduced intermittency
One possible solution to the intermittency challenge is to integrate energy storage in the
power system to complement the power production from the wind farm. This way, a
storage unit can absorb power when the wind farm produces more power than the load
consumes and release power when the wind farm produces less power than the load con-
sumes [11]. Such possibilities will be further described and investigated in Chapters 5
and 6.

1.1.4 Offshore wind integration by HVDC grids
With increasing penetration of offshore wind power into the electrical power system, there
are new requirements to the latter to secure the energy supply from the offshore wind re-
sources. When wind farms are located far from shore, transmission systems based on long
sub-sea cables are needed. For such long-distance transmission, high-voltage direct cur-
rent (HVDC) technology is often preferred over high voltage alternating current (HVAC).
Also, with an increasing number of wind farms, it is beneficial to connect them in a meshed
HVDC grid to increase the reliability and flexibility of the transmission system.

In HVDC grids, the power converter that converts between AC and DC electrical power
is a key component. Most future offshore HVDC grids will probably be based on the
voltage source converter (VSC) technology, and more specifically the modular multilevel
converter (MMC) topology [12].

1.1.5 Open-source modeling tools
When designing and developing technology for HVDC grids with renewable and storage
integration, the topic of dynamic analysis to evaluate interactions among components plays
an important role, as HVDC grids are expected to develop into large and complex systems.
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Dynamic analysis is carried out through transient modeling and simulations to gain knowl-
edge of the system dynamics to keep a stable and correct operation of the system. Such
studies are performed through specialized software that can reproduce the dynamics of the
physical components in the HVDC grid.

OpenModelica is an emerging tool for dynamic analysis of complex systems based on
the Modelica language [13]. The software is open-source, meaning that the source code is
available to anyone for any purpose for free. This way, anyone can change and improve
the source code to, for example, improve the performance and perform bug fixes. Models
developed in OpenModelica can be shared across multiple platforms and used for real-time
hardware-in-the-loop (HIL) simulations, which allows laboratory experiments on HVDC
grids without needing full-scale systems and can speed up the development processes of
HVDC grids.

1.2 Objectives

This Thesis has multiple objectives, some of which have come as a feedback on the Spe-
cialization Project [14] as mentioned in the preface.

The first objectives of this Thesis relate to introducing and giving a basic understand-
ing of HVDC systems, with particular focus on HVDC grids as well as introducing the
modular multilevel converter (MMC) to provide the information needed to build a model
of the MMC to be used in studies of HVDC grids.

The second group of objectives is related to the OpenModelica software, where one
is to investigate how to use OpenModelica for real-time hardware-in-the-loop (HIL) sim-
ulations. The other objective, which was suggested in feedback from the Specialization
Project, is to evaluate the performance of OpenModelica in replicating the fast dynamics
of a 10kHz 2-L VSC switching model. These two objectives were also requested by the
industrial partner, DNV GL, expressing an interest around open source tools in general
and OpenModelica in particular in the project description for this Thesis.

The last objective is to model and study the interactions between components in a
three-terminal MMC based HVDC system with offshore wind and energy storage integra-
tion as shown in Figure 1.3 using the OpenModelica software. The system includes two
wind farms, WF1 and WF2, an energy storage system, ESS. As part of this objective, mod-
els of all components are implemented in OpenModelica, and the energy storage system
has to be dimensioned using simulations with actual wind data. The system in Figure 1.3
is chosen because it is the system with the lowest complexity that allows studying the in-
terplay of all key components in an offshore HVDC grid, and it can be further expanded
using the models developed in this Thesis which are made publicly available.
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Figure 1.3: A three-terminal HVDC system with renewable and storage integration.

1.3 Limitations of scope
The main focus of this Thesis is the dynamics related to the HVDC system. Therefore,
simplified but sufficient models are used for wind farms and energy storage. Also, the
evaluation of the type of energy storage technology to be used is considered out of scope
for this Thesis. When it comes to dimensioning of the energy storage used, a simple
approach using real wind data and simulations is used, because more advanced methods
for dimensioning of the storage are considered out of scope for this Thesis. Also, this
approach was chosen to show an example of one practical use of simulation tools.

When it comes to HVDC systems, the comparison of LCC based and VSC based
HVDC systems is left outside the scope of this work, as that was covered in the Special-
ization Project [14].

The internal storage capability of the MMC is modeled but not further explored during
the simulations in this Thesis, as Erling Vatn Tranulis covers this topic in his Thesis [15].

Additionally, eigenvalue analysis of the system and further stability margins of the
controllers used in the system are not considered, as the controllers are only tuned to give
satisfactory responses. However, the system is properly tested to ensure that it is stable for
a wide range of events.

Lastly, the models developed use ideal PLLs, meaning the topic of frequency stability
is considered outside the scope of this Thesis.

1.4 Methodology
The work in this Thesis combines multiple methodologies; a literature review, mathemat-
ical modeling, simulations with an emerging modeling tool, development of packages for
an emerging modeling tool and laboratory work with real-time simulators for future ex-
perimental validation.

The first part of this Thesis is a literature review to gain knowledge about HVDC grids
and the modular multilevel converter (MMC), including modeling of the converter.
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The next part contains simulations using the OpenModelica software and Simulink to
evaluate the performance of OpenModelica. In the same chapter, work has been done in
the National Smart Grid Laboratory using a real-time simulator to increase the knowledge
and explore the potential of OpenModelica.

The last part of this Thesis uses mathematical modeling of multiple components com-
bined in a package in OpenModelica. The models are combined in three different setups
to study the dynamic interactions in an HVDC grid with offshore wind and energy storage
integration.

1.5 Document structure
The document is structured as follows:

Chapter 2 gives an introduction to HVDC transmission with a focus on offshore appli-
cations for integration of offshore wind power. Chapter 3 introduces the modular multi-
level converter (MMC) used in HVDC grids as well as the modeling of the MMC used for
transient simulations. Chapter 4 introduces the OpenModelica simulation software used
to model and simulate the system described in Chapter 5. Chapter 5 describes the mod-
eling of a three-terminal offshore HVDC system with integration of two wind farms and
an energy storage system. Chapter 6 shows the results from simulating the system, and
Chapter 7 consists of a discussion on the results. Lastly, Chapter 8 provides the concluding
remarks.

1.6 Relation to specialization project and IEEE paper
As mentioned in the Preface, this Thesis is a continuation of the Specialization Project
titled ”Modeling of an HVDC Two-Level Voltage Source Converter in the Open-Source
Tool OpenModelica” where a literature study was done to give a state of the art descrip-
tion of HVDC systems. Some of the reference material used in describing HVDC systems
and the MMC is also used in this Thesis. Additionally, the Specialization Project con-
tained modeling of the AC-side of an average model of a 2L-VSC in OpenModelica with
a comparison of results to Simulink, including a more detailed description of vector con-
trol of the AC-side currents than what will be provided in this Thesis. The Specialization
Project also contains a discussion where the experience of using OpenModelica compared
to Simulink is further explained.

As also mentioned in the Preface, the results from this Thesis are combined with the
results from Erling Vatn Tranulis’ Thesis [15] in an IEEE paper that was submitted and
accepetd for presentation at the Offshore Energy and Storage Summit 2019 conference
held in Brest, France, in July 2019. The paper is titled ”Modeling of Multiterminal HVDC
Offshore Grids with Renewable Energy and Storage Integration by Opensource Tools”
[16] and is appended in Appendix G.
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Chapter 2
HVDC Transmission Systems

The question on what transmission technology is more suitable for transferring electrical
power spans back to the late 1800s with Thomas Edison’s low-voltage direct current (DC)
and Nikola Tesla’s alternating current (AC). Since then, both technologies have improved
due to technological advances, and although AC dominates most transmission networks,
high-voltage DC (HVDC) is having increasing importance due to economic and techno-
logical reasons. When envisioning the role of power electronics in future power systems
with a high penetration of photovoltaics and wind power already in 1988, Narain G. Hingo-
rani stated the following: ”The insertion of an HVDC link into the ac system will perhaps
remain as the ultimate tool” [17].

This chapter will give a perspective on some cases where HVDC is preferred over
HVAC, and how multi-terminal HVDC grids can be used for the integration of offshore
wind resources.

2.1 HVDC transmission
Today, HVDC transmission has increasing importance in the electrical power grid due
to its advantages compared to HVAC when it comes to large power transfers over long
distances.

The choice between AC and DC for transmitting large amounts of power is usually
based on the costs, provided that both solutions are technically feasible. In this context, it
should be mentioned that AC transmission is not possible above a certain distance and/or
power level, which is to be explained later.

The cost of HVAC transmission tends to increase more rapidly with the increasing
length of the transmission compared to HVDC. This makes HVDC the cheapest alternative
for considerable distances. The distance where HVDC and HVAC costs are equal is called
the break-even distance as can be seen fig. 2.1. The break-even distance varies from project
to project and is dependent on power levels, but as a rule of thumb, it is in the range of 500
to 800 km for overhead lines according to references [18]. Long AC connections require
reactive compensation, which is shown by the vertical lines of the AC-curve in Figure 2.1.
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Figure 2.1: Typical costs versus distance for high power AC and DC.

An example of connecting large amounts of renewable energy resources through HVDC
is the connection of hydro resources in the west of China to the east of China where the
population density is the highest. This is illustrated by The Economist in Figure 2.2. China
is also where the currently largest HVDC project in the world is found, which is a 3284km
hydropower connection from Changji to Guquan. The connection started successfully op-
erating on December 31st, 2018, transmitting 12000MW of power at ±1100kV [19].

Figure 2.2: Planned and operating HVDC projects in China per 2017, connecting remote hy-
dropower resources [20].
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2.2 Offshore HVDC applications
When using sub-sea cables for AC transmission, large charging currents are generated
because of the much higher capacitances of sub-sea cables compared to overhead lines.
Figure 2.3 shows how the increased transmission distance reduces the maximum transmit-
ted power for AC in sub-sea cables at different voltage levels and compensation schemes
at the end of the cables due to these charging currents. The compensation schemes used
in the figure are Thyristor Controlled Reactors (TCR) at either one end or both ends of the
sub-cable [21, 22].

The challenge with these charging currents can be further dealt with by installing ad-
ditional compensation along the length of the cable connection by adding intermediate
compensation platforms with shunt reactors [23]. Alternatively, the need for compen-
sation can be entirely removed by using voltage source converter (VSC)-based HVDC.
Therefore, HVDC is a well-suited technology for sub-sea connections to, for example,
connect offshore power resources to shore.

Figure 2.3: Transmitted power capacity versus distance for AC transmission at different voltage
levels in a sub-sea cable [21, 22].

As a result of these charging currents, the break-even distance is drastically reduced,
and it is typically lowered to the range of 50 to 70 km for sub-sea connections according
to references [24, 18], depending on the project and power levels. However, it should also
be mentioned that this break-even distance is increasing with recent advances in AC-cable
technologies.

VSC-based HVDC, which is briefly explained later, is especially well suited for con-
necting wind farms due to its operational benefits and controllability, including fast and
independent operation of active and reactive power. With these fast control mechanisms,
VSC HVDC can, for example, allow wind farms to contribute in mainland frequency sup-
port in the future [25]. Additionally, VSC HVDC is well suited for being connected to
weak grids. This fits connection of offshore wind farms, as they are weak grids by them-
selves. This also allows offshore wind power integration into weak onshore grids [26].
Also, VSC HVDC will be important in future and present HVDC grids due to its fast
control and flexibility, as explained in the next section.
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Figure 2.4 shows an offshore VSC HVDC converter station located in the North Sea,
DolWin 2, connecting up to 916 MW of wind power to Germany at 320 kV [27].

Figure 2.4: ABBs DolWin 2 offshore converter station [27].

According to ABB, 90 offshore wind farms were operating in Europe in 2018 [28].
40 of these wind farms were rated higher than 200MW. Around one-thirds of the 40 were
connected through HVDC to shore, either combined in groups or individually. In total,
seven HVDC systems were operating in the North Sea while three were under construction
in 2018 [28].

Although most offshore wind farms today are connected by HVAC, the role of offshore
HVDC will become increasingly important as the wind farms increases in size. Also,
future projects are projected to be further from shore due to better wind speed profiles and
and larger space demands [29].

2.3 Multi-terminal HVDC grids

The traditional way of connecting an HVDC-connected wind farm to shore is through
point to point connections as shown in Figure 2.5.

Figure 2.5: Point to point connections of offshore wind farms to shore [30].
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However, the traditional point to point connection is very dependent on the secure
operation of the single connection between the wind farms and the shore. If there is a
fault on either the cable or the one of the converters, the whole power supply may be lost.
When having the expected increasing penetration of offshore wind resources in the power
system, a more reliable transmission system for securing the power supply from offshore
wind farms to shore is needed.

One way of ensuring the security of supply and increasing the system reliability and
flexibility is to connect the wind farms in a meshed multi-terminal HVDC grid as shown
in Figure 2.6. By adding HVDC connections between the wind farms to form a grid,
additional paths for power flows to the shore are introduced which allow for rerouting of
power flows in cases when a cable is out of operation. To have these changes in power
flow directions without changing the DC voltage polarities of the system, VSC HVDC can
be used as it allows power flow reversal by DC current reversal [31] without needing any
additional switchgear [32].

Figure 2.6: Conceptual meshed HVDC offshore grid [30].

The potential upsides of HVDC grids have facilitated a lot of research around the topic
during recent years [32]. The two next sections will show an example of one of the first
HVDC grids that was built and started operating in addition to an interesting possible
future HVDC grid in the North Sea.

2.3.1 The Zhoushan Islands HVDC Grid

Recently, a five-terminal HVDC grid as shown in Figure 2.7 started operating in China,
connecting the five Zhoushan Islands. The grid has a total capacity of 1000 MW at DC
voltage levels of ±200 kV where the largest HVDC converter has a rated power of 400
MW.
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Figure 2.7: The HVDC grid connecting the Zhoushan Islands [33].

The old AC connections between the islands were having problems facing the increas-
ing population and energy demand, yielding an unreliable and unstable power grid. The
solution to increasing the system reliability was to introduce the VSC based HVDC, a grid
which could provide reactive power support to stabilize the existing AC grid. Additionally,
China is known for having large offshore wind resources outside their coast [34, 35]. The
new HVDC grid on the Zhoushan islands did also open for integration of the large offshore
wind potential in the area [36]. By adding the HVDC grid, the islands are now not relying
only on small generator plants as before, but also on renewable offshore energy sources in
addition to the added reliability and flexibility of the new grid.

2.3.2 The North Sea Supergrid
Another interesting area where an offshore HVDC grid can increase the system reliability
and also interconnect otherwise separate markets to facilitate power exchange and trading
is in the North Sea [37]. The area is known for having large amounts of offshore wind
resources [38], which could be interconnected by HVDC to form a supergrid. Figure 2.8
shows a scenario combining early stage developments of single line connections and later
stage developments connecting the wind farms in a grid. This grid is addressed by large
projects as the Horizon 2020 project PROMOTioN [30]

2.4 The HVDC power electronic converter
The converter that converts the power between AC and DC is a key component in HVDC
systems when it comes to operation and control.

The traditional converter is the well proven thyristor-based line commutated converter
(LCC), which is still a reliable option in, for example, onshore point to point connections.
However, due to limitations of the LCC [31] and the advances in semiconductor devices
and converter topologies, the voltage-source converter (VSC) technology has emerged as
a promising option.
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Figure 2.8: Meshed North Sea HVDC grid scenario where the blue lines are expected early stage
developments and the red lines are later stage developments [37].

The VSC has multiple advantages compared to the LCC, including much faster control
and more flexibility compared to the LCC [31]. The VSC is capable of fast and indepen-
dent control of reactive and active power in all quadrants of the DC voltage-current plane,
which makes it well suited for HVDC grids where current directions may change depend-
ing on power flow directions. A more in-depth comparison of LLC based and VSC based
HVDC can be found in the Specialization Project [14].

The next chapter will introduce the most promising VSC topology for present and
future HVDC grids, i.e., the modular multilevel converter (MMC).
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Chapter 3
The Modular Multilevel Converter

The Modular Multilevel Converter (MMC) has proven itself as the most promising con-
verter technology for converting between AC and DC in modern HVDC systems, including
grid integration of offshore wind farms [39]. The converter is based on the voltage source
converter (VSC) technology, thus providing many benefits compared to the classical line
commutated current source converters [31]. The MMC does also bring additional benefits
compared to conventional VSCs such as two- and three-level VSCs.

The MMC was first introduced through a patent in 2001 [40] before being presented
by Lesnicar and Marquardt in reference [41] in 2003. Today, the MMC is commercially
available through for example ABB’s HVDC Light [42] and Siemens’s HVDC PLUS [43].
The latter is implemented in the interconnection INELFE which connects Spain and France
through two MMCs, each at 1000 MW and a DC voltage of ±320 kV [44].

This chapter will introduce the MMC topology and its benefits, and provide an overview
of the control and a mathematical formulation of an energy-based model to be used in tran-
sient simulations of large HVDC systems.

3.1 The MMC converter

To understand the operation of the MMC, it is useful to consider the schematic of the
MMC in Figure 3.1. The converter is built of multiple sub-modules which are usually
either half bridges (as shown in Figure 3.1) or full bridges, with IGBTs and a capacitor.
Additionally, there is an inductor in each arm (blue box in Figure 3.1) and one inductor for
each phase on the AC side. The upper and lower arms in a phase form what is referred to
as a leg. The three-phase MMC has three legs; one for each phase.
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Figure 3.1: The schematic of a three-phase MMC [45].

When the upper IGBT in a sub-module is on, the voltage of the sub-module capacitor
is inserted at the output voltage. The sub-module voltages are inserted at the output voltage
in steps, as showed in Figure 3.2, where the AC-line voltage waveform of an MMC with 11
voltage levels is compared to the waveform of a two-level VSC. By increasing the number
of sub-modules, the number of voltage levels is increased, and the output voltage of the
MMC can be close to a perfect sine. In the literature, there are examples of MMCs with
as many as 401 voltage levels [46].

Figure 3.2: The AC voltage waveform of the 2-L VSC (upper) compared to an MMC (lower) [12].
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3.2 MMC modeling

This section will describe an energy-based MMC model that is implemented in the simu-
lation system described in Chapter 5. The nomenclature at the beginning of the document
and Figure 3.1 can be used for further clarification of the conventions used for variables
and parameters in this section.

First, an overview of the different ways to model an MMC found in the literature will
be presented to explain further the choice of model used in the simulations later in this
Thesis.

3.2.1 Overview of MMC models in the literature

There exist many MMC models with various levels of complexity to be used for different
kinds of studies in the literature. The International Council on Large Electric Systems
(CIGRÉ) has created a guide for developing MMC models to be used in HVDC grids, and
in this guide, they categorize MMC models in seven different categories [47]. This section
will give a brief overview of these seven categories, starting with the most complex type
of models; Type 1 models.

Type 1 models, also referred to as ”full physics-based models” are the most complex
models where partial differential equations represent the IGBTs in the sub-modules. These
equations give very precise results, but these models require extremely small time steps in
the order of nanoseconds to be simulated. Therefore, Type 1 models are best suited for
detailed analysis of sub-modules in for example the design stage.

Type 2 models, also referred to as ”full detailed models”, model the nonlinear nature
of the IGBTs through simplified IGBT models. These models are well suited for studies
of internal events as internal faults, blocked states and startup procedures. However, they
may be too computational heavy to be used in HVDC grid models.

Type 3 models, also referred to as ”models based on simplified switchable resistances”,
have a more simplified representation of the IGBTs compared to Type 2 models. The
IGBTs are modeled as two-value switchable, bidirectional resistances with a small on-
resistance and a large off-resistance.

Type 4 models, also referred to as ”Detailed equivalent circuit models” or ”Thevenin
equivalent models”, include a reduced Thevenin-equivalent of each arm to have a lower
number of electrical nodes in the model. Type 4 models have high accuracy, including the
impact of capacitor voltages of each sub-module, and are frequently used in the literature
as reference models for further simplified models [39].

Type 5 models, also referred to as ”average models based on switching functions”, do
not include any representation of the IGBTs. The MMC is represented by controllable
voltage and current sources that contain the harmonic content which is generated from
separate switching functions. These models still allow studying the harmonics in power
quality studies of HVDC grids.

Type 6 models, also referred to as ”average models based on the fundamental fre-
quency”, model the MMC with controllable voltage sources and current sources. These
models only consider the fundamental frequency of the currents and voltages. Hence the
harmonics are averaged out over the switching period. As these models do not capture
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the fast switching dynamics, they can be simulated with a higher time-step than Type 5
models, resulting in faster simulations. Additionally, the simulation speed of Type 6 mod-
els is also independent of the number of sub-modules, whereas the more complex models
become slower when the number of sub-modules is increased [39].

Type 7 models, also referred to as ”RMS load-flow models”, are the simplest kind
of models which are to be used in load flow studies, describing the steady-state of the
converter without any transients.

A study by S. Khan et al. has systematically compared MMC models in the literature
and their performance in simulations of a point-to-point HVDC connection, where varia-
tions in power, AC-side faults, DC-side faults and simulation speeds are studied [39]. They
conclude their work by recommending Type 3,4 and 5 models to be used for system-level
studies where switching events are modeled. Further, average value models are recom-
mended for network-level studies where the terminal characteristics of the MMC are of
main interest and also for designing of control systems. Lastly, the most detailed models
should be used for component design and analysis of switching characteristics [39].

3.2.2 Desired model characteristics for this Thesis
Based on the different model descriptions above and the recommendations from reference
[39] for network-level studies, a Type 6, average model, is chosen for this Thesis. This
is both because the simulations are performed on an average laptop requiring an efficient
model, but also because of the relatively low complexity of average models compared to
the more detailed models. The latter is also important when considering the fact that the
model was to be implemented in a new and unfamiliar software, OpenModelica.

A model with steady-state operation of all variables without any oscillations, i.e. a
steady-state time-invariant (SSTI) model, was desired for ease of controlling the MMC
with techniques similar to those used for 2L-VSCs.

Finally, a model including the internal energy storage capabilities of the MMC was
desirable for the kind of studies performed later in the Thesis.

All these desired characteristics led to the choice of the simplified zero-sequence model
from reference [45].

The model will be presented after explaining one of the main assumptions it relies on,
i.e. the use of compensated modulation, as well as the relations describing the variables
such as voltages and currents used in the model.

3.2.3 Compensated modulation
This part will explain the concept of compensated modulation, as this is an underlying
assumption for the energy-based model chosen. Also, understanding compensated modu-
lation can lead to a better understanding of the operation of the MMC.

The modulation in the MMC is how the insertion indices nu and nl are calculated to
determine how many sub-module capacitor voltages should be inserted in the upper and
lower arm output voltages, respectively. By assuming the arm voltage is ripple-free, the
simplest modulation can be applied; direct modulation [48]. Direct modulation calcu-
lates the insertion indices by dividing the reference voltages by the nominal DC voltage,
Vdc,nom:
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nu =
−e∗v + u∗c
Vdc,nom

, nl =
e∗v + u∗c
Vdc,nom

(3.1)

However, the arm voltages contain a dominant first and second order harmonic ripples.
Thus the inserted voltages will have harmonics which will lead to circulating currents.
This can be avoided by dividing the voltage references by the arm voltages, vσu,l, instead,
which is the technique called compensated modulation [48], and the expression for the
insertion indices becomes:

nu =
−e∗v + u∗c

vσu
, nl =

e∗v + u∗c
vσl

(3.2)

In Equations (3.1) and (3.2), e∗v is the output of the AC current controller as a refer-
ence for the voltage driving the AC side currents and u∗c is the output of the circulating
current controller as a reference for the voltages driving the circulating currents. These
two controllers are presented later in this chapter.

3.2.4 Energy-Based SSTI MMC Model
An energy-based MMC model has the potential of capturing internal currents and energy
dynamics of the MMC and starts with considering the energy stored within the MMC. In
an energy-based model, the difference w∆k and the sum wΣk of the energy between the
two arms in a phase k are used as state variables, described by

wΣk = wuk + wlk (3.3)

w∆k = wuk − wlk (3.4)

where the energy stored in the upper and lower arms, wu,lk, is expressed by

wu,lk =
CSM
2N

(vσu,lk)2 (3.5)

where CSM is the capacitance of each sub-module, N is the number of sub-modules and
vσu,lk is the sum of all sub-module voltages in the corresponding arm, which in turn can be
expressed as

vσu,lk =

N∑

i=1

vSMi

u,lk (3.6)

Using the previously mentioned compensated modulation technique to generate the
insertion indices, the output voltages of each arm, vu,lk, can be approximated as

vu,lk ≈ nu,lk · vσu,lk (3.7)

where nu,lk is the insertion index for the corresponding arm.
Further, it is useful to define the grid side currents as

ivk = iuk − ilk (3.8)
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and the circulating currents as

ick =
iuk + ilk

2
(3.9)

where iuk is the current in the upper arm and ilk is the current in the lower arm according
to Figure 3.1. These currents are driven by the voltages evk and uck respectively, which
are defined through the arm voltages in a phase k as

evk =
vlk − vuk

2
≈ nl · vσlk − nu · vσuk

2
(3.10)

and
uck =

vlk + vuk
2

≈ nl · vσlk + nu · vσuk
2

(3.11)

where vlk is the lower arm voltage and vuk is the upper arm voltage.
The equivalent resistance and inductance seen from the AC which are used in the

MMC model can be obtained from the equivalent grid resistance, Rf , the equivalent grid
inductance Lf , the equivalent arm inductance, La, and the equivalent arm resistance, Ra,
as

Req =
Ra
2

+Rf (3.12)

Leq =
La
2

+ Lf (3.13)

All the above equations are the basic equations describing each phase k of the MMC.
The dynamics presented next are functions of these variables.

Both of the following models assume compensated modulation and balanced sub-
module voltages.

3.2.5 Detailed model
Two models are resulting from [45], both of which captures some of the internal dynamics
of the MMC; one detailed model and one simplified model. The model that will be used in
further in Chapter 5 is the simplified one. However, the detailed model will be presented
first along with the simplifications and assumptions made to obtain the simplified model.

The detailed model is derived from the above equations. The derivation will not be
repeated here, but it can be found in reference [45].

The detailed model takes into account the fact that the internal voltages and currents of
the MMC have multiple frequency components. To deal with these components, three Park
transformations of different frequencies, ω,−2ω and +3ω, are applied to have steady-state
operation of all variables without any oscillations. Therefore, the model is referred to as a
steady-state time-invariant (SSTI) model. All oscillating model variables are transformed
to a dqz reference frame that rotates with the corresponding oscillatory frequencies of
the variable, where the z component is referred to as the zero sequence component. The
transformation matrix for this transformation can be found in Appendix A.2.

The detailed model consists of the three dqz components describing the dynamics
of the energy sum, wΣ, the energy difference, w∆, the grid side currents, iv , and the
circulating currents, ic for each phase k. The full model equations are presented in the
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same form as in [45], where the superscripts represents the corresponding rotating dqz
frame of the variable, rotating at ω, −2ω or +3ω. The following equations are presented
to later explain the simplifications made in the simplified zero-sequence model, which is
described in the next section.

The first set of equations in the detailed model represents energy sum dq-dynamics
rotating with −2ω:

d

dt
w
dq−2ω

Σ = −1

2
edq+ω
v idq+ω

v + 2(uczi
dq−2ω
c + udq−2ω

c icz)− j · 2ωw
dq−2ω

Σ (3.14)

The next equation is describing the energy sum zero-sequence dynamics:

d

dt
wΣz = −1

2
<{ēdq+ω

v idq+ω
v }+ <{ūdq−2ω

c idq−2ω
c }+ 2uczicz (3.15)

where the dash above the complex variables ēv and ūc marks the conjugate of the vari-
ables.

The next set of equations are describing energy difference dq-dynamics rotating with
−2ω:

d

dt
w
dq−2ω

∆ = −ēdq+ω
v idq−2ω

c +
1

2
udq−2ω
c īdq+ω

v − j · ωw
dq+ω

∆ (3.16)

Next, the energy difference zero-sequence dynamics rotating with +3ω is described by:

d

dt
w
dq+3ω

∆z = −edq+ω
v idq−2ω

c +
1

2
udq−2ω
c idq+ω

v − j · 3ωw
dq+3ω

∆z (3.17)

The following set of equations describes the circulating currents dq-dynamics rotating with
−2ω:

d

dt
idq−2ω
c = −

(
Ra
La

+ j · 2ω
)

idq−2ω
c − 1

La
udq−2ω
c (3.18)

Lastly, the circulating currents zero-sequence dynamics are described by:

d

dt
icz = −Ra

La
icz +

1

La
· vdc

2
− 1

La
· ucz (3.19)

3.2.6 Simplified zero-sequence MMC model
A simplified model of the MMC for power system-oriented studies is also proposed in ref-
erence [45] and it is validated against the detailed model in addition to a well-established
reference model for analysis and simulation of the MMC. This reference model is a circuit-
based average model of a three-phase MMC, where each arm is represented by a controlled
voltage source and where the internal arm voltage dynamics are represented by an equiva-
lent arm capacitance [49, 50, 51]. The reference model is also verified in laboratory-scale
experiments in [49, 50]. The comparison showed that the simplified model captured the
dynamic response of the reference model with high precision.

In the simplified model, the internal variables are only represented by the zero-sequence
components. The model can be derived from the detailed model with the assumption that
the dynamic equation for the zero-sequence energy sum, wΣz , is not dependent on the
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product of the dq-components of uc and ic. This is a valid assumption because the dq-
components of uc are much smaller than the zero sequence component and ev. It should
be noted that this simplified model assumes that all the neglected internal variables are
properly controlled and do not cause any stability problems.

The five differential equations making the full simplified model including the dq-
dynamics of the grid currents and the dc-link voltage are as follows:

The first equation describing energy sum zero sequence-dynamics per phase:

d

dt
wΣz ≈ −

1

2
(evdivd + evqivq) + 2uczicz (3.20)

The second equation describing circulating current zero-sequence-dynamics:

d

dt
icz = −Ra

La
icz +

1

La

vdc
2
− 1

La
ucz (3.21)

The third equation describing d-current dynamics of the grid currents:

d

dt
ivd =

1

Leq
(−Reqivd + evd − vgd − ωLeqivq) (3.22)

The fourth equation describing the q-current dynamics of the grid currents:

d

dt
ivq =

1

Leq
(−Reqivq + evq − vgq + ωLeqivd) (3.23)

The fifth equation describing the DC-voltage dynamics:

d

dt
vdc =

1

Cdc
(idc − iload) (3.24)

where the relation between the dc-current and the circulating current is

idc = 3icz (3.25)

All dq-quantities in these equations from the simplified model are rotating with +ω, which
is why a Park transformation between the measured three-phase abc-quantities and the dq-
quantities (see Appendix A.1) is applied to perform vector control of the dq-currents, as
also explained in more detail in the Specialization Project [14].

An overview of the circuit implementation of the simplified zero-sequence model in-
cluding the associated control schemes is showed in Figure 3.3. Further details on the
control of loops used in the model as well as block diagrams will be presented in the
following sections.
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Figure 3.3: Overview of the simplified zero-sequence MMC model.

The load current in Figure 3.3 is included as a current source for illustration purposes.
In an HVDC connection, this current will originate from another MMC or possibly from
multiple MMCs in case of a multi-terminal HVDC system.

It is worth mentioning that the simplified model also has a simplified control system
compared to the detailed model.

3.3 Control structure of the MMC

The control of the MMC is more complex compared to the control of the 2L-VSC, which
was described in the Specialization Project [14], because of the increased complexity of
the MMC structure.

This section will give an overview of the different control schemes used in the sim-
plified zero-sequence MMC model, which are used for power control and energy control.
Also, some additional control schemes are presented to show some of the added complex-
ity of the MMC compared to the 2L-VSC.

3.3.1 Power control

The control of the AC currents in an MMC is important for the corresponding control of
active and reactive power in the converter. The control scheme presented here has an outer
power controller coupled with an inner current controller.
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Inner AC current controller

The AC currents in an MMC can be controlled similarly to the two-level VSC through
vector control of the dq-currents [52, 53, 14]. By applying the sine-based Park transform
found in Appendix A.1 on the three-phase quantities and dynamic equations, the abc-
currents are decomposed to dq components and vector control can be applied. The control
scheme uses PI controllers for each current and feed-forward of the decoupling terms and
the grid voltages, as shown in Figure 3.4, to obtain fast and independent control of the d-
and q-currents.

Figure 3.4: Block diagram of the dq-current controller with feed-forward decoupling.

Outer power controller with DC voltage droop

The outer controllers of the MMC use the q-component of the current to control reactive
power and the d-component of the current to control the active power through the converter
when a sine-based Park transformation is used. This leads to a fast and independent control
of the active and reactive power through the converter.

An additional term can be added to the active power controller to control the DC volt-
age. Such DC voltage control is referred to as DC voltage droop control [54], and is
often used in multi-terminal HVDC grids to distribute the DC-voltage control to multiple
converters in the same grid, increasing the robustness of the system.

The block diagram of the power controller can be seen in Figure 3.5 using a constant
KP for the active power and a droop constant 1/Kv,dc for the DC voltage.
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Figure 3.5: Block diagram of the per unit active power controller with DC voltage droop control.

3.3.2 Energy control

The control scheme presented here is based on the control scheme found in [45], which
uses the dc-component of the circulating currents to control the energy balance of the
MMC.

Inner circulating current controller

The MMC has one additional degree of freedom compared to the 2L-VSC that is the
circulating current in each phase leg due to the two arms. The dc-component of these
circulating currents play an important role in ensuring power balance in the converter. In
[45], a control loop to control the DC component of the circulating current is implemented
to control the active power flow in the converter.

Outer energy controller

The circulating currents in the MMC can be used to balance the energy stored in the
converter. In this case, an outer energy controller is used to provide references for the
inner circulating current controller. A constant reference for the energy controller means
that the power entering the controller on the AC-side is transferred directly to the DC side
and not stored within the converter.

The block diagram for this control scheme can be seen in Figure 3.6.

Figure 3.6: Block diagram of the outer zero sequence energy controller with inner zero sequence
circulating current controller.
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3.3.3 Additional control schemes
This section is included to explain some aspects of the increased complexity of control
associated with an MMC. The MMC has additional control loops in order to operate effi-
ciently. However, these control schemes will not be considered in any models used in this
document.

Voltage balancing control

The MMC does also need a control scheme to ensure voltage balance within the rated lim-
its of the capacitors in each sub-module to prevent damage [39]. The voltage balancing
control is at the lowest level of control in the MMC and is present depending on the modu-
lation technique to secure stable operation [55]. The control scheme which is most widely
accepted for balancing the sub-module voltages is based on a sorting algorithm where the
sub-module voltages are measured and sorted. This way, the sub-module with the lowest
voltage is charged first and the sub-module with the highest voltage is discharged first [55].
However, this control scheme will not be considered any further in this document as the
models used assume that the sub-module voltages are perfectly balanced.

Circulating current suppressing control

The circulating currents contain harmonics due to imbalances of the phase leg voltages.
These harmonics need to be mitigated to reduce losses and rating requirements of the
components inside the MMC [39]. An active filtering technique called circulating current
suppressing control (CCSC) is therefore implemented in addition to the arm inductances
to remove these harmonics from the MMC [56]. However, this control scheme should not
be confused with the previously mentioned circulating current control that can control the
energy of the converter, as the latter controls the DC component of the circulating current
and not the harmonics, as CCSC do.

3.4 Advantages of the MMC

To conclude the chapter, this section will recall some advantages of the MMC compared
to other VSC topologies, such as the 2L-VSC so that the reader can have a good under-
standing of why the MMC could be used over the other topologies, despite the increased
control complexity. The relevance of such advantages to offshore applications will also be
highlighted.

3.4.1 Harmonic content
The multilevel topology of the MMCs enables the nearly perfectly sinusoidal voltage gen-
eration, which reduces the harmonic distortion significantly compared to the 2L-VSC. By
increasing the number of sub-modules, the need for harmonic filtering at the terminals of
the MMC is effectively eliminated [57]. Figure 3.7 shows how two indices recommended
by Standard IEEE 519 for voltage distortion, total harmonic distortion (THD) and maxi-
mum individual harmonic (Dn), are reduced by increasing the number of sub-modules in
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an MMC [58]. The red dotted lines are commonly used maximum limits for HVDC sys-
tems with a THD of 2% and a Dn of 1%. From the figure, it can be seen that the MMC with
22 sub-modules or more per arm are within these limits, meaning that harmonic filtering
is not needed [58].

Figure 3.7: Total harmonic distortion (THD) and maximum individual harmonic (Dnmx) in the
voltage waveform when increasing the number of sub-modules per arm, N, from reference [58]

In a 2L-VSC based on pulse-width modulation (PWM), the switching frequency needs
to be increased to have lower harmonic distortion [12], which in turn would also increase
the losses of the converter drastically. The MMC is capable of effectively eliminating
the harmonic content without increasing the switching frequency, which means the losses
are still at a low level. As an example of this, reference [59] compared the total losses
of a 1000MW 2L-VSC with a switching frequency of 1kHz to the losses of a 1000MW
MMC with 40 sub-modules per arm. The results in [59] showed that the total losses of the
2L-VSC was 17.711MW compared to 1.4713 MW for the MMC.

The lack of large filters at the converter station is also a significant advantage in off-
shore application because it gives a more compact design of the converter platforms [31].
Additionally, the execution time of projects can be shortened when components such as
filters are not needed [57].

3.4.2 Modularity

Another advantage with the MMC is the modular aspect. Because each sub-module ca-
pacitor needs to be charged to a low value compared to the DC voltage, the sub-module
capacitors can be rated for much lower voltage-levels than the DC-link capacitors in, for
example, the 2L-VSC. Therefore, the MMC can be built of well proven standard compo-
nents that are easily available [57]. This makes the MMC easily scalable to higher ratings
by adding more sub-modules [12].
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3.4.3 Fault-handling capabilities
When a DC fault occurs at the terminals of a 2L-VSC, the IGBT enters a blocked state
for protection. However, the freewheeling diodes in the IGBTs provide a path for the fault
current, which makes the converter feed the fault current as a diode rectifier. These fault
currents through the freewheeling diodes can reach values around 15 p.u. for a couple of
milliseconds and can potentially destroy the IGBTs [60]. In Figure 3.8a, it can be seen
that the MMC with half bridge submodules has this freewheeling behavior.

Figure 3.8: DC side fault current path of (a) a half-bridge sub-module (b) a full-bridge sub-module
[55].

However, by considering the full bridge sub-module in Figure 3.8b, it can be seen how
the full bridge sub-module can prevent freewheeling behavior. When a fault occurs on the
DC side, the fault currents through the capacitors in the full bridge sub-module create a
reversed voltage that blocks the AC-side currents and therefore clears fault current. This
way, the full bridge MMC can provide fault blocking capabilities [61], which are useful
to HVDC systems that are prone to fault, for example in overhead lines. Because the full
bridge MMC is more expensive and has higher losses than the half-bridge MMC due to
the higher number of semiconductors, other fault handling sub-modules are proposed [62]
as a more cost-efficient alternative with lower losses.

However, for offshore transmission by sub-sea cables, the half-bridge based MMC
is presently the most practical solution since the full-bridge MMC introduces additional
complexity, additional costs, potential reliability issues, and additional losses.

3.4.4 Energy storage capabilities
Another advantage with the MMC topology is the inherent capability of storing energy
inside the converter. This capability can be used to store or to release energy without
affecting the DC voltage level to, for example, damp active power oscillations to enhance
grid stability as proposed in references [63, 48]. Other possible utilizations of the internal
storage capability includes, for example, inertia emulation for frequency regulation [64],
improved voltage behaviour in HVDC grids [65] or increasing lifetime of MMC based
energy storage systems [66].

This storage capability is related to the capacitors in each sub-module. Each sub-
module is charged or discharged with an allowed variation around the average value,
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which, with a sufficient number of sub-modules, can give energy storage capabilities of
several megajoules [63].

The stored energy in the MMC can be described by the sub-module capacitance,CSMi
,

the number of sub-modules, N , and the sub-module voltages in the upper and lower arms,
vSMi

u,lk [48], as also explained earlier. The expression for the stored energy in joules in each
arm can expressed as

wu,lk =
CSM
2N

(
N∑

i=1

vSMi

u,lk

)2

(3.26)

From this equation, it can be seen that the storage capabilities of the MMC can be increased
by either increasing the number of sub-modules or by increasing the rated voltage of each
sub-module.

If the converter is to use this storage capability, for example, for power oscillation
damping, an additional controller is needed to provide references for the energy controller,
as for example the controller proposed in reference [48].
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Chapter 4
The OpenModelica Modeling Tool

The use of modeling tools allows for modeling of systems through algebraic and differen-
tial equations to reproduce and study the dynamics found in real physical systems. There
exist many modeling tools on the market, but many of them are usually specific for their
application domain, which is a limitation when modeling complex multidisciplinary sys-
tems.

To overcome these limitations, the development of the Modelica modeling language
started in 1996. The Modelica language was developed to combine multiple physical
domains in one modeling language to model and simulate complex systems consisting of
models from multiple physical domains such as electrical, mechanical, thermodynamic
and hydraulic models [13].

When developing and designing HVDC grids, full scale testing on large systems is not
feasible. Therefore, hardware-in-the-loop (HIL) testing is often used where parts of the
physical components in the HVDC grid are combined with computer models of the rest of
the system. Such computer models can be modeled in OpenModelica, with is a tool based
on the Modelica language. This makes the OpenModelica tool interesting for modeling
of HVDC grids, as it supports model exchange with external software, allowing Open-
Modelica models to be used in, for example, HIL testing using software and equipment
developed by Opal-RT. To perform HIL testing, the computer model has to be compati-
ble with a real-time simulator, which is an aspect that will be further investigated in this
chapter.

The OpenModelica tool will be used to model the system shown in Figure 1.3 in the
introduction, which is further described in Chapter 5. However, before using OpenModel-
ica to model the multiterminal HVDC system in Figure 1.3, some aspects of the software
needed to be further investigated.

This chapter starts with a short introduction to OpenModelica. Next, a preliminary
assessment of OpenModelica’s performance with Simulink as a benchmark using high
frequency dynamics is included. The latter was requested through a feedback from the
specialization project [14] and also by the industrial partner, DNV GL. Ultimately, work
in the National Smart Grid laboratory led to a detailed guide on how to use OpenModelica
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models with Opal-RT’s real-time simulator ePHASORSIM, which is included at the end
of the chapter. The sections covering the assessment of performance and the guide are
both related to the two objectives around the OpenModelica software, as mentioned in the
introduction and requested by the industrial partner, DNV GL.

For a perspective on the usability of OpenModelica compared to Simulink, the reader
can refer to the Specialization Project [14].

4.1 The OpenModelica software
Modelica is a vendor-independent standard, meaning that there are multiple tools support-
ing the Modelica language, like Dymola [67], MathModelica [68], and IDA [69]. How-
ever, one of the emerging tools is OpenModelica, which is an open-source implementation
of Modelica. Being open-source, the source code of OpenModelica can be accessed by
anyone for any purpose, like improvement of performance and bug fixes, which makes for
a public collaboration of developing the software. Also, the software is completely license
free, meaning users can save thousands of dollars from otherwise expensive licenses. The
long-term development of OpenModelica is supported by the non-profit organization Open
Source Modelica Consortium (OSMC) [70].

4.1.1 The standard library of components
The Modelica language is an object-oriented programming language based on algebraic
and differential equations. The building blocks in object-oriented programming languages
are objects. Objects are instances of their respective classes, which determine the general
data and operations of an object. Multiple objects with different data can be declared from
the same class in a model. This is an efficient way of reusing code and preventing repetitive
work.

The OpenModelica software comes loaded with a standard library of components cre-
ated as classes by default, including everything from maths to logical blocks to electrical
and mechanical components. These libraries represent the many physical domains of the
Modelica language, as seen in Figure 4.1.

Figure 4.1: The OpenModelica standard library.

These components can, for example, be used to draw circuits or design control systems,
where the user creates objects from the standard library classes to best represent the system
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of interest.
For a description of some other OpenModelica libraries, the reader can refer to the

specialization project [14].

4.1.2 Acausal modeling in OpenModelica
OpenModelica aims to be an intuitive modeling tool by using what is called acausal mod-
eling [71]. Acausal modeling is when the dynamics of, for example, an electrical circuit
can be represented by simply drawing the circuit in the software and connecting all com-
ponents such as voltage sources and impedances. Then, the software will determine the
differential equations based on the circuit drawn and solve them.

In causal modeling tools, the model needs to be represented explicitly by the differ-
ential equations through generic mathematical blocks. One example of a causal modeling
tool is Simulink, which is causal by default. However, by installing additional libraries
such as the Simescape Power Systems for additional license fees, acausal modeling can be
activated in Simulink.

The differences between acausal and causal modeling is illustrated in Figure 4.2.

Figure 4.2: The difference of acausal modeling (a) using an electrical circuit and causal modeling
(b) using generic blocks.

OpenModelica is acausal by default, which makes for a more intuitive modeling ex-
perience. The graphical modeling approach of an acausal modeling tool can be combined
with written code and equations in OpenModelica for increased flexibility when modeling.

4.1.3 Solvers in OpenModelica
When running a simulation model, OpenModelica transforms the model into ordinary dif-
ferential equations (ODEs) by default which are solved numerically using different inte-
gration methods. Table 4.1 shows the overview of the basic solvers that come with Open-
Modelica. The default solver of OpenModelica is Dassl, which is chosen as the default
solver because of its features that make it stable for a wide range of models [72].
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Table 4.1: Basic solvers in OpenModelica

Solver Type Step size Integration order
Euler Explicit Fixed-step size First
Heun Explicit Fixed-step size Second

Runge-Kutta Explicit Fixed-step size Fourth
Impeuler Implicit Fixed-step size First

Imprungekutta Implicit Fixed-step size Adjustable from first to sixth
Trapezoid Implicit Fixed-step size Second

Dassl (default) Implicit Step size control Adjustable from first to fifth
Ida Implicit Step size control Adjustable from first to fifth

In addition to these eight basic solvers, there are five experimental solvers that come
with the software (rungekuttaSsc, irksco, symSolver, symSolverSsc, qss). However, these
are not currently very well tested.

Explicit solvers use the current states of a system to calculate the states at a later time,
as described by the equation

X(t+ ∆t) = F (X(t)) (4.1)

where X(t) are the current states and X(t+ ∆t) are the states at a later time t+ ∆t where
∆t is the step size of the solver.

Implicit methods, on the other hand, find the solution by both the current state and the
later state, as described by the equation

G(X(t+ ∆t), F (X(t))) = 0 (4.2)

to calculate X(t + ∆t). Implicit solvers usually require more computation than explicit
solvers, and the choice between explicit and implicit solver depends on the problem to be
solved [73].

Step-size control is a method of adaptive time step size where the size of the time-step
is increased if the error is too small according to the predefined tolerance and decreased
if the error is too large [74]. Further, fixed-step time is when a constant time-step is used
throughout the simulation.

4.1.4 Model exchange through the Functional Mockup Interface
Another aspect that makes OpenModelica a versatile modeling tool is ease of model
exchange with other software. This is achieved through the support of the Functional
Mockup Interface (FMI). The FMI is a standardized interface protocol that allows for
sharing of pre-compiled models in C-code or binary code between different tools [75]. In
OpenModelica, one can use the FMI standard through Functional Mockup Units (FMUs).

FMUs are files that include the binary code of a model and information about the
model (number of parameters, states, inputs, outputs, etc.), which are required by the FMI
standard to connect externally. An OpenModelica model can easily be exported to an FMU
file in the software or through external tools such as Opal-RT’s FMUCreator, which will
be explained later, for such model sharing.
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An example of the use of Modelica in the industry is by ABB, which is a company
with good experience of model-based engineering in the HVDC field and is a world leader
within the field. ABB uses Modelica for modeling thermal power plants through the ther-
mal library and electrical systems through the electrical library for real-time simulations
[76]. Before adopting the FMI feature of Modelica, ABB experienced a lot of tricky work
to adapt each version of modeling tools to the real-time simulator in order to make it work.
Now, ABB uses the FMI feature of Modelica for the real-time simulations, and have good
experience with the standard. This standard makes for a seamless coupling of the model-
ing tool and the real-time simulator, which is expected it to work every time, according to
Head of Optimization Technology in ABB, Dr. Rüdiger Franke [76].

This aspect of OpenModelica will be further investigated later in this chapter, where
a detailed guide on how to use OpenModelica models in Opal-RT’s real-time simulator,
ePHASORSIM through the use of FMUs, will be included.

4.2 Preliminary assessment OpenModelica’s performance

This section will include a description of the preliminary assessment of the performance
of OpenModelica as well as the results associated with the assessment.

The preliminary assessment of the performance of the tool was executed in order to test
the software before using it further in a larger system study as described later in Chapter 5.
The criteria for this assessment were the accuracy of results and speed of simulations with
Simulink as a benchmark.

To test the performance of the OpenModelica software with the given criteria, a simple
switching model of the AC-side dynamics of a 2L-VSC was implemented in both Simulink
and OpenModelica, as no such implementations or tests could be found in the literature.
Figure 4.3 shows the circuit of a 2L-VSC connected to three-phase voltage sources with
line resistances and inductances. As this model includes only the AC-side dynamics, the
DC voltage is assumed to be constant from a constant voltage source, as seen in the figure.

Figure 4.3: A circuit representation of the 2L-VSC used for the test with a constant DC-voltage on
the DC-side.

The implementations can be found in Appendix B. The objective behind this was
to investigate whether OpenModelica could reproduce the fast switching dynamics of a
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switching model with a switching frequency of 10kHz, which in this document serves as
an accuracy test of OpenModelica for high-frequency dynamics.

4.2.1 Test description
The event that was introduced to test the accuracy of the results from both models was a
step change in the reference of iq,ref from -1 to 1 at t = 0.7s while keeping id,ref = 0. In
contrary to the MMC model presented in Chapter 3 where a sine-based Park transformation
is used, iq relates to active power and id relates to reactive power in this 2L-VSC model,
as a cosine-based Park transformation is used.

This step in iq allows studying the fast response of the current controller in addition to
the harmonic components of the currents. The two last results will show how the harmon-
ics in the dq-currents translate to the current of the a-phase in each software.

The simulations were performed with a time step of ∆t = 1µs and the Euler solver in
both software.

4.2.2 Resulting current waveforms compared to Simulink
Figure 4.4 shows the responses of the dq-currents in both software when iq,ref is changed
from -1 to 1 pu and id,ref is kept constant at 0. Both currents follow their references, and
the waveforms seem to be close to identical. Close-ups of the d- and q-currents will be
added next to study the results closer.
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Figure 4.4: Comparison of the dq-currents from switching model in Simulink and OpenModelica.

Figure 4.5 shows a close-up of the d-currents in both software when iq,ref is changed
from -1 to 1 pu and id,ref is kept constant at 0. It can be seen how the OpenModelica
implementation handles the decoupling better than the Simulink model, as the Simulink
model makes a drop in the d-component of the current as the q-component is stepped at 0.7
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s. Further, there seems to be a slight offset between the two waveforms until the transients
settle, which could be caused by the different responses in the d-current when stepping the
q-current.
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Figure 4.5: d-currents from OpenModelica and Simulink compared.

Figure 4.6 shows a close-up of the q-currents in both software under the same condi-
tions as above. Also in the q-component, there seems to be a slight offset between the two
waveforms until they reach a steady state, which also could be caused by the transient in
the d-component of the current.
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Figure 4.6: q-currents from OpenModelica and Simulink compared.

Figure 4.7 shows the waveforms of the a-phase current from OpenModelica (blue)
and Simulink (red) containing the harmonics due to the switching of the 2L-VSC. The
waveforms of the b- and c-phase have similar waveforms.
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Figure 4.7: Comparison of the abc-currents from switching model in Simulink and OpenModelica.

Figure 4.8 shows a close-up of the current in the a-phase from both software, where it
can be seen that the ripple has the same magnitude in both software. However, there seems
to be a slight offset between the two waveforms, but as seen in Figure 4.7, this offset is
small.
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Figure 4.8: Comparison of a phase currents from switching model in Simulink and OpenModelica.

From these results, it is clear that OpenModelica can deal with the fast switching dy-
namics found in a 2L-VSC when switching at 10 kHz, as the current waveforms are close
to identical compared to the waveforms from the corresponding Simulink model with some
minor differences. This verifies the accuracy of the OpenModelica software for such fast
dynamics.

Simulation models used later in this documents will consider average models with
dynamics that are slower than these switching models, and hence they are expected to be
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fully captured by the software, as also showed with an average model of a 2L-VSC in the
Specialization Project [14].

4.2.3 Simulation speeds compared to Simulink
Another indicator of OpenModelica’s performance is the simulation speed for different
solvers. This section will compare the speed of different solvers in Simulink and Open-
Modelica for the previously mentioned switching models for a 1-second simulation at a
time step of ∆t = 1µs. The simulations were performed on a MacBook Pro, 13-inch, Mid
2014 with a 2.8 GHz Intel Core i5 processor with 2 cores and 16GB RAM. To increase
the viability of the results, the CPU usage of the computer was monitored closely during
all simulations to make sure that there were no conflicting processes.

The results in Table 4.2 shows the comparison of solvers in OpenModelica and Simulink.
The results are the average of 3 simulations per solver, and the standard deviation for the
3 simulations, σ, is added in parenthesis for each solver.

Table 4.2: Comparison of simulations speeds at ∆t = 1µs

Solver Simulink OpenModelica
Euler 51.48s (σ = 3.61s) 60.92s (σ = 1.32s)
Heun 62.87s (σ = 2.06s) 66.00s (σ = 4.21s)

Runge-Kutta (4h order) 78.87s (σ = 8.52s) 66.70s (σ = 1.26s)
Impeuler - 97.77s (σ = 2.09s)

Imprungekutta - 172.54s (σ = 12.67s)
Trapezoid - 104.25s (σ = 2.05s)

Dassl - 78.13s (σ = 3.59s)
Ida - 83.33s (σ = 2.10s)

Bogacki-Shampine 68.94s(σ = 1.09s) -
Dormand-Prince (RK5) 88.15s (σ = 3.41s) -
Dormand-Prince (RK8) 127.73s (σ = 2.14s) -

RungekuttaSsc - 69.33s (σ = 0.90s)
Irksco - 60.13s (σ = 1.25s)

SymSolver - *
SymSolverSsc - (53.04s (σ = 0.49s))†

qss - ‡
* The SymSolver did not simulate the switching model at all and caused the model crashing.
† Despite simulating, the SymSolverSsc solver did not produce any accurate or usable results.
‡ When trying the qqs solver, a message was prompted saying the solver is still in development
and should not be used.

Except for the problems with the three experimental solvers, all other solvers in Open-
Modelica produced similar results when running the switching model. Among the com-
mon solvers between OpenModelica and Simulink, the Euler and Heun solvers were
slightly faster in Simulink. On the other hand, the fourth order Runge-Kutta method was
slightly faster in OpenModelica compared to Simulink.

The implicit solvers in OpenModelica were significantly slower than the explicit solvers
for this switching model. However, a warning was prompted to ”restart KINSOL and
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change linear solver to KINDense” when using Impeuler, Imprungekutta, and Trapezoid.
A solution to these warnings was not found at the time, and the possibility that these solvers
were not used optimally should be considered when considering these results. However,
the implicit solvers were expected to be slower due to the increased computational effort
of implicit solvers. It should also be noted that the default solver, Dassl, was almost 20
seconds (∼ 28%) slower than the Euler solver in OpenModelica, which could be because
it is an implicit solver.

Overall, the performance of OpenModelica in regards to simulation speeds was good
compared to Simulink when considering the switching model.

4.3 Using OpenModelica for real-time simulations

This section will demonstrate how the previously mentioned FMI standard allows for
model exchange from OpenModelica to an external software. This section will demon-
strate the use of FMUs to make OpenModelica models work in the real-time simulator
ePHASORSIM, based on work done in the National Smart Grid laboratory. The content
in this section origins from the second objective related to the OpenModelica software,
which was also requested by the industrial partner, DNV GL.

A literature review revealed that no guides on how to couple OpenModelica models
with ePHASORSIM excised in the available literature. However, a description of the ap-
proach was found in the built-in user manual of the RT-LAB software, but that description
was not complete and lacked important details. Therefore, this section will include a de-
tailed guide of the necessary step needed to make OpenModelica models work with the
real-time simulator ePHASORSIM based on work done in the National Smart Grid labo-
ratory. Also, this section will have a more pedagogic approach than the previous, so that
future student can follow the guide to build models in their work. The main steps of the
approach are summarized in a flowchart at the end of the chapter.

However, before explaining the approach, some concepts need to be further explained.

4.3.1 Real-time simulations
Real-time simulations are simulations of computer models that replicate physical systems
that are executed in the same rate as the actual physical system. Therefore, one can say
that the simulations are performed in real-time using a real-time simulator.

An example of a real-time simulator used for studying transient stability in large power
systems is Opal-RT’s ePHASORSIM [77, 78].

The use of real-time simulators to run simulation models in real-time facilitates the the
combined use of physical components and simulation models, as will be explained next.

4.3.2 Hardware-in-the-loop testing
Hardware-in-the-loop (HIL) testing includes parts of the physical hardware in the sim-
ulation loop along with a computer model of the rest of the system. This allows con-
trol loops to be tested on real physical components instead of a mathematical model and
can also serve as a validation of mathematical models [79]. By coupling modeling tools
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with hardware-in-the-loop (HIL) testing, development processes can be greatly accelerated
without the need for producing prototypes [80].

In the context of multi-terminal HVDC grids, HIL tests offer testing without the need
for full-scale systems. As testing of large and complex multi-terminal HVDC systems in
full scale is not feasible, HIL provides a way to study multi-terminal HVDC systems with
a good balance between fidelity and good test coverage [81]. Usually, simulation models
have good test coverage, but the fidelity of simulation models, i.e. the degree of which the
actual conditions are replicated, is limited because simulations are executed with models
and not real equipment. Similarly, power test-beds with real equipment provide a high
fidelity but have low coverage of tests and can be expensive.

The combined testing using both simulation models and physical hardware can be
done in laboratory scale by using what is called power hardware-in-the-loop (PHIL) [82],
where power amplifiers are used, as depicted in Figure 4.9, allowing testing at higher
power levels. By using PHIL, simulations and power test-beds are combined to provide a
good balance between the range of tests that can be performed and the fidelity of the tests,
which is important for the development of multi-terminal HVDC grids.

Figure 4.9: Overview of the power hardware-in-the-loop (PHIL) process [82].

Opal-RT is the leading developer of real-time simulators and HIL testing equipment for
designing, testing and optimizing control and protection systems in, for example, power
systems, power electronics and motor drives [83]. To fully utilize the OpenModelica tool
to model HVDC grids, it is interesting to investigate how models developed in OpenMod-
elica can be used for real-time HIL testing with Opal-RTs equipment.

4.3.3 Building models in OpenModelica for ePHASORSIM
As explained, real-time simulations are important to facilitate HIL simulations. Therefore,
this section will explain how to build and export OpenModelica models for ePHASOR-
SIM, which is one of Opal-RT’s real-time simulators used for transient stability simu-
lations in larger power systems. An example of use of ePHASORSIM can be found in
reference [84]. No complete guide for this was found in the available literature, and there-
fore this section will have a pedagogic approach for future students and industrial actors
to use it as a guide in their work. The main steps of the approach are summarized in
a flowchart at the end of the chapter. The following is a result of work at the National
Smart Grid laboratory, and additional explanations are added to the Appendix, including a
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description of the RT-LAB environment in which ePHASORSIM is a part of.
ePHASORSIM is built for phasor domain simulations, which is explained next.

Phasor domain models

In phasor domain models, the currents and voltages are represented as phasors with a
magnitude and angle, or by a real and imaginary component, depending on the coordinate
system used. A key assumption in phasor domain models is that the quantities are vary-
ing more slowly than the fundamental frequency. This makes the currents and voltages
time-invariant, meaning they are not oscillating as in time domain models. Such models
are traditionally used to study larger power grids with the slow inertia responses of large
machines and interactions in the time scale of seconds to minutes [85]. On the other hand,
when considering the faster dynamics of, for example, power electronic converters and
harmonic content, time domain models can become useful.

In such models consisting of multiple power system components, it is useful to distin-
guish between a local dq reference frame for each component and a global DQ reference
frame which is a common reference frame for all components. Equations for each compo-
nent and their respective control are expressed in the local dq reference frame. However,
to find a solution to the whole system, all currents and voltages must be transformed to
the common DQ reference frame [86]. A short explanation of this transformation and the
equations needed can be found in Appendix A.3.

The Opal-RT Modelica developer library

The guide starts with describing the Modelica libraries that are necessary for building
ePHASORSIM compatible models.

Opal-RT provides Modelica libraries for building models that are compatible with
ePHASORSIM. These are two libraries, a developer library and a library called the Ge-
nUnit library. These libraries can be obtained by contacting Opal-RTs customer support
after purchasing the license to their software, which was done in the National Smart Grid
Laboratory.

The Opal-RT Modelica developer library comes with pre-built models of different
components as seen in Figure 4.10, but the library also allows for user-defined models
of components that are not existing to interface with ePHASORSIM through the Power
Pin connector and the Interface Pin connector.

Figure 4.10: The Opal-RT Modelica Developer Library
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In addition to the developer library, Opal-RT provides another library, the GenUnit
library which contains models ready for use in ePHASORSIM of for example generators.
It is important to note that any user-defined models must be built in the developer library
and called in a model inside the GenUnit library. This is further clarified in an example
model later.

The Power Pin

The red pin, ”PwPin”, in Figure 4.10 is called the Power Pin and comes with the Opal-
RT Developer library. This pin is a connector type class that has variables for the real and
imaginary components of both currents and voltages. The Power Pin is used as an interface
between the power system buses in ePHASORSIM and the Modelica models. To properly
interface with ePHASORSIM, the power pins must follow the naming conventions ”bus0”,
”bus1”, ”bus2” and so forth in the GenUnit implementation of the model.

Figure 4.11: The OpenModelica implementation of the Power Pin connector class.

Figure 4.11 shows the implementation of the Power Pin connector class. It can be noted
that the variables are of type ”Real”, meaning the connector is not currently supported
by the electrical library in the Modelica standard library. This means that the models
must be implemented in equation form, or alternatively that an interface is used between
electrical models and the Power Pin. For this purpose, an interface between the Power
Pin and a three-phase electrical grid with voltage sources was designed and can be found
in Appendix C.1. This interface allows three-phase time domain models to be used in
ePHASORSIM.

ePHASORSIM interprets all components with at least one Power Pin as a current in-
jector component. A current injector component is every component that can be modeled
as a current source. Such components either generate, absorb or transfer electric energy to
or from the system and can be, for example, generators, loads or lines.
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The Interface Pin

The green pin, ”InterfacePin”, in Figure 4.10 is the interface with ePHASORSIM that
allows changes to commands during simulations. This creates an input to the FMU model
that allows to, for example, change current references in a VSC model while the real-time
simulation is running.

Connecting to the Power Pin for model testing in OpenModelica

When building a model that is compatible with ePHASORSIM in OpenModelica, it is
useful to test the model in OpenModelica before converting it to an FMU. The Opal-
RT Developer library provides an interface that allows the user to connect to a Power
Pin, define the real and imaginary part of the bus voltage and then investigate whether
the user-defined current injector works as expected. This interface is implemented as the
PIN2INOUT class, which can be found under SignalRouting in the Opal-RT library. The
block is showed in Figure 4.12 and can give a better understanding of how ePHASORSIM
interferes with the Power Pin.

Figure 4.12: The PIN2INOUT interface from the Opal-RT library.

By connecting the Power Pin of the user-defined model built in OpenModelica to the
”PIN” of the PIN2INOUT block and defining the input voltages, the model can, as men-
tioned, be tested without converting it to an FMU.

Example models

For illustration purposes, a simple example model of a resistor has been built in OpenMod-
elica for use in ePHASORSIM. The outer layer of the model must be implemented in the
GenUnit library, and the GenUnit implementation of the model can be seen in Figure 4.13.
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Figure 4.13: The implementation of the RESISTOR model in the GenUnit library.

The red power pin in Figure 4.13 must follow the naming convention, and it is therefore
named ”bus0”. Any additional power pins should then be named ”bus1”, ”bus2” and so
on.

The RESISTOR BASE block is defined in the Opal-RT library and contains a trans-
formation from global to local reference frame and the equations for the local d- and
q-currents forming the inner layers of the model. The implementation of the RESIS-
TOR BASE block can be seen in Figure 4.14. The implementation of the reference frame
transformation block can be found in Appendix C.1.1. The resistor equations are simply
iqL = 0 and idL = vdL/R.

It should also be mentioned that the Power Pin in the inner layers of the model does not
need to follow the aforementioned naming convention, as this only applies to the outermost
layer found in the GenUnit library.

Figure 4.14: Implementation of the RESISTOR BASE block in the Opal-RT library.

Further, to illustrate the use of the interface pin, a simple AC-side representation of
a VSC was built using the same dynamic equations as for the dq-current dynamics of
the MMC in Chapter 3 described by Equations (3.22) and (3.23). Figure 4.15 shows an
example on how to properly use the interface pin in OpenModelica. This allows the user
to change signals during simulations in ePHASORSIM, as in this case, the references for
the d- and q-current controllers.
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Figure 4.15: Implementation of a VSC in the GenUnit library to illustrate the use of the interface
pin.

The details of the VSC BASE block are not considered important in this context, but
the implementation of the block can be found in Appendix C.2 for convenience.

Opal-RT’s FMUCreator tool

ePHASORSIM comes with a tool called FMUCreator that converts a Modelica model
(.mo) into an FMU (.fmu) that is to be used by ePHASORSIM.

For the FMUCreator to successfully generate an FMU, it is important that the model
is implemented with a power pin that follows the naming convention and that the model
is properly implemented in the GenUnit and Opal-RT libraries. The latter will be repeated
here for further clarification.

Any user-defined model has to be part of the GenUnit library that comes with the
Opal-RT Modelica developer library. The model must be declared as a block within the
Opal-RT Developer library, named for example, ”VSC BASE” or ”RESISTOR BASE”.
Next, the base block, for example ”VSC BASE”, must be called in a class named ”VSC”
in the GenUnit library. This is necessary for the FMUCreator to successfully create an
FMU of the Modelica model. The path of both libraries is used as an input when using the
FMUCreator, as showed in Figure 4.16.
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Figure 4.16: The interface of Opal RT’s FMUCreator 1.0.

It is important that both Windows and Linux are selected in the FMUCreator, as the
computer running the real-time simulation in the National Smart Grid laboratory is a
Linux-computer. If the Linux-version of the FMU is not created, the real-time simula-
tion does not run.

Additionally, when a user-defined model is added to the GenUnit library, it has to be
registered in the FMUGlossary file.

Registering a component in FMUGlossary

The FMUGlossary file is a .csv file that can be located in ’C:\opal-rt \RT-LAB \v11.3.x
\FMUCreator \resources’. This file contains all necessary information for the FMUCre-
ator, as showed in Table 4.3.

Table 4.3: Information to register in the FMUGlossary file

Entry Information Comment
1 ID A unique ID generated from MATLAB
2 Name Same as in the GenUnit library
3 Type See below
4 Number of parameters
5 Name of parameters In any order

The unique ID needed in the file can be generated from the MATLAB command
UUID = java.util.UUID.randomUUID.

The model type is established by Opal-RT and specified by the user as a number be-
tween 1 and 6 (1 for a machine, 2 for an exciter, 3 for a stabilizer, 4 for a turbine, 5 for
an over-exciter, 6 for an under-excitation limiter and 7 for an HVDC model with 2 power
pins). The VSC and RESISTOR example models would, for instance, be of type 1.
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Figure 4.17 shows how the RESISTOR and VSC examples were implemented in the
FMUGlossary file along with some preexisting models in the GenUnit library. To avoid
confusion, it should be mentioned that the parameters of the preexisting models extend in
columns beyond the figure.

Figure 4.17: RESISTOR and VSC example implementation in the FMUGlossary file opened in
Excel.

Defining the simulation system in Excel

Simulations in ePHASORSIM use data imported from an Excel file to define the power
system to be simulated. The Excel file defines all the buses in the system, the components
connected to the buses and which buses are connected together with all the correspond-
ing parameters. A full Excel implementation of a system with corresponding single line
diagram was created and can be found in Appendix C.4 for further clarification.

When creating a user-defined model in OpenModelica, an additional sheet in the Excel
file has to be created to include the model in the power system. This new sheet must have
the same name as the name of the model in the GenUnit library. The parameters of the
model are then defined in this Excel sheet.

Figure 4.18 shows the Excel implementation of the RESISTOR example where the
only parameter is R and Figure 4.19 shows the excel sheet of the VSC example and its
parameters. The number under the ”bus0” field in the excel files defines the bus in the
power system that the Power Pin with name ”bus0” in the component is connected to.

Figure 4.18: Excel implementation of the RESISTOR example with 1 parameter.

48



4.3 Using OpenModelica for real-time simulations

Figure 4.19: Excel implementation of the VSC example with 5 parameters.

When using the green interface pins as explained with the VSC example, these have to
be defined in the excel file under the ”Pins” tab. This is illustrated in Figure 4.20, where
”cnv1” is the name of the VSC defined in the VSC tab.

Figure 4.20: Declaration of the interface pins in the Excel file.

”iqref” and ”idref” in Figure 4.20 correspond to the names of the interface pins defined
in the Modelica model.

Summary of the approach

To summarize the overall approach, a flowchart of main steps was created. Figure 4.21
shows the flowchart on how to prepare a model built in OpenModelica for real-time simu-
lations in ePHASORSIM.

Figure 4.21: Flowchart of the steps needed to prepare a Modelica model for ePHASORSIM.
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Following the steps in the flowchart should make the model work with the ePHA-
SORSIM real-time simulator. ePHASORSIM is a part of the RT-LAB environment frim
Opal-RT. For further explanation on how to use ePHASORSIM, set up the model in the
RT-LAB environment, and execute the real-time simulation, refer to Appendix C.4 where a
guide for RT-LAB is added using an example system containing the VSC example model.

4.3.4 HVDC model for ePHASORSIM
To further explore models defined as Type 7 in the FMUGlossary file, a point-to-point
HVDC model with two Power Pins was implemented in OpenModelica and successfully
exported to FMU. The OpenModelica and Excel implementations of the model can be
found in Appendix C.3.

This model will be further brought up in the discussion in Chapter 7, including some
interesting observations related to the time step required by the real-time simulator. As it
turned out, the model worked perfectly with a time step of ∆t = 100µs in OpenModelica
using the Dassl and Rungekutta solvers. However, when testing the exported FMU in
Simulink (according to the guide in Appendix C.4), the model only worked for a time step
of ∆t = 25µs or smaller regardless of solvers.
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As mentioned in the introduction, a simulation system was built to simulate the dynamics
of the integration of offshore wind resources and offshore energy storage to the mainland
power system through a three-terminal MMC based HVDC system.

This chapter describes the models used for the different components in this simulation
system. All models are implemented in OpenModelica, and the implementations can be
found in Appendix D. These models are made publicly available from the following URL:
https://github.com/joachimesp/OpenModelica-HVDC-NTNU.

5.1 The complete system configuration

The complete simulation system used in this Thesis is showed in Figure 5.1. It includes
two wind farms, WF1 and WF2, where WF1 is complemented with an energy storage
system. The two wind farms are connected through a three-terminal HVDC system to
shore where the HVDC converters are MMCs and the cable is represented by a frequency
dependent cascaded pi-model, which is further explained later in this chapter.

A simplified wind farm model was included to reproduce the typical power profile
delivered by a wind farm to the grid at realistically varying wind speeds. In addition, a
simple energy storage model was implemented to study how energy storage can absorb
and release power to study how it can complement the power production from an offshore
wind farm.

The energy-based MMC model is chosen because of its accurate modeling of internal
storage in the MMC. The model is chosen as an average-model since harmonic content is
considered beyond the scope of this study, and average-models are more computationally
efficient when used in larger system configurations. This allows the model to be efficiently
used in possible model expansions with more HVDC terminals in the future.
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Figure 5.1: The three-terminal MMC based HVDC system with wind farms and energy storage,
reproduced from Figure 1.3 for convenience.

A frequency dependent HVDC cable model is included to accurately capture the dy-
namics of the transmission of power between the HVDC terminals, as the HVDC cable is
a very important passive element of the model.

Lastly, a transformer model is also included to represent the collector transformer
which is the interface between the wind farm and the grid and also the step up transformer
between the energy storage system and the offshore AC-grid.

5.2 Wind farm model

The wind farm model is represented in aggregated form by the dynamics of a single wind
turbine. The physical quantities that form a basis for the dynamic model can be seen in
Figure 5.2.

Figure 5.2 shows a general schematic of a Type IV wind turbine with a direct-drive
synchronous generator without a gearbox and power electronic converters used for control
of the turbine. These kinds of turbines have made their first inroads into the market as
large turbines for offshore systems [87]. One feature that makes Type IV turbines suitable
for offshore applications is the decreased maintenance requirements due to the lack of a
gearbox in the turbine. The gearbox is usually needed to increase the shaft speed of the
generator rotor; however it is not needed when using large synchronous generators with
many poles. These generators can operate at low rotor speeds, matching the rotational
speed of the turbine blades. One example of a Type IV turbine is Siemens Gamesa’s SG
8.0-167 DD turbine with a rated power of 8MW, a rotor diameter of 167m and a direct-
drive permanent-magnet synchronous generator [88].

In this context, it should be mentioned that Type III turbines with doubly-fed induction
generators can provide flexibility in control (but with a lower range) at a lower cost includ-
ing lower ratings of the power electronic converters (∼ 30% of rated generator power).
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However, Type III turbines do not necessarily have the same low maintenance require-
ments as Type IV turbines [87]. This topic was only mentioned to give some general
insight and will not be further discussed in this Thesis.

Figure 5.2: A general representation of a Type IV wind turbine with a synchronous generator and
fully rated power electronic converters without a gearbox.

From Figure 5.2, a dynamic equation for torque balance between the turbine blades,
Twind, the electrical generator, Tgen and the frictional torque, Bω can be expressed as
follows:

J
d

dt
ω = Twind − Tgen −Bω (5.1)

where J is the total inertia in turbine and the generator.
Further, the turbine mechanical power can be expressed by the turbine torque, Twind,

and rotational speed of the turbine, ω, as

Pturbine = ωTwind (5.2)

Alternatively, the turbine power can be expressed as a fraction of the power available in
the wind through the power coefficient Cp.

Pturbine = CpPwind = Cp
1

2
ρAu3 (5.3)

where ρ is the air density, A is the area swept by the blades and u is the wind speed.
When considering the aerodynamics of the turbine blades, it is useful to define the tip

speed ratio λ as:

λ =
ω`

u
(5.4)

where ` is the length of the turbine blades.
The power coefficient represents the aerodynamics of the turbine blades, and it can be

expressed as a function of the tip speed ratio λ and the blade angle β representing the pitch
of the blades in the pitch axis showed in Figure 5.2. The relationship is from reference [89]
and is a well-established equation for simplified turbine models in the literature, expressed
as:

Cp(λ, λai, β) = 0.5176

(
116

λai
− 0.4β − 5

)
exp

(−21

λai

)
+ 0.0068λ (5.5)
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where

λai(λ, β) =

(
1

λ+ 0.08β
− 0.035

β3 + 1

)−1

(5.6)

However, this relationship is just a numerical approximation, and the Cp curve will, in
reality, vary from turbine to turbine.

By assuming all turbines in the wind farm are controlled equally and producing the
same power, a scaling factor representing the number of turbines in the wind farm,Nturbines,
is added to output the total power production of the wind farm.

5.2.1 Turbine control regions

For control purposes, the power curve of a wind turbine can be divided in four regions as
showed in Figure 5.3.

Figure 5.3: Control regions of a wind turbine [90].

In region I, the wind speed is too low to produce any torque to overcome the frictional
torque; hence the turbine is shut down without any power production. In region II, variable
speed control is applied to obtain optimal tip-speed ratio hence the optimal angle of attack
to maximize Cp, thus the power production. In region III, the speed is kept constant while
pitch control is applied to control the blade angle β to shed the excess power that exceeds
the turbine generator ratings. The last region is region IV, where the turbine is shut down
because of too high wind speed that can damage the turbine, and the power output is zero.

Model overview with the different control regions

Figure 5.4 shows a schematic of the complete turbine model used and the relationship
between the two controllers and how they relate to the control regions.
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Figure 5.4: A schematic of the wind turbine model with pitch controller and speed controller.

The wind speed in Figure 5.4 is used to determine the control region and which con-
troller to use. If region II is selected, the turbine rotational speed, ω, is used as feedback
and if region III is selected, the turbine electrical power, Pgen, is used as a feedback. If
the wind speed corresponds to region I or IV, the turbine dynamics are bypassed and the
electrical power output is zero, which emulates the shutdown of the wind turbine.

A first-order delay is introduced between the pitch controller and the input of the blade
angle, β, for the system equations. This delay, bladeAngleT imeConstant, represents
the time it takes for the mechanical pitch system to rotate the turbine blades in the pitch
axis of Figure 5.2. When operating in region II, the blade angle, β, is set to be constant at
zero.

By using this model compared to the schematic in Figure 5.2, the electrical properties
of the generator and the two converters are neglected. This leads to a more simplified
control system compared to the real control system since the generator torque is controlled
directly as a variable and not by the currents of the generator converter. Further details on
the control will come in the next subsections. However, the simplified wind farm model
allows studying how changes in wind speeds relates to changes in power production for a
wide range of wind speeds.

To couple the wind farm model to electrical components, the power output can be
translated to a DC current source at a certain voltage and combined with an MMC model
as a simplification of the topology shown in Figure 5.2. This is a normal representation
of wind farms in such HVDC grid studies [65], where the wind farm is simplified as a
DC current source representing only the grid side converter in Figure 5.2 with a capacitor.
An OpenModelica implementation of this can be found in Appendix D.6.5. However, the
normal approach is taken one step further by introducing a some turbine dynamics in the
power delivered from the DC current source through the aggregated wind farm model.
However, this wind farm model assumes that all turbines are operating and that they are
operating at the same speed and power production, which is unlikely in real wind farms.

The parameters used for both wind farm models in the system in Figure 5.1 can be
found in Appendix E.2.
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Wind turbine speed controller (region II)

The speed controller adjusts the speed of the turbine by controlling the generator torque to
have optimal power production according to the Cp-curve in region II. To ensure correct
region II operation, logic statements are combined with a PI controller with an anti-windup
scheme as depicted in Figure 5.5. ωref is calculated using Equation (5.4) and λoptimal.

Figure 5.5: Block diagram of the turbine speed controller with anti-windup scheme.

In the physical model shown in Figure 5.2, the torque control is performed by control-
ling the currents of the generator converter.

The OpenModelica implementation of the speed controller can be found in Appendix
D.

Wind turbine pitch controller (region III)

To ensure correct operation in region III, a set of logic statements is implemented along
with a PI controller with an anti-windup scheme. The block diagram of the pitch con-
troller is depicted in Figure 5.6. In region III, the power is controlled at its rated value by
controlling the blade angle, β.

Figure 5.6: Block diagram of the turbine pitch controller with anti-windup scheme.

The OpenModelica implementation of the pitch controller can be found in Appendix D.
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5.3 MMC model
The MMC model chosen for the HVDC converters in the simulation system is the sim-
plified zero-sequence model that is described in Section 3.2.6. The control of the MMC
is based on two control loops. The first cascaded control loop being inner vector control
for the transformed AC currents with outer active power control with DC voltage droop.
The second is the inner zero sequence circulating current control with outer zero sequence
energy sum control. These control schemes were described with block diagrams in Sec-
tion 3.3.

The MMC model used in this Thesis uses an ideal PLL representation where the an-
gle used in the dq-transformations, ωt, is linearly increasing assuming constant electrical
frequency on the AC-side.

The OpenModelica implementation of the model can be found in Appendix D, and the
parameters used for the model, including tuning parameters, can be found in Appendix
E.1.1.

5.4 Energy storage model
A schematic of the energy storage model used is depicted in Figure 5.7. The model con-
sists of power flow from the storage unit, Pes, power flow from the power electronics
controlling the storage unit, Ppe, and power loss in the storage unit and power electronics,
Ploss. The directions of the power flows in Figure 5.7 defines the positive directions used
in the model. A positive Ppe means that the energy storage is discharging, and a negative
Ppe means that the storage unit is charging.

Figure 5.7: Schematic of the energy storage model and positive power flow directions.

The resulting equations describing the storage system are as follows:

Pes = Ppe + Ploss (5.7)

Wes =

∫
−Pes (5.8)

SOC =
Wes

Wrated
(5.9)

1 > SOC > 0 (5.10)
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where SOC is the state of charge, describing to how much of the total capacity the storage
unit is charged, and Wes is the accumulated energy stored in the unit.

Further, it is useful to distinguish the two charging states of the storage unit; whether it
is charging or discharging. The equations describing the storage unit when it is discharging
are:

Ppe > 0 (5.11)

Ppe = η · Pes (5.12)

Ploss =

(
1

η
− 1

)
· Ppe (5.13)

where η is the efficiency of the energy storage system.
Next, the equations describing the unit when it is charging are:

Ppe < 0 (5.14)

Pes = η · Ppe (5.15)

Ploss = (η − 1) · Ppe (5.16)

Additionally, a first-order transfer function with a time constant representing the delay in
the storage system is added.

To keep the correct operation of the storage unit with regards to these two charging
states, a protection system is implemented in the storage model.

Energy storage protection system

The protection system for the energy storage model is a set of logic statements imple-
mented to prevent unwanted behavior from the model. The first protection mechanism is
a limiter to prevent the storage system from charging beyond the rated power limits:

if P ∗
pe > Ppe,rated then
P ∗
pe = Ppe,rated

end

if P ∗
pe < −Ppe,rated then
P ∗
pe = −Ppe,rated

end

The second protection mechanism is included to prevent the storage system from over-
charging when it is already fully charged:

if SOC > 1 and P ∗
pe < 0 then

P ∗
pe = 0

end
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The last protection mechanism is implemented to prevent a negative state of charge:

if SOC 6 0 and P ∗
pe > 0 then

P ∗
pe = 0

end

The OpenModelica implementation of the energy storage and protection system can
be found in Appendix D, and the values used in the simulation setups that are described
later can be found in Appendix E.3.

5.5 HVDC cable model

As mentioned before, a good model of the HVDC cable is needed to accurately reproduce
the dynamics of the HVDC system that connects the wind farms to shore.

The cable model chosen for this study is a frequency-dependent cascaded pi-model
based on [91], which is a combination of parallel branches and pi-sections, as shown in
Figure 5.8, due to its accuracy for a wide range of frequencies.

Figure 5.8: Generic representation of the frequency dependent cascaded pi-model of an HVDC
cable with N parallel branches and p pi-sections from [91].

The elements of the pi-equivalent scheme are:

Ri = ri`π (5.17)

Li = li`π (5.18)

G = c`π (5.19)

C = g`π (5.20)

where `π = `/p is the length of a pi-section and p is the number of sections.
The model used in this study has 3 parallel branches and 5 pi-sections.
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5.5.1 Frequency dependency of series impedance elements
This section is added to explain the frequency dependency of the cable by showing the
frequency responses of an actual cable.

The typical frequency response of a DC cable can be seen in Figure 5.9. As the fre-
quency increases above f = 102Hz in Figure 5.9c and d, the magnitude and angle fol-
low damped oscillations patterns. These oscillations are captured by splitting the series
impedance elements into multiple parallel branches to include more poles in the model
and replicate the magnitude and angle characteristics of Figure 5.9c and d.

Figure 5.9: Frequency dependency of cable parameters.

To properly fit the model response to the actual response of the DC cable, a method
called vector fitting, as proposed in [91], is applied to determine the value of the series
impedance elements in the parallel branches. The vector fitting method is further explained
in reference [92] for interested readers.

The values of the cable parameters used in this model can be found in Appendix E.1.2,
and the OpenModelica implementation of the cable can be found in Appendix D.

5.6 Transformer model
The transformer in this system model represents the collector transformer in the wind farm
and the step up transformer from the energy storage system, which transforms the voltages
to a higher level to lower the losses in the transmission system [93].

The transformer model chosen for this study is a step-up star-star connected three-
phase transformer with series impedances. The series inductances models the leakage flux
in the core of the transformer and the series resistances models the conductor losses in
the transformer due to the load current. These series losses include dc resistance losses,
eddy current losses caused by the leakage flux and stray losses in the windings and the
transformer tank [94].

By using this type of model, the parallel branch modeling the magnetization current
of the transformer, core losses as eddy current losses and hysteresis losses are neglected.
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These parameters are usually large parallel impedances resulting in relatively small contri-
butions in steady state; thus they can be neglected for these kinds of network level studies.

The voltage transformation ratio, N , for this model is defined as

EHV = N · ELV (5.21)

where EHV is the induced voltage on the high voltage side of the transformer and ELV is
the induced voltage on the low voltage side of the transformer.

The OpenModelica implementation of the transformer can be found in Appendix D.
This implementation uses the built-in ideal transformers found in the OpenModelica stan-
dard library with added series impedance elements to transform the induced voltage levels.

5.7 Description of test cases and simulation setups
This section introduces the different test cases studied using the models described and the
purpose of each test case. The results from the test cases are included in Chapter 6.

5.7.1 Test case 1: Three-terminal HVDC system
Test case 1 is introduced to show that the models in the HVDC system and their corre-
sponding controllers are stable and working as expected. The simulation setup consists
of three MMCs connected in a three-terminal HVDC system with HVDC cables between
them, as seen in Figure 5.1 with positive power flow directions specified. The three MMCs
are connected to a stiff grid on each of the AC sides. These stiff grids are three-phase volt-
age sources.

Figure 5.10: Test case 1 simulation setup in OpenModelica.

The event introduced to study the dynamics of the system is a step in the power refer-
ence for each of the three MMCs. MMC1 and MMC3, which are the offshore converters,
are initially operating at 0.2 pu power each, and both have a step of 0.2 pu in their power
reference at t = 2s. MMC2, which is the onshore converter, is initially operating at 0.4 pu
power and has a step of 0.4 pu in the power reference at t = 2s .
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As this test case focuses on the electrical HVDC system, the variables of interest are the
DC voltages at each MMC terminal, the power at each MMC terminal, the zero sequence
energy sum and the zero sequence circulating currents of each MMC. Additionally, the
AC-currents of MMC2 are plotted to see the responses on the AC-side grid.

Because the stability of VSC based HVDC systems can be affected by the power flow
direction, as studied in reference [95], a simulation where the power directions were re-
versed is added to see whether the system is stable with reversed power flows.

5.7.2 Test case 2: Wind farm and energy storage

Test case 2 has the purpose of testing the energy storage model and the wind turbine model
combined and also provide a preliminary insight into the rating of the energy storage to be
used in Test case 3.

The setup used in this test case is an example to show how the energy storage can
smooth the power output from the wind farm. The setup for test case 2 can be seen in
Figure 5.11, where the power output from the wind farm is filtered through a first-order
filter with a large time constant. The difference between the filtered and the actual power
is sent as a reference for the power from the energy storage device. The power from the
energy storage is added to the filtered power from the wind farm to produce the combined
power output.

Figure 5.11: Test case 2 simulation setup in OpenModelica.

The wind farm used in this setup has the same parameters as wind farm 1 in the com-
plete simulation system in Figure 5.1 and consists of 70 turbines with a rated power of 7
MW. The parameters correspond to wind farm 1 because wind farm 1 is the wind farm that
is complemented with an energy storage system in Test case 3.

The variables of interest for this case are the power delivered and absorbed by the
energy storage, the power output from the wind farm and the combined wind farm and
energy storage power outputs. Additionally, the turbine speed, ω, and the turbine blade
angle, β, will be studied to investigate the operation of the ”aggregated wind turbine”
according to the previously mentioned turbine control regions.
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The energy storage state of charge (SOC) along with the energy storage power will, in
this case, be used to dimension the energy storage unit.

To properly test all control regions of the wind turbine and also introduce realistically
varying wind speeds, a time-series of actual measured wind speeds at Roosevelt station, as
seen in Figure 5.12, was used. The data were originally provided in the course TET4175
Design and Operation of Smart Grid Power Systems at NTNU. These data were the best
available data at the current time, and they provided the data needed to test the attributes
of the wind farm model and the energy storage model. This way, the intermittency of the
wind could be studied with the models built. However, the data were not from an offshore
site, and this is further mentioned in the discussion in Chapter 7.
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Figure 5.12: The wind speed variation used for Test case 2.

5.7.3 Test case 3: Complete system configuration

Test case 3 is introduced to study the combined short term effects of integrating two wind
farms where one of them is complemented by an energy storage system, as illustrated
in Figure 5.1. This test case will use the storage and filter time constant parameters that
resulted from the simulations in Test case 2. Figure 5.13 shows the simulation setup used in
OpenModelica to replicate the system in Figure 5.1. This configuration is slightly different
from what was desired for this test case, as it does not include the transformer model or
the circuit representations of the wind farm and energy storage system, and this will be
further mentioned in the discussion in Chapter 7.

For this test case, two simulations cases are studied. The first simulation case is to
study the dynamics when there is a sudden change in wind speed from 10m/s to 5m/s
introduced at t = 30 seconds for wind farm 1 and t = 60 seconds for wind farm 2, as can
be seen in Figure 5.14. This way, the effects on the HVDC system when having a wind
farm with an energy storage system can be directly compared to a case without an energy
storage system.
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Figure 5.13: Test case 3 simulation setup in OpenModelica.

The wind speed signals in Figure 5.14 are steps filtered through a first order filter with
time constant T = 0.5s because the turbine model did not allow steps in the wind speed.

0 10 20 30 40 50 60 70 80 90 100
0

2

4

6

8

10

12

u
WF1

u
WF2

Figure 5.14: The wind speed signals used to simulate a sudden drop in wind speeds for Test case 3.

The second simulation case is to introduce a sudden loss of the two wind farms at t =
30s and t = 60s, replicating, for example, a fault at the low voltage side of the collection
transformers of each wind farm. This way, the dynamics of the system can be studied for
large changes in power that occur when a wind farm is suddenly disconnected. A trigger
mechanism to instantly set the power from the wind farms to zero was implemented in the
OpenModelica simulation setup.

The variables of interest are related to the HVDC system, including MMC powers, DC
voltages, and zero sequence energy sum of the MMCs to study how the energy storage
affects the operation of the MMCs in the HVDC system. Additionally, the state of charge
of the battery will be included to study the contribution of the energy storage at these
events.
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Chapter 6
Results

6.1 Test case 1: Three-terminal HVDC system

This section includes the results form Test case 1. The simulations were executed with
the default solver, Dassl, and a time step: ∆t = 100µs over the duration of 4 seconds.
Table 6.1 shows the main parameters for Test case 1 for convenience.

Table 6.1: Main parameters of Test case 1

Parameter Value
Rated power of MMCs 1059 MVA
Rated voltage of MMCs 333 kV
Base DC voltage 640 kV
Base internal stored energy 10.24 MJ
Length of HVDC cables 100 km

Figure 6.1 shows the response of the powers from the three MMCs in the simulation
setup of Test case 1 when doing step changes in their power references. The power from
MMC2 is double that of the power from MMC1 and MMC3, as it transfers the power from
MMC1 and MMC3 combined to the onshore grid, hence the opposite sign. As can be seen,
the power for each MMC reaches the reference value around 1 second after the step is
introduced. The settling time of the powers can be shortened by tuning of the controllers.
Some attempts of making the converters faster were made. However, when making the
power controllers faster, oscillations started to appear in the DC-voltage responses. To
avoid the worst oscillations, the final tuning of the controllers led to the responses showed
here.
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Figure 6.1: The powers of all three MMCs when stepping the total power 0.4 pu.

Figure 6.2 shows the response of the DC voltages at each MMC terminal when doing
a step of the power references. The DC voltage reference for each MMC terminal is set
constant at 1 pu. The voltages reach steady state value around 0.1 seconds after the step
is introduced without any large oscillations. The voltages are at slightly different levels
because of the voltage drops in the cable impedances between them. As can be seen from
the plot, MMC2 is the converter with the lowest DC voltage. This makes sense because
the power flows from high to low DC voltage levels, meaning the power flows to MMC2.
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Figure 6.2: The response of the DC voltages when stepping the total power of 0.4 pu.

Figure 6.3 shows the response of the dq-currents after the step in power. The reference
for the d-currents are calculated from the active power controllers, hence they follow the
same response. The d-currents seem to follow the reference from the active power con-
troller accurately. The inner dq-current controllers are tuned much faster than the active
power controller so that they can follow the reference provided by the slower power con-
troller. The reference for the q-current is set to zero for simplicity, and from Figure 6.3, it
can be seen that the q-current for all MMCs are constant at zero. This effectively means
that reactive power is controlled independently from the active power and that it is zero.
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Figure 6.3: Response of the dq-currents when stepping the total power 0.4 pu.

Figure 6.4 shows the response of the circulating currents of each MMC after the step
in power. The circulating currents reach a stable steady state value around 1 second after
the step in power. As the circulating currents are closely related to the DC power, they also
follow the same response as the active power.
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Figure 6.4: The response of the circulating currents when stepping the total power 0.4 pu.

Figure 6.5 shows the response of the zero sequence energy sum of each MMC after the
power step. The reference for the energy for each MMC is set to a constant of 1 pu. The
energy of MMC1 and MMC3 is slightly reduced right after the step, but reach a steady
state value at the reference around 1.5 seconds after the step. The energy of MMC2 is
increased right after the step but reaches a steady state value at the reference as the same
time as the other MMCs.
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Figure 6.5: The response of the internal stored energy when stepping the total power 0.4 pu.
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Lastly, Figure 6.6 shows how the three-phase AC currents of MMC2 are increased
when the power of the MMC is increased. The magnitude of the currents are doubled as
the power transmitted is also doubled.
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Figure 6.6: The response of the abc-currents when stepping the total power 0.4 pu.

Overall, the three-terminal HVDC system has a fast and stable response to sudden
changes in power with the tuning parameters found in Appendix E.1.1.

6.1.1 Results with reversed power flows

As can be seen in Figure 6.7, the model is still stable when reversing all power flows
and keeping the same step (with opposite sign) as in the previous simulation. All powers
follow their references similarly to the previous simulations.
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Figure 6.7: The step response of the MMC powers when all power references are reversed.

Figure 6.8 shows the response of the DC voltages when reversing the power flows. The
response is quite similar to the previous simulation. However, the magnitude of the volt-
ages is changed due to the reversed power flow. MMC3, which had the highest DC voltage
previously, now has the lowest DC voltage. MMC2 now has the highest DC voltage, which
makes sense since the power is flowing from MMC2 to the HVDC system.

68



6.2 Test case 2: Wind farm and storage

1.9 1.95 2 2.05 2.1 2.15 2.2 2.25 2.3
0.997

0.998

0.999

1

1.001

1.002

V
dc

 MMC1

V
dc

 MMC2

V
dc

 MMC3

Figure 6.8: The step response of the DC voltages when the power flows are reversed.

These simulations show that the system is still stable when reversing the power flows,
which is expected by MMC based HVDC systems to increase the flexibility, as discussed
in Chapter 2. However, this power flow scenario is not realistic with the described sys-
tem, as it means the wind farms would absorb power. Despite of this, the results show
that the models and control technique can be used for future expansions where reversed
power flows can be considered, or if large offshore loads are considered with the described
system.

6.2 Test case 2: Wind farm and storage
This section includes the results for Test case 2. The simulations for Test case 2 were
executed with the default solver, Dassl, and a time step of ∆t = 0.5s over the duration
of 73000 seconds (approximately 20 hours), which corresponds to the length of the wind
speed data set. The main parameters for Test case 2 are shown in Table 6.2

Table 6.2: Main parameters of Test case 2

Parameter Value
Rated power of wind turbines 7 MW
Number of turbines, Nturbines 70
Rated power of wind farm 490 MW

After simulating the test case 2 setup with different values for the filter constant and
the rated power of the energy storage, the final value of T = 1000s for the filter constant
and Pes,rated = 250MW for the energy storage were obtained. For further explanation
of the dimensioning process of the energy storage rated power and the filter time constant,
additional results where both parameters are tweaked can be found in Appendix F.1. An
example where the storage rated power is set to match the rated power of the wind farm
is also included in Appendix F.1, and those results are further discussed in Chapter 7.
However, the following results were obtained using T = 1000s for the filter constant and
Pes,rated = 250MW for the energy storage.

Figure 6.9 shows the power from the wind farm, the power from the energy storage
and the combined power from both the wind farm and the energy storage. The blue plot,
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which is the combined power, is a much smoother power output than what would have
been from the wind farm alone. It can, therefore, be seen how the energy storage can
absorb and deliver the difference from the filtered wind farm power to remove the most
rapid variations in the power from the wind farm. From Figure 6.9, it can also be seen that
the energy storage never exceeds its limits of ±250MW .
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Figure 6.9: Power from wind turbine, energy storage and combined power in the Test case 2 setup.

Figure 6.10 shows the energy storage state of charge (SOC). The predefined upper limit
for the SOC was 0.9, and the lower limit was 0.2. It can be seen that the SOC stays within
these limits during the entire simulation. If the energy storage were to hit any of these
limits during the simualtion it could be an indication that the storage was not properly
dimensioned for the task. This way, the SOC worked as an indicator when dimensioning
the energy storage for the task of smoothing the wind farm power, which also led to a rated
charge/discharge time of 1h.
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Figure 6.10: The state of charge (SOC) of the energy storage in Test case 2.

Figure 6.11 shows how the rotational speed, ω, and the blade angle, β of the turbine are
varying during the simulation. The behavior of these two variables reflects the different
control regions very well. When the wind speeds are according to region II, variable speed
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control is applied. This can be seen in the areas where the rotational speed of the turbine
is varying, and the blade angle is zero. Also, region III defines constant speed operation
with variable pitch to limit the output power. When the rotational speed is capping in Fig-
ure 6.11 at around 1.4 rad/s, the blade angle starts to vary according to the pitch controller.
This means that the turbine is operating in region III with variable pitch.

0 1 2 3 4 5 6 7

10
4

0

0.5

1

1.5

2

0

2

4

6

8

10

12

14

16

turbine

turbine

Figure 6.11: Variation of the rotational speed, ω, and blade angle, β of the turbine in Test case 2.

With these results, the correct operation of the wind turbine and energy storage models
are verified. Additionally, the energy storage is dimensioned for the task of smoothing the
variations in power output from the wind farm in the range of minutes to hours.

6.3 Test case 3: Complete system configuration
This section shows the results for Test case 3, where two simulation cases are considered.
The first being a sudden drop in wind speeds and the last is a simulation case considering
a sudden loss of wind farms.

The simulations were performed with a time step of ∆t = 100µs with the Dassl solver
over a duration of 100 seconds. Table 6.3 includes the main parameters of Test case 3.

Table 6.3: Main parameters of Test case 3

Parameter Value
Rated power of MMCs 1059 MVA
Length of HVDC cables 100 km
Rated power of wind turbines 7 MW
Number of turbines at WF1 70
Number of turbines at WF2 60
Rated power of WF1 490 MW
Rated power of WF2 420 MW
Rated power ESS 250 MW
Rated charge/discharge time of ESS 1 hour
Filter time constant 1000 s
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6.3.1 Sudden drop in wind speeds

Figure 6.12 shows the response of the power outputs from the wind farms and energy
storage at the sudden drop in wind speeds. The initial increase in the power output from the
wind farms when the wind speed is suddenly dropped from 10m/s to 5m/s can be explained
by looking at the inertia of the turbines. When the wind speed drops, the rotational speed
of the turbines has to drop accordingly to maintain an optimal tip speed ratio as explained
earlier for region II operation. This deceleration of the turbines releases the additional
kinetic energy stored in the inertia of the turbine blades and machines in the wind farm,
hence the initial increase in power output. It can also be seen how the energy storage has
a very fast response and caps at its rated value.
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Figure 6.12: The response of the wind farm powers and energy storage powers when a sudden drop
in wind speed is introduced.

Figure 6.13 shows how the powers from the MMCs respond to these events. It can
be seen that the power of the MMC1, which has both a wind farm and a storage unit
connected, has a much lower drop at t = 30s than what MMC3, which only has a wind
farm connected, has at t = 60s. This is because the energy storage unit is producing the
extra power up to its rated value from the event.
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Figure 6.13: Response of the MMC powers for test case 3 when a sudden drop in wind speeds is
introduced.

Figure 6.14 shows how the power profiles in Figure 6.13 translates to the DC voltages.
The event at WF1 that has an energy storage unit connected has a smoother DC voltage
response than that of the event where the other wind farm is affected. By having an energy
storage unit connected at the wind farm, the DC voltage levels do not need to be adjusted
as for the case without an energy storage device.

0 10 20 30 40 50 60 70 80 90 100
6.385

6.39

6.395

6.4

6.405
10

5

vdc
MMC1

vdc
MMC2

vdc
MMC3

Figure 6.14: The response of the DC voltages for Test case 3 when a sudden drop in wind speeds is
introduced.

Figure 6.15 shows the response of the internal zero sequence energy sum of the MMCs
when the wind speeds are suddenly decreased. From the plot, one can see that the response
at the change of wind speed at wind farm 1 has smaller transients than when the wind speed
changes at wind farm 2. It can also be seen that the energy MMC1 is not affected by the
change at MMC3 and vice versa.
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Figure 6.15: The response of the zero sequence energy of the MMCs at a sudden drop in wind
speeds.

Lastly, Figure 6.16 shows how the SOC changes during this simulation. The change
in SOC during the simulation is relatively small, which reflects that the storage can pro-
vide the rated power for a while in order for the wind speeds to increase. With at rated
charge/discharge time of 1 hour, the energy storage system can deliver rated power for an
hour if it is fully charged. However, with the limits of maximum SOC of 0.9 and minimum
SOC of 0.2, the actual time the storage can provide rated power is somewhat shorter than
1 hour.
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Figure 6.16: The response of the SOC when a sudden change drop in wind speeds is introduced

6.3.2 Sudden loss of wind farms

Figure 6.17 shows the response of the MMC powers when the two wind farms, WF1 and
WF2, are lost at t = 30s and t = 60s respectively. One can see that the power from MMC1
is kept at the rated value of the energy storage device, and also that the dynamics of the
turbine inertia is removed because the wind farm is disconnected.
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Figure 6.17: The response of the MMC powers at a sudden loss of wind farms.

Figure 6.18 shows the response of the DC voltages when the two wind farms are dis-
connected. The responses are faster than in the previous simulation because the delay
caused by the inertia in the turbines is removed. Additionally, the responses have higher
transients due to the faster change in power. It can be seen that the responses of both cases
have around the same magnitude of transients, but the steady state of the voltages remain
almost the same after the event at wind farm 1 with the energy storage. Even if the energy
storage system is very fast, it is not fast enough to dampen the transients of the DC volt-
ages in this case. It can also be seen how the voltages of MMC1 and MMC2 become equal
after wind farm 2 is disconnected. This is because when the power from wind farm 2 is
disconnected, there is no DC current flowing in the cable between the two MMCs causing
any voltage drop between them.
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Figure 6.18: The response of the DC voltages at a sudden loss of wind farms.

Figure 6.19 shows how the response of the zero sequence energy sum in the MMCs
also for this simulation is improved by including an energy storage unit. The transients at
t = 60s for loss of wind farm 2 are still larger than the transients at t = 30s for loss of
wind farm 1 due to the contribution of the energy storage system.
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Figure 6.19: The response of the zero sequence energy of the MMCs at a sudden loss of wind farms.

76



Chapter 7
Discussion

This chapter includes the discussion part of this Thesis. The main subjects of discussion
will be related to the offshore energy storage system and the simulation results, the sim-
ulation setup used for test case 3, the HVDC model developed for ePHASORSIM and
some additional experiences of using the OpenModelica software. Lastly, some experi-
ences of sharing the topic with another student will be added and a discussion of whether
the objectives of the Thesis were reached or not.

7.1 Test case 3 simulation setup
One of the main objectives for this Thesis was to develop a package with models of com-
ponents in an HVDC grid. Models for all the described components were successfully
implemented in OpenModelica. However, the final simulation setup for Test case 3 was
slightly different from the desired setup. This section will discuss the Test case 3 simula-
tion setup.

The goal when building the models in Chapter 5 was to use the wind farm and energy
storage coupled with electrical components through DC current sources as showed in Ap-
pendix D.6.5 for the case with the wind farm. Using a DC current source is a normal way
to model wind farms in such studies, as also done in, for example, reference [65]. This
would allow using the electrical transformer model, which was described in Chapter 5, in
the final Test case 3 simulation setup. However, this would require coupling of two MMCs
front to front (AC-side to AC-side), which proved to be a challenge.

In order to connect the MMCs front to front, the MMC model and its control needed
to be changed from the original model. The original model uses variable voltage sources
on the AC-side that controls the voltage relative to the grid side voltages in order to obtain
the desired currents. When connecting the MMCs front to front, the grid side voltages
is replaced by the variable voltage sources of the other MMC. To make this configuration
work, one of the MMCs must be controlled as a stiff voltage source on the AC-side. Due to
lack of time, this configuration was not successfully implemented, and a simplified system
was used instead. Some other workarounds were also tried without any success.
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The simplified system using ideal grids connected to the MMCs and then using the
power references to create the power from the wind farms and storage was ultimately
used. By using this arrangement, the ideal grids can, in theory, deliver more power than
what is available. However, since the controllers are tuned to follow the power references,
this may be a valid simplification to some degree. This setup still allowed to study the
dynamics of the HVDC system, which was the dynamics of interest for Test case 3. The
main challenge for this setup would be the second part of test case 3, where the wind farms
are suddenly lost, and the power is immediately set to zero. Because there is an additional
delay in the MMC from the reference to the actual power is reached, the results provided
for this part may not be the most accurate.

The transformer model is still included, as it is part of the package uploaded to GitHub
for anyone to try.

7.2 The offshore energy storage system

This section provides discussions related to the energy storage system used in Test cases
2 and 3 and its attributes. The part related to the energy storage system was important to
the objective of studying the interactions in a HVDC system in this Thesis. This allowed
demonstrating the use of OpenModelica and also generating results for the paper accepted
for presentation at the Offshore Energy and Storage 2019 conference.

7.2.1 Effects of adding the energy storage to wind farm 1

By using the selected rated power of around half that of the rated power from the wind
farm, the energy storage system can not replace the power production from the entire
wind farm, but only half the power at most. This introduces some interesting dynamics
which were investigated in Test case 3. From the results from Test case 3, one can see
that even though the energy storage cannot replace the wind farms power production at the
events described, the operation of the HVDC converters are improved. This is especially
apparent when studying the DC voltage responses and the internal zero sequence energy
stored in the MMC. The responses after the two events at wind farm 1, where the energy
storage system is connected are improved compared to the responses after the events at
wind farm 2 with no energy storage connected. The energy storage unit makes the power
from MMC1 more constant, which improves the DC voltage responses of all MMCs at
both events. Also, the transients have smaller magnitudes for both the DC voltages and
zero sequence energy sum of the MMCs when events occur at wind farm 1, due to the
energy storage.

However, for the fastest changes, i.e. when a wind farm is suddenly lost, the transient
in the DC-voltages are too fast for the energy storage system to reduce them due to the
delay associated with the energy storage system. However, the energy storage system still
improves the transients in the zero sequence energy sum of the MMCs, which are still
lowered for also the case when wind farms are lost.
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Response time

These results are probably influenced by the response time of the energy storage. In this
Thesis, the storage was chosen to be very fast, with an almost immediate response in power
with a time constant of T = 10ms for the delay. This response time will be dependent on
the energy storage technology used. For example, energy storage systems that are designed
with large moving mechanical parts would not have the same fast response as the energy
storage used in this study. On the other hand, electromchemical energy storage systems
such as lead-acid or lithium-ion are capable of a near immediate response to changes in
their power reference, and they usually have a response time in order of milliseconds [96,
97].

7.2.2 Dimensioning of the energy storage

This discussion part relates to the dimensioning of the filter and the corresponding rated
power of the energy storage in Test case 2. For this Thesis, the energy storage rated time
was set to be 1h, and it was not changed in any scenarios. As can be seen from the
additional Test case 2 results in Appendix F.1, the balance between the filter time constant
and the rated power of the energy storage is important to have a good operation and proper
utilization of the battery. It was showed that a too high filter time constant could lead to
worsened results as it demanded more of the energy storage, forcing it to reach its limits
in SOC. A smaller time constant led to reduced utilization of the available power from
the energy storage. Therefore, the rated power of the energy storage and the filter time
constant had to be dimensioned according to each other.

The rated power of the energy storage unit was set to be around half of the rated power
from wind farm 1 in this Thesis to investigate the effects of a storage unit with lower rated
power than the wind farm. To have an energy storage system with lower rated power,
in reality, would also reduce the costs of the energy storage system, so, therefore, it was
considered interesting to investigate the effects of a lower rating. However, the effects of
increasing the rated power of the energy storage to the rated power of the wind farm and
filter time constant accordingly were also studied in the additional results in Appendix F.1.
For this scenario, the effects of doubling the rated power of the storage was not considered
satisfactory enough to further study the system with those values.

It should also be mentioned that the dimensioning of the energy storage according to
Appendix F.1 may be very simple compared to the reality when building real wind farms
with real energy storage systems. Such studies usually are much more extensive than what
is performed in this Thesis. However, the dimensioning approach showed in this Thesis
is also an example of what dynamic models can be used for, giving an indicator on how
the system will perform in real life based on real data with a set of given parameters.
Additionally, to increase the precision of the dimensioning, wind data from the actual
offshore site where the wind farm is located should be used. However, the onshore wind
speed data that was used still reflected every aspect needed to test the models and give an
indication of the effects of the parameters to be dimensioned.
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7.2.3 Offshore versus onshore placement of the energy storage
In the simulation system used in this Thesis, the energy storage system was placed offshore
near one of the two wind farms to study the effects on the three terminal HVDC system.
The improved operation of the HVDC system itself can, in this case, work as an argument
for having the energy storage offshore.

Additionally, to make use of the increased flexibility of HVDC grids, one can argue
that it may be beneficial to have the energy storage offshore. This would allow the same
constant power will be delivered independently of the power flow path to the shore. This
makes it able to move the combined power of the wind farm and storage system to any
point in the system in case a connection to shore is lost. This can be further illustrated
by using an example where multiple countries are connected by the same HVDC grid.
By using an offshore energy storage system, the same power can be delivered to country
x, as to country y without installing separate energy storage systems on the shore of both
countries. The latter would require additional investments, making the overall system more
expensive. On the other hand, by having the energy storage onshore, the energy storage
can deliver power even if the HVDC connection to that point is out of operation.

Based on these reflections, it is apparent that the question of placing the storage off-
shore or onshore should be studied in detail separately, as placing the energy storage sys-
tem offshore also will lead to maintenance challenges and introduce additional losses in
the system. Also, the offshore placement can lead to space challenges if the energy storage
systems are not hosted inside the turbines.

7.2.4 On solving the challenge of intermittency
In this Thesis, a configuration where a filtered power output from the wind farm was
combined with the energy storage to cover the differences in power was used. This config-
uration was chosen to study one way in which energy storage can complement the power
production from a wind farm with a particular focus on the short term dynamics. However,
this configuration does not nearly solve the challenge of the intermittency in the wind, as
mentioned in the introduction.

For an energy storage unit to fully complement the power production from a wind farm
alone, making the combined output power nearly constant at all times, an energy storage
system of much larger proportions must be used. That storage unit probably needs to be
rated around the rated power of the wind farm in addition to having a very large capacity
of stored energy. In this study, a rated charge/discharge time of 1 hour was used for the
wind farm, meaning the storage unit can deliver rated power for an hour from it is fully
charged at 1 SOC until it is fully discharged at 0 SOC. From the results in Test case 2, it
can be seen that this amount of energy is no way near the capacity needed if the output
power should remain constant at all times to solve the challenge of the intermittency. A
more feasible solution could, for example, be to study the combined synergies between
wind power and solar power or other renewables, instead of using extremely large energy
storage systems.

However, the configuration used in this Thesis makes the output power more constant
than the case without energy storage, at least in the hourly time frame. A more constant
power output to shore would also benefit TSOs operating the onshore grid, as the effects
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of changes in wind speed offshore are delayed by around 1 hour until the full effect takes
place onshore. This would make it easier for TSOs to plan and schedule power production
for the security of supply when the wind suddenly drops or increases.

7.3 Tuning of controllers

As mentioned in the Limitations of Scope, the topic of stability margins and optimal con-
troller tuning was not considered in this Thesis. The controllers were tuned in such a way
that they produced accurate and satisfactory responses. Therefore, there may be a possi-
bility that the dynamics of the system can be slightly improved by simply improving the
tuning of the controllers.

7.4 The HVDC real-time simulation OpenModelica model

This section relates to some interesting observations relating to the HVDC model devel-
oped for the real-time-simulator, which can be found in Appendix C.3. This is related to
the objective of investigating how to use OpenModelica models in HIL simulations.

As mentioned, the model worked in OpenModelica using a time step of ∆t = 100µs
with both the Dassl and the Rungekutta solvers. However, when testing it in Simulink
after the FMU was exported, but before compiling the model for the real-time simulator,
the model worked only for time steps of ∆t = 25µs or smaller regardless of solvers. It is
interesting to note that the model worked at ∆t = 100µs with the Rungekutta solver but
not in Simulink using the solver with the same name. To correctly answer why, a deeper
knowledge of the solvers is needed, and the topic could be revisited in future work.

One hypothesis was that the model could contain dynamics that were simply too fast
for the solver to compute. As a solution, all controllers were tuned slower without any
effect; the model still did not work at larger time steps than ∆t = 25µs. An additional
solution to investigate this hypothesis could be to increase some of the parameters to make
the model slower that way. However, the VSC model contained faster dynamics than what
was found in the HVDC model. Since the VSC model worked at ∆t = 100µs, the fast
dynamics may be unlikely to cause the problem.

For the model to be properly tested with HIL simulations with hardware added, the
model should be run at ∆t = 100µs, as some of the processors in the hardware used for
these kinds of simulations has a frequency that corresponds to ∆t = 100µs. This is a
topic that could be further addressed using the already developed model, or by attempting
to make an HVDC model from scratch. The reason why exactly this model was used is
that it was already built as a preparation for the Test case 1 setup, and the only real tweak
to the model was to add the Power Pin to 3ph Grid interface as described in Appendix C.1.
Additional efforts in making other implementations of the HVDC model was also made
without any results.
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7.5 Using the OpenModelica software

The work done in this Thesis and the corresponding specialization project [14] included
one of the first attempts of using the OpenModelica software for such applications at
NTNU. Therefore, it was considered part of the task to keep a pedagogic approach to
this experience. A specific part of the task was to ”advice” future students to ease their
approach to OpenModelica with some time-saving findings. Therefore, some additional
experiences and findings will be added in this discussion.

A thorough description of the experience of using OpenModelica compared to Simulink
was included in the Specialization Project [14], and will not be repeated here. The expe-
rience of using OpenModelica has not changed drastically since then, and the software
is still straightforward to use for the most part. However, some new experiences will be
added here. These specific points relate to OpenModelica version 1.12.0 for Mac.

When starting using OpenModelica, most error messages were easy to understand, but
some of the error messages were a bit harder to understand than others. However, after
some experience of using OpenModelica, one can get used to some of the unclear error
messages. Three of the most common unclear error messages that were encountered while
using OpenModelica for the work in this Thesis will be explained here.

The first error message is ”Error: Model error. 0̂(−2) is not defined”. This error
message usually has to do with the initialization of the model. Usually, a variable or a
parameter is initialized to zero when it is not supposed to. A good tip is to check whether
all parameters are entered correctly in each class.

The second error message is ”The given system is mixed-determined. [index > 3]
Please checkout the option +maxMixedDeterminedIndex”. Usually, this error message is
also related to the initialization of the model, but this time when a variable is initialized
to different values at different places in the model. For improved feedback, this error
message should contain a hint to check the initialization of the model, as also expressed in
a discussion forum at OpenModelica’s website (follow reference [98] for link).

The third and last common error message is Error: Initialization problem is struc-
turally singular, error found sorting equations. When working with electrical components
in OpenModelica, this problem usually appears when there is a problem with grounding.
Either there is a ground element too much in the system, or the system is a ground short.
This relates to both DC-side and AC-side when building HVDC models. For example,
the error message was prompted when not using a ground element on the DC side of the
HVDC models.

The solution to understanding these error messages was simply to google the error
message, and usually a forum where a question regarding the error message could be
found. These forums are used to add direct feedback for changes in the source code of
OpenModelica, and this shows the strength of the open-source effort.

7.5.1 Developing real-time simulation models

This part of the discussion is related to the work in OpenModelica to develop models for
the real-time simulator ePHASORSIM. This aspect reflects one of the objectives of this
Thesis, which was to investigate how OpenModelica models could be exported and used
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in other software, more specifically for HIL simulations.
As mentioned, Opal-RT provides libraries that can be expanded with user-defined mod-

els, as showed in Chapter 4. These libraries, the GenUnit library, and the Opal-RT Devel-
oper library, already contain a large number of models. A consequence of this is that the
graphical model building approach becomes very slow, as OpenModelica has to save the
whole library whenever a change occurs in one of the models. The software freezes when-
ever making a change to the graphical implementation of the model, like dragging and
dropping a component from the standard library. At worst, the user had to wait almost a
minute after dragging and dropping a component until the model could be further changed.
It should be mentioned that the GenUnit library is slower to work in than the Developer
library, but the Developer library tends also to freeze the software for several seconds.

A recommended workaround for this would be to develop and test the model outside
the Developer library and then copy it into the Developer library once it is ready for FMU
compilation.

7.6 Separating the area of focus in two Theses

As mentioned in Chapter 3, the MMC has the ability to store and release energy internally,
basically working as a battery when needed. This aspect of the MMC was not further
investigated in this Thesis as that topic is the main focus of the Thesis of Erling Vatn
Tranulis [15]. The findings from the work in this Thesis were combined with the findings
from Tranulis’ Thesis to form the paper submitted for and presented at the Offshore Energy
and Storage 2019 Conference in Brest, France [16].

The experience of separating the area of focus in two Thesis’s around the same un-
derlying topic (modeling of storage in HVDC grids using the OpenModelica software),
was found to be very beneficial when working in an unfamiliar modeling environment as
OpenModelica. During the work, the experience of having someone else working with
the same software was very positive. Probably, this let to an even better understanding of
both the underlying topic and models as well as the software than what would have been
the case without being two students cooperating to some degree. As a recommendation to
later years, if students are to write two separate Thesis’s on the same topic, a clear separa-
tion in the of the area of focus between the two should be in place as early in the process
as possible.

7.7 Achieving the objectives

The first objective of this Thesis was to give insight into HVDC systems and an introduc-
tion to the MMC. This objective was considered successfully achieved through a literature
review.

The second group of objectives were related to the OpenModelica software. Open-
Modelica was successfully compared to Simulink for fast dynamics in order of several
kHz. However, the model used was simple, and it was chosen to test the fast dynamics
efficiently as it involved multiple simulations with many different solvers. It should be
mentioned that an attempt of using a full bridge of switches and a constant DC-voltage on

83



Chapter 7. Discussion

the DC-side in OpenModelica was made. This exact configuration successfully simulated
in Simulink, but the model was singular in OpenModelica. When placing a ground on the
DC-side, the model was not singular, but the results had a significant DC-component in
the resulting AC-currents due to the grounding. After using a lot of effort troubleshooting
this model, a solution was not found. This led to the simplified model ultimately used.
However, the results generated by the model at least allowed to compare Simulink and
OpenModelica for the fast dynamics, which was the objective in the first place.

Secondly, the aspect of exporting FMUs from OpenModelica models to couple models
with other software was investigated. The ultimate goal was do perform HIL-simulations,
but due to the lack of time, this was not done. However, all the steps necessary to build
and export the models were covered, and the last step to perform HIL simulations is more
related to using ePHASORSIM and RT-LAB than to use OpenModelica. Therefore, also
this objective was considered successfully achieved.

The last group of objectives was to study the interactions in the described three-
terminal HVDC grid using a package of components developed for such use. Models were
successfully implemented and tested both isolated and in the final system. As explained
earlier in the discussion, the goal of connecting the wind farm and energy storage system
electrically to the model was not reached. However, a workaround to make the models
represent the final simulation system goal was made. Some interesting results describing
the contribution of the energy storage system in the HVDC system were generated. There-
fore, the overall objective was considered successfully achieved although one intermediate
objective in the Test case 3 simulation setup was not achieved.
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This Thesis started by introducing a three-terminal HVDC system with integration of two
wind farms and an offshore energy storage system. One goal of the Thesis was to model
this system in the open-source software OpenModelica and study the interactions between
wind farms, energy storage and the three terminal HVDC system. The following chapters
aimed to give all necessary information needed on HVDC systems, the modular multi-level
converter, and OpenModelica to understand the background and purpose of the simulation
system.

In Chapter 2, HVDC transmission systems were introduced, with a particular focus on
explaining how offshore HVDC grids can be used to increase system flexibility and relia-
bility when integrating large amounts of offshore wind power to shore. Next, a key com-
ponent in HVDC grids, the Modular Multilevel Converter (MMC) was introduced. The
general operation of the MMC was explained before introducing the different modeling
approaches for the MMC. Next, an energy-based simplified zero sequence MMC model to
be used later in the Thesis was introduced along with its control. Lastly, some of the added
benefits from the MMC were mentioned for the reader to have a good understanding of
the converter.

Then, the modeling and simulation tool OpenModelica was introduced, as that soft-
ware was used later in the Thesis to model a three-terminal HVDC system with wind
power and storage integration. In this chapter, a preliminary assessment of OpenModel-
ica’s performance was carried out with the accuracy of results and simulations speeds as
criteria and Simulink as a benchmark. The results from the simulations of the AC-side
of a 10kHz 2L-VSC showed that OpenModelica could accurately reproduce the current
waveforms for high frequencies and that the simulation speeds were in the same range as
in Simulink for most of the solvers. Additionally, a description of how to build models
in OpenModelica for Opal-RTs real-time simulator ePHASORSIM was provided as no
such description could be found in the literature. This description can be used by future
students to ease the work of using OpenModelica models for future real-time HIL simula-
tions. OpenModelica models were successfully tested with the real-time simulator in the
National Smart Grid Laboratory.
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In the next chapter, the three-terminal HVDC system with two wind farms and an
energy storage system was presented as it contained all the necessary components to study
the dynamic interactions in the HVDC system. The models used for the wind farms,
energy storage, HVDC cable, and transformer were described. Lastly, three simulation
cases were introduced to study different aspects of the system. The first case, Test case 1,
focused on showing that the three terminal HVDC system was working and that controllers
were stable for step responses in power. Also, a test with power reversal within the same
test case was simulated. Test case 2 focused on dimensioning the energy storage system
configuration where the power from the wind farm was filtered, and the difference in
filtered and actual power was covered by the energy storage system using real wind speed
data. Lastly, Test case 3 combined the three terminal HVDC system with two wind farms
where an energy storage system complemented one of the wind farms. Two events, a drop
in wind speeds and sudden losses of wind farms, were introduced to study the dynamics
of the HVDC system and compare the differences in responses at events on the two wind
farms.

The results showed that the overall operation of the HVDC system was improved when
the events occurred at the wind farm with energy storage compared to the events at wind
farm without an energy storage system. The added power from the energy storage led
to a more stable power production that lowered the transients in the DC-voltages and the
zero sequence energies stored in the MMCs due to the fast response of the energy storage
model used.

In the discussion, it was mentioned that this configuration could benefit TSOs with
opportunities for easier balancing and scheduling as the effects of changes in wind speeds
are delayed by almost an hour with the energy storage parameters used. However, this
configuration would not solve the intermittency challenge of the wind, as the rated energy
capacity of the energy storage system used was too low. Some discussion of pros and cons
related to having the energy storage offshore was also included.

Lastly, the experience of using OpenModelica to model and study the multiterminal
HVDC system in this Thesis was very positive. The adaptation to the software from
Simulink was relatively smooth and quick, however, this was not discussed in this Thesis
as it was already covered in the Specialization Project.

8.1 Suggestions for future work

Future work should use the guide provided for building model in ePHASORSIM for real-
time simulations and use it to include real hardware to perform hardware-in-the-loop (HIL)
simulations with models developed in the software or with other user-defined models to
be used, for example, for experimental verification.

Additionally, future work should go deeper in the solvers of OpenModelica and Simulink
to try to explain why the HVDC model built for ePHASORSIM did not work at a time step
of ∆t = 100µs, and also try to use that knowledge to make the HVDC model ultimately
work with ∆t = 100µs.

Since the models used in this study are made publicly available, the models can be
used and changed by anyone for any purpose. This could include the assessment of sta-
bility margins of the controllers in this system because these were not considered in this
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Thesis. This way, the response of the system after re-tuning of the controllers could be
studied. Alternatively, future studies could include changing the energy storage parame-
ters or configuration. Another possibility is to use the models in an expanded HVDC grid
with more MMC terminals to tune the DC-voltage droops of the active power controllers
for either verification of results or experimentation.

The models provided could also be improved by replacing the ideal PLL used in this
Thesis with a dynamic PLL model to prepare the models for studies on the effects of
changes in electrical frequency.

Future work should also look at the front to front (AC-side to AC-side) arrangement of
two MMCs in OpenModelica and try to find a way to make the arrangement work. This
way, the electrical representation of the model can be built to have an even more accurate
representation of the simulation system described, to make full use of the multi-physics
aspect of OpenModelica.

To further increase the levels of detail in the system, a DFIG model, for example,
including a more accurate representation of an induction generator and the back to back
power electronic converters on the rotor, could be added to have a more accurate repre-
sentation of the wind farms. Also, a more accurate representation of a real energy storage
system could be implemented to increase the level of detail in the system, as the energy
storage model used in this Thesis is very simple. This would allow studying the added
effects of having more detailed models of the energy storage and the wind farms in the
HVDC system. Alternatively, the FMU capability of OpenModelica can be investigated
further to study the opportunities of coupling OpenModelica with external software used
for wind turbine design.
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Appendix A
Transformations

A.1 Amplitude invariant Park transformation

A.1.1 abc to dq transformation

xd =
2

3

(
xa sin(ωt) + xb sin(ωt− 2π

3
) + xc sin(ωt+

2π

3
)

)
(A.1)

xq =
2

3

(
xa cos(ωt) + xb cos(ωt− 2π

3
) + xc cos(ωt+

2π

3
)

)
(A.2)

A.1.2 dq to abc transformation

xa = xd sin(ωt) + xq cos(ωt) (A.3)

xb = xd sin(ωt− 2π

3
) + xq cos(ωt− 2π

3
) (A.4)

xc = xd sin(ωt+
2π

3
) + xq cos(ωt+

2π

3
) (A.5)

A.2 Park transformation with zero-sequence component

A.2.1 abc to dqz transformation matrix


xd
xq
xz


 =

2

3




sin(θ) sin(θ − 2π
3 ) sin(θ + 2π

3 )
cos(θ) cos(θ − 2π

3 ) cos(θ + 2π
3 )

1
2

1
2

1
2





xa
xb
xc


 (A.6)
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A.2.2 dqz to abc transformation matrix


xa
xb
xc


 =




sin(θ) cos(θ) 1
sin(θ − 2π

3 ) cos(θ − 2π
3 ) 1

sin(θ + 2π
3 ) cos(θ + 2π

3 ) 1





xd
xq
xz


 (A.7)

A.3 Transformation between global and local ref. frame
Here is a short explanation for transformation between global and local reference frame in
phasor domain models, which is mentioned in Chapter 4.

First, it is useful to define the angle between the global D-axis and the global voltage
VG, δ:

δ = arctan

(
VQ,G
VD,G

)
(A.8)

Then, the local dq frame is defined such that the local d-axis is aligned with the global
voltage, VG. This way, the local q-voltage becomes zero. This alignment corresponds
with the convention where the local d-current controls active power and the local q-current
controls reactive power, where the local q-voltage is zero.

Figure A.1: Alignment of reference frames for transformation between global to local reference
frame.

The equations to transform the global quantities, xD,Q, to the local quantities, xd,q ,
can be derived as:

xd = xD cos (δ) + xQ sin (δ) (A.9)

xq = xD sin (δ)− xQ cos (δ) (A.10)

For a current injector component, as explained in Chapter 4, the local currents have to
be transformed to global currents. However, OpenModelica accepts the transformation
equations in the same form as Equations (A.9) and (A.10) and solves them for the global
quantities; hence no inverse transformation is needed.
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Appendix B
AC-side switching models

B.1 Model parameters

Table B.1: 2L-VSC parameters

Parameter Value
Base apparent power 20 kVA
Base voltage 400 V
Base frequency 50 Hz
Series inductance 0.15 pu
Series resistance 0.01 pu
Switching frequency 10 kHz

B.2 Simulink switching model implementation

Figure B.1: The implementation of the AC side in a 2L-VSC switching model in Simulink.
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B.2.1 PMW generator

Figure B.2: The implementation of a PWM signal generator in Simulink.

B.2.2 Current controller

Figure B.3: Implementation of the current controller in Simulink.
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B.2 Simulink switching model implementation

B.2.3 dq transformation

Figure B.4: Implementation of the dq-transformation in Simulink.

B.2.4 inverse dq transformation

Figure B.5: Implementation of the inverse dq-transformation in Simulink.

B.2.5 Ideal PLL

Figure B.6: Implementation of the ideal PLL in Simulink.
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B.3 OpenModelica switching model implementation

Figure B.7: Implementation of the switching model in OpenModelica.

B.3.1 PWM generator

Figure B.8: Implementation of the PWM generator in OpenModelica.
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B.3 OpenModelica switching model implementation

B.3.2 Current controller

Figure B.9: Implementation of the current controller for the switching model in OpenModelica.

B.3.3 dq transform

Figure B.10: Implementation of the dq-transform for the switching model in OpenModelica.
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B.3.4 Inverse dq transform

Figure B.11: Implementation of the inverse dq-transform for the switching model in OpenModelica.

B.3.5 Ideal PLL

Figure B.12: Implementation of the ideal PLL in OpenModelica.
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Appendix C
OpenModelica and Opal-RT

C.1 Power Pin to 3ph grid interface

Figure C.1 shows the interface that is built to make three phase time domain models work
with ePHASORSIM. An HVDC model using three-phase quantities is built to illustrate
the use of this interface and included later in this Appendix.

Figure C.1: The outer level of the PowerPin to 3ph grid class.

C.1.1 Reference frame transformation

The reference frame transformation class in Figure C.1 transforms between the local dq
quantities of the component connected to the Grid and transforms it into the global DQ
coordinates used by the Power Pin. The implementation of the class can be seen in Fig-
ure C.2.
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Figure C.2: Implementation of the reference frame transformation class.

C.1.2 Grid

Figure C.3: Implementation of the Grid class used by the PowerPin to 3ph grid interface.
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C.2 Implementation of VSC BASE block

C.2 Implementation of VSC BASE block

Figure C.4: Implementation of the VSC BASE block in OpenModelica including dq-current dy-
namics, controllers and transformation between local and global reference frame.

C.3 HVDC model for ePHASORSIM

This section will present an HVDC model developed for real-time simulations using the
Power Pin to 3ph grid interface developed earlier in this Appendix.

The model uses the MMC and cable parameters found in Appendix E. The power base
and voltage base are both changed accordingly in the excel file used. The overall grid
setup used to test this system is shown in Figure C.5.

Figure C.5: The example grid used to test the MMC based HVDC model.

The GenUnit implementation can seen in Figure C.6. The main differences from this
model to the other example models are the use of the Power Pin to 3ph grid interface and
the use of two power pins, one for each MMC station. When using two Power Pins, the
model type in the FMU Glossary has to be Type 7 for HVDC.
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Figure C.6: The GenUnit implementation of the HVDC model.

Figure C.7 shows the HVDC BASE implementation in the developer library. The
MMC and cable implementations are the same as in Appendix D, but some additional
outputs are added to the MMC for plotting during real-time simulations.

Figure C.7: The HVDC BASE implementation in the Developer library.

The model runs when testing it at ∆t = 100µs with both Dassl and Rungekutta solver
in OpenModelica. However, in Simulink, after the FMU compiled, the model only runs at
∆t = 25µs or lower regardless of solvers. This will be further mentioned in the discussion
in Chapter 7.

The complete excel implementation of this system can be seen in Figure C.8.
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C.4 RT-LAB / ePHASORSIM guide

Figure C.8: The excel implementation of a grid containing the HVDC model built in OpenModelica.

C.4 RT-LAB / ePHASORSIM guide

This section will add a description on how to set up a grid model for real-time simulations
using RT-LAB using the VSC model as an example.
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C.4.1 Excel implementation of example system

Figure C.9 shows a single line diagram of the simple test system including the OpenMod-
elica built VSC model used to in this example.

Figure C.9: Example system using the VSC model.

The complete excel implementation of the system can be seen in Figure C.10 including
all sheets needed to describe the system in Figure C.9 with the parameters used.
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C.4 RT-LAB / ePHASORSIM guide

Figure C.10: The complete excel implementation of the example system using the VSC.

C.4.2 Preparing the system model in RT-LAB

When the excel file is prepared and the VSC model is built according to the guide in Chap-
ter 4, the next step is to prepare the real-time simulation model in the RT-LAB software.

Figure C.11 shows a picture of the laboratory equipment used to perform the real-time
simulation of the described example system. The setup consists of a cabinet including one
computer with the RT-LAB software and Simulink installed and the real-time simulator
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from Opal-RT. The computer and the real-time simulator are connected in the back of the
cabinet.

Figure C.11: The laboratory set up for real-time simulations.

When opening the RT-LAB software, the interface showed in Figure C.12 will appear.

Figure C.12: The interface of RT-LAB.

After making a folder with a .mld Simulink file for the project, it will appear under the
list of models. Then, choose the right version of Matlab. In this case, the right version
was the 2013 32-bit version. Next, hit ”Edit” to open Simulink and prepare the model in
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Simulink.

Figure C.13 shows the Simulink window that appears after hitting ”Edit” in the VSC
model.

Figure C.13: The outer level of the VSC model in Simulink.

The model consists of two sub-systems, one called ”SC console” where the user can
monitor the scopes and input signals to the model and one called ”SM grid” containing
the ePHASORSIM solver. The sub-system contains licensed software blocks developed
by Opal-RT to be used by the real-time simulator, such as the ”Solver” and ”OpComm”
blocks.

Figure C.14 shows the implementation of the SC console sub-system. The ”OpComm”
block is an interface between inputs and outputs used by the real-time simulator.

Figure C.14: The SC console sub-system of the VSC test model.

Figure C.15 shows the implementation of the SM grid sub-system using the ”Solver”
block and another ”OpComm” block.
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Figure C.15: The SM grid sub-system of the VSC test model.

The ”Solver” block is where the excel file name and the FMU folder name containing
the VSC FMU are entered, as shown in Figure C.16. This ”Solver” block is the core of
ePHASORSIM. It is important that both the excel file describing the power system and
the FMU folder are placed inside the same project folder as the .mld Simulink file. The
”Solver” block then reads the excel file and adds the input and output ports to the block
according to what is defined under the ”Pins” sheet in the excel file.

Figure C.16: Settings inside the ”Solver” block for the Excel file and the FMU folder.

Additionally, under ”Simulation settings” in the ”Solver” block, ”Dynamic simulation
only (without power-flow)” has to be selected and the time step of the solver has to be
entered, as shown in Figure C.17.
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Figure C.17: Settings under the ”Simulation settings” tab in the ”Solver” block.

At this point, the grid model, including the OpenModelica-built VSC model should be
ready to be compiled for a real-time simulation. The model can also be tested in Simulink
before it is ultimately built and compiled for the real-time simulator. However, before
building the model, the simulation time has to be set to ”inf” in the Simulink window.

The next steps are to build the model for the real-time simulator. This is done by hitting
”Build” in the RT-LAB interface as seen in Figure C.12. If the model builds successfully,
the next step is to hit ”Load” to load the model to the real-time simulator. Then, the last
step is to hit ”Execute” to start the real-time simulation. A window will appear with the
compiled model where the scopes and user inputs, which in this case are the dq-current
references, will appear, as shown in Figure C.18.

Figure C.18: The window that appears after the ”Execute” button is clicked.
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Figure C.19 shows a screenshot during a successful real-time simulation where the
upper scope shows the voltage magnitudes at the two buses and the lower scope shows the
voltage angles of the two buses in the system.

Figure C.19: Screenshot during a successful real-time simulation containing the VSC model.
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Appendix D
OpenModelica implementation

D.1 MMC model

Figure D.1: Implementation of the MMC model.
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D.2 AC-side

Figure D.2: Implementation of the AC-side of the MMC model.

D.2.1 dq current controller

Figure D.3: Implementation of the dq-current controller.
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D.3 DC-side

D.2.2 Park transform

Figure D.4: Implementation of the Park transform.

D.2.3 Inverse park transform

Figure D.5: Implementation of the inverse Park transform.

D.3 DC-side

Figure D.6: Implementation of the DC-side of the MMC model
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D.4 Zero sequence energy sum

Figure D.7: Implementation of the zero sequence energy sum block in the MMC model.

D.4.1 Zero sequence energy dynamics

Figure D.8: Implementation of the zero sequence energy dynamics
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D.5 Power controller

D.4.2 Energy controller

Figure D.9: Implementation of the zero sequence energy controller.

D.5 Power controller

Figure D.10: Implementation of the active power controller with DC voltage droop.
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D.6 Wind farm model

Figure D.11: Overview of the wind turbine model used to represent a wind farm.

D.6.1 Turbine dynamics

Figure D.12: Implementation of the turbine dynamics block.
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D.6 Wind farm model

D.6.2 Turbine speed controller

Figure D.13: Implementation of the speed controller in the turbine model.

D.6.3 Turbine power/pitch controller

Figure D.14: Implementation of the power controller in the turbine model.

D.6.4 Region IV check

Figure D.15: Logic block to turn off the power production when wind speed is above the limit for
region IV.
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D.6.5 Coupling the wind farm model electrically

Figure D.16 shows how the wind farm model can be coupled with electrical components
by translating the power to a DC current source at a specific voltage.

Figure D.16: Coupling of the wind farm model with electrical components.

The setup in Figure D.16 was successfully tested combined with an MMC model con-
nected to an ideal grid, as showed in Figure D.17.

Figure D.17: Test of the wind farm model coupled with electrical components.

124



D.7 HVDC cable model

D.7 HVDC cable model

Figure D.18: Implementation of a cable model with 3 parallell branches and 5 pi sections.

D.8 Energy storage model

Figure D.19: Implementation of the storage model.
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D.8.1 Storage protection

Figure D.20: Implementation of the storage protection.

D.9 Transformer model

Figure D.21: Implementation of the transformer model in OpenModelica.
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Appendix E
System parameters

This section includes the parameters used in all models in Test cases 1 to 3.

E.1 HVDC parameters

E.1.1 MMC parameters

Table E.1: MMC parameters

Parameter Value
Base power 1059 MVA
Nominal voltage 333e3 V
Base voltage 271 893 V
Base DC voltage 640 000 V
Base frequency 50 Hz
Arm inductance, La 0.05 H
Grid side inductance, Lf 0.06 H
Arm resistance, Ra 0.001 Ω
Grid side resistance, Rf 0.001 Ω
Sub-module capacitance, Csm 0.01 F
Number of sub-modules, N 400
DC capacitance, Cdc 1.672e-6 F
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Table E.2: MMC controller parameters

Parameter Value
Proportional gain, current controller 1
Time constant, current controller 1/100 s
Proportional gain, Power controller 0.1
Time constant, Power controller 1/50 s
Power controller power droop constant, MMC1 1
Power controller voltage droop constant, MMC1 1/3
Power controller power droop constant, MMC2 1
Power controller voltage droop constant, MMC2 1/10
Power controller power droop constant, MMC3 1
Power controller voltage droop constant, MMC3 1
Proportional gain, circulating current controller -1
Time constant, circulating current controller 1/100 s
Proportional gain, energy controller 10
Time constant, energy controller 1/10 s
Initial stored energy 10.24 MJ

E.1.2 Cable parameters

The parameters used for the cable are the same as the parameters used in reference [99],
where an HVDC connection of similar power levels as those used in this Thesis was con-
sidered. Note that the parameters are divided by 5 and used in 5 pi-sections. Although this
does not correspond to the vector fitting method described in Chapter 5, this was the best
data available.

Table E.3: Cable parameters

Parameter Value
R11 1.1724e-1 Ω/km
R12 8.2072e-2 Ω/kmV
R13 1.1946e-2 Ω/km
Gl 7.6330e-11 S/km
Cl 0.1983-6 F/km
L11 2.2851e-4 H/km
L12 1.5522-3 H/km
L13 3.2942e-3 H/km
Cable length 100 km
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E.2 Wind farm parameters

Table E.4: Wind farm parameters

Parameter Value
Turbine rated power 7 MW
Total turbine inertia, J 4e6 kg m2

Friction constant, B 2e3 Nm/(rad/s)
Blade length 75 m
Blade angle time constant 1 s
Optimal tip speed ratio 8.1 rad/s/m/s
Number of turbines in wind farm 1 70
Number of turbines in wind farm 2 60
Maximum Cp 0.48

Table E.5: Wind turbine controller parameters

Parameter Value
Proportional gain, speed controller 1e6/0.1
Integral gain, speed controller 1e6/0.1/10
Kt, speed controller 1
Upper and lower limit, speed controller 5e6, 0
Proportional gain, pitch controller 2.5/1e6
Integral gain, pitch controller 30/1e6/100
Kt, pitch controller 1
Upper and lower limit, pitch controller 30, 0

E.3 Energy storage parameters

Table E.6: Energy storage parameters

Parameter Value
Rated power,Prated 250 MW
Rated charging/discharging time,trated 1 hour
Charge/Discharge efficiency, η 0.9304
Rated storeable energy Prated · trated J
Upper SOC limit 0.9
Lower SOC limit 0.2
Delay time constant 10ms
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Appendix F
Additional results

F.1 Test case 2: Dimensioning of energy storage

This section shows some additional results related to Test case 2 to illustrate the dimen-
sioning process of the energy storage that led to the values of T = 1000s for the filter time
constant and Prated = 250MW for the rated power of the energy storage that is further
used in test case 3.

F.1.1 Varying filter time constant with Prated = 250MW

The first tweak to test case 2 is to show the effects of changing the filter time constant.
Two simulations are performed in addition to one with the final values.

Figure F.1 shows the effect on the combined power from the wind farm and storage
when keeping the rated power of the energy storage at the final value of 250MW. As can
be seen from the results, the final value of the filter time constant of T = 1000s has the
smoothest power profile.

131



Chapter F. Additional results

0 1 2 3 4 5 6 7

10
4

0

1

2

3

4

5

6
10

8

P
combined,T=500

P
combined,T=1000

P
combined,T=1500

Figure F.1: Effects on the combined wind farm and storage power when varying the filter time
constant of Test case 2.

One interesting event in Figure F.1 is right before t = 2e4s where the power curve for
T = 1500s starts fluctuating more rapidly, which is the opposite of the desired behavior.
This event can be explained by looking at the state of charge in Figure F.2 where the
curve for T = 1500s hits the upper limit of 0.9 around that time. This means that the
storage unit cannot be further charged, and any excess power goes directly to the output.
In other words, higher filter time constants put higher demands on the energy storage, and,
therefore, it has to be dimensioned according to the storage rated power.
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Figure F.2: Effects on the SOC when varying the filter time constant of Test case 2.

Figure F.2 also shows how the final values are those where the energy storage system
is best utilized. If the time constant becomes too small, as with T = 500s, the energy
storage system is not utilized to its fullest, because the state of charge is nearly constant.
This may be indicate that the storage unit is over-rated.
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F.1.2 Varying Prated with constant filter time constant

The following results aim to show the effects of changing Prated while the filter time
constant is kept at the final value of T = 1000s.

Figure F.3 shows how decreasing Prated leads to a less smooth power curve because
the energy storage can not deliver nor absorb enough power to smooth the power from
the wind. Additionally, increasing Prated from an already well-dimensioned power level
of Prated = 250MW does not have any effect. This is because the required power is al-
ready delivered and absorbed, and it does not change by increasing the maximum available
power.
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Figure F.3: Effects on the combined wind farm and storage power when varying the rated power of
the energy storage in Test case 2.

Figure F.4 complements the description of the power results by showing how the SOC
for the case with the lowest Prated caps at the maximum SOC of 0.9 and the minimum
SOC 0.2, thus it can not deliver nor absorb the power needed. The plot for the higher
Prated also indicates that the storage may be over-rated.
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Figure F.4: Effects on the SOC when varying the rated power of the energy storage in test case 2.

F.1.3 Increasing both filter time constant and Prated

For further illustrative purposes, the rated power of the energy storage is increased to
Prated = 500MW to match the rated power of the wind farm at 490 MW. The time con-
stant was increased accordingly to see how much smoother the combined power output
could become with these values. Figure F.5 shows the effects on the combined power,
where the new values, plotted in orange, are compared to the selected values for test case
3 of T = 1000s and Prated = 250MW. The results show a slightly smoother power pro-
file, and Figure F.6 of the state of charge shows that the combination of values leads to
good utilization of the energy storage device. These results will be further discussed in
Chapter 7.
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Figure F.5: Effects on the combined wind farm and storage power when increasing both the filter
time constant and the rated power of the energy storage in Test case 2.
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Figure F.6: Effects on the SOC when increasing both the filter time constant and the rated power of
the energy storage in Test case 2.

135



Chapter F. Additional results

136



Appendix G
OSES2019 paper

This appendix contains the paper that was submitted and accepted for presentation at the
OSES2019 conference based on this Thesis and Erling Vatn Tranulis’s Thesis. The paper
starts on the next page.
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Abstract—With increasing offshore wind penetration levels,
more secure and flexible offshore electrical transmission systems
are needed to ensure security of supply to onshore users.
When considering long distances of electrical power transmission,
HVDC grids based on the modular multilevel converter (MMC)
are a solution for present and future large scale offshore wind
integration. As HVDC grids are developing into large and
complex systems, dynamic analysis of the systems is useful to gain
knowledge on the interactions between the different components
in the grids. This paper uses the open source tool OpenModelica
as modeling environment to demonstrate the potential of the tool
in modeling such HVDC systems. A three-terminal HVDC system
with offshore wind and energy storage integration is implemented
in OpenModelica, and the dynamics of the system are investigated
through four simulation cases. The main focus of this paper
is dynamics and operation related to the HVDC system. The
simulation results show that the MMCs can improve the most
rapid power fluctuations using its internal storage capabilities,
while an external energy storage system provides a more constant
power flow over more extensive periods, in addition to improving
the operation of the HVDC system. All models used in this paper
are made publicly available to anyone for any purpose, including
future studies of larger HVDC grids.

Index Terms—Offshore wind power, Energy storage system,
Multiterminal HVDC, MMC, Open source, OpenModelica, Dy-
namic modeling, Transient simulations

I. INTRODUCTION

Over the last 10 years, the installed capacity of offshore
wind power has dramatically increased from 1 to 18 GW
in Europe [1]. Furthermore, projections of future installation
levels coupled with economic considerations and maritime
spatial planning predict increasing distances to shore of future
offshore wind farms [2], [3]. When transporting electrical
energy in submarine cables over such long distances, economic
and technical considerations make high-voltage direct current
(HVDC) the preferred choice for electrical power transmission
[4].

This work was partly funded by the Norwegian Research Council and DNV-
GL through the NFR contract n. 250493 - within the Integrated approach to
the Design and Control of Offshore HVDC Networks (IDeCON) project.

As the number of wind farms with HVDC connections to
shore increases, the power system also becomes increasingly
dependent on secure power supply through these HVDC
connections. To ensure security of supply from these wind
farms, it is useful to connect the HVDC terminals in an
offshore HVDC grid [5]. This increases the flexibility of the
system, as power flows in HVDC grids can be rerouted through
different paths to shore. This allows power transfer from the
wind farms to shore even if one of the HVDC connections is
out of operation, thus, increasing the reliability of the system.

In such HVDC grids, the modular multilevel converter
(MMC) is becoming the preferred power electronic converter
for converting between AC and DC due to its many benefits
[6]. The MMC is capable of reversing the power flow without
reversing the polarity of the DC voltages by DC current
reversal. Additionally, features like modularity and scalabillity
make the MMC advantageous compared to other voltage
source converter (VSC) topologies. The MMC also has an
inherent capability of storing energy internally in the converter
[7], which can benefit the system in which it is connected.

Another crucial aspect for offshore wind power integration
is the varying power production due to the intermittency in
wind speed. The varying power production from wind farms
can be classified into three categories [8]. The first being the
most rapid variations due to, e.g., wind gusts on the time scale
of seconds. The second variation is short-term variations on the
scale of minutes to hours while the third and last variation is
seasonal variations. To meet this challenge, an energy storage
system can be integrated into the HVDC grid to complement
the power production from the offshore wind farms and further
improve the overall system.

However, because HVDC grids are developing into large
and complex systems with many different components, it is
useful to test the system to gain knowledge on the interac-
tions between the various components. When investigating the
dynamics and testing the controllers of such large systems,
it is not directly feasible to run tests on full-scale systems.



Therefore, hardware-in-the-loop (HIL) testing is often used
to test HVDC grids in laboratory environments [9]. HIL
combines software based simulation models that replicate the
behavior of the physical components with actual physical
components.

The Modelica modeling language is a tool especially used
in the automobile industry for HIL testing [10], [11]. An
emerging tool based on the Modelica language is OpenMod-
elica, which is open-source and allows integration of models
developed in different physical domains. Additionally, Open-
Modelica supports the Functional Mock-up Interface (FMI)
standard that allows models developed in OpenModelica to
be shared across multiple platforms and tools, and be used
in, e.g., HIL testing. This makes the modeling of an HVDC
grid in OpenModelica a timely investigation area, including
possibilities for laboratory testing and verification.

In this paper, a model of a three-terminal HVDC grid
with offshore wind and energy storage integration, including
MMCs, HVDC cables, wind farms, and an energy storage sys-
tem, is analyzed and implemented in OpenModelica. The topic
of energy storage integration in the HVDC grid is investigated
using simulations of the system to demonstrate the potential of
the open source tool in such analyses. Additionally, the internal
storage capabilities of the MMC are studied to investigate how
the MMC can contribute to the HVDC grid support compared
to an external offshore energy storage system.

As an additional contribution to the knowledge commu-
nity, all models introduced in the paper are made pub-
licly available to anyone for any purpose through the fol-
lowing URL: https://github.com/joachimesp/OpenModelica-
HVDC-NTNU. Additionally, an MMC model and a point-to-
point HVDC model built for Opal-RTs real-time simulator,
ePHASORSIM, are added to the folder for illustration pur-
poses on how to build models for the real-time simulator. This
allows models to be used in future laboratory experiments with
HIL testing.

Further details of the models developed and test cases
presented hereafter can be found in [12], [13].

The remainder of the paper is organized as follows: Sec-
tion II introduces the OpenModelica software with the de-
scription of a preliminary assessment of its performance. Next,
Section III describes the three-terminal HVDC system with
all models used to build the system. Section IV introduces the
different simulation cases, their purpose, and results. Section V
includes a discussion and Section VI concludes.

II. THE OPENMODELICA SOFTWARE

The Modelica modeling language is a vendor-independent
standard, thus there exists multiple implementations of mod-
eling tools using the modeling language, such as Dymola,
MathModelica and IDA. However, these implementations are
not open source, which makes OpenModelica an emerging
tool.

One of the features used in this paper was the use of
electrical components in the built-in standard library of Open-
Modelica. This reflects the acausal modeling approach in the

software, meaning dynamics of an electrical circuit can be
modeled by drawing the circuit with circuit components and
not with generic blocks as in causal modeling.

Preliminary tests were carried out to verify that OpenMod-
elica is able to capture high frequency dynamics in the range
of several kilohertz. This was done by building two 10kHz
2L-VSC models, one in OpenModelica and one in MATLAB
Simulink to compare their results. The tests showed that
the captured dynamics of the two models were very similar
[12], [13]. Since such dynamics are of significantly higher
frequency than the simulations in this paper, it was assumed
that OpenModelica could accurately capture all dynamics of
interest.

III. SIMULATION SYSTEM DESCRIPTION

The final goal of this paper is to investigate the dynamics of
the system in fig. 1 by implementing it in OpenModelica. The
topology is chosen because it is the system with the lowest
complexity that allows studying the interactions between the
key components in an HVDC grid, including an energy storage
system.

The system in fig. 1 includes two wind farms, WF1 and
WF2, three HVDC MMC converters connected by two HVDC
cables and an energy storage system (ESS) connected near
WF2.

WF1 consists of 70 turbines with a rated power of 7MW
each, while WF2 consists of 60 turbines with a rated power of
7MW each. Both cables are of 100km length. The rated values
of the energy storage will be dimensioned in simulation case 2
later in the paper. A table with all the key parameters used in
the different models is included in the Appendix. For further
details on the controller parameters used in this paper, the
reader can refer to the appendices in [12], [13].

The models used for each component are presented in this
section.

A. Energy-based MMC model

As explained in the introduction, the MMC is one of the key
components in an HVDC grid, and it is used for converting
between AC and DC in the grid. Figure 2 shows a schematic
of the circuit of the MMC that is built of multiple submodules.

Fig. 1. Three-terminal HVDC system with offshore wind and storage
integration under analysis.



Fig. 2. A schematic of the MMC from [15].

Each submodule is, in this case, a half bridge with two IGBTs
and a capacitor. Additionally, the MMC consists of an arm
inductor for each arm, La, and an inductor on each phase of
the AC-side, Lf . The MMC is operated such that the voltage
of each submodule is inserted at the output voltage in steps,
resulting in a waveform close to a sine on the AC-side, ev .
The output voltage waveform is generated with respect to the
grid voltage, represented by voltage sources in the schematic,
to produce a flow of active and reactive power across the grid
side inductors.

In [14], a comparison of all available MMC models in the
literature with varying level of complexity was done, and
the conclusion led to a recommendation for using average
value models for network-level studies. Average models are
more computationally efficient compared to the more complex
models, and they can reproduce the dynamics of the MMC
accurately without detailed modeling of the internal structure
of the MMC. Average models represent the MMC through
controllable voltage and current sources on the AC and DC
side, effectively meaning that effects of the pulse width
modulation within the converter are averaged out over the
switching period.

Furthermore, in this paper, the contribution of the internally
stored energy in the MMC is studied. Therefore, an energy-
based MMC model that includes the dynamics of the internally
stored energy in the MMC was chosen.

When deciding on the how to model the MMC, it was
desirable that the model should have steady state time invariant
(SSTI) states. SSTI states facilitate linearized state space
representations for eigenvalue analysis. Although this feature
was not directly utilized in this work, it still makes the model
more attractive for members of the industry and researchers
wishing to make use of such techniques for stability analysis
or tuning purposes. Furthermore, this makes control of the
model easier.

Hence, the simplified zero-sequence MMC model from [15]

was chosen. The model couples states that oscillate at the
same frequency in equation sets, which are subsequently trans-
formed into a synchronous rotating reference frame (SRF). It is
assumed that the modulation indices are calculated in a manner
which compensates for the oscillations in the circulating
voltage, referred to as ”compensated modulation” [15]. This
modeling approach is of great utility when deriving energy-
based MMC models that provide great insight into the energy
dynamics they introduce [16].

B. The energy-based model schematic

Figure 3 shows the overview of the circuit implementation
of the model as well as the associated control schemes.

The AC-side of the MMC is represented by a stiff grid
voltage, vabcg , equivalent AC resistances, Req = Rf + 1

2Ra,
and inductances, Leq = Lf + 1

2La, as well as a controlled
voltage source, eabcv , representing the voltage driving the AC-
side currents, iabcv . The currents on the AC-side are controlled
by an inner vector control of the transformed dq-currents
[17]. The reference for the d-current comes from the outer
power controller with DC voltage droop based on the measured
power, Pdc, and voltage, Vdc. Droop control allows multiple
MMCs in the grid to contribute to the DC voltage regulation.
In this study, only the active power of the converter was
of interest, and therefore, the reference for the q-current,
controlling reactive power, was set to zero for all simulations
executed in this paper.

The AC- and DC-sides are coupled using an energy balance
equation, which accounts for the internal energy storage capa-
bility of the MMC, by modeling the zero-sequence energy
sum, wΣ,z based on the equivalent arm capacitance, Ceq .
This energy is controlled using a zero-sequence energy sum
controller, including a controller for the circulating current,
icz .

The DC-side is modeled using a controllable voltage source
for the circulating voltage, vc,z , as well as equivalent arm
resistances, 2

3Ra, and inductances 2
3La, and a DC-side ca-

pacitor, Cdc. The current source in fig. 3 represents, e.g., the
DC current from another MMC in a point-to-point HVDC
connection.

Fig. 3. Overview of the MMC model.



C. Wind farm model
The wind farm model is represented in aggregated form

based on the dynamics of a single wind turbine, assuming
all turbines are operated equally. Figure 4 shows a schematic
including the variables used in the turbine model.

The basis for the model is the dynamic equation for torque
balance between the turbine blades, Twind, the electrical
generator, Tgen, the frictional torque, Bω, and the torque
associated with the acceleration of the turbine and generator
J d

dtω which can be expressed as follows:

J
d

dt
ω = Twind − Tgen −Bω (1)

where J is the total inertia in turbine and the generator and
w is the rotational speed of the turbine.

The turbine mechanical power, Pturbine, can be expressed
by the turbine torque, Twind, as

Pturbine = ωTwind (2)

Alternatively, the turbine power can be expressed as a frac-
tion of the power available in the wind through the power
coefficient Cp.

Pturbine = CpPwind = Cp
1

2
ρAu3 (3)

where ρ is the air density, A is the area swept by the blades
and u is the wind speed.

When considering the aerodynamics of the turbine blades,
it is useful to define the tip speed ratio λ as:

λ =
ω`

u
(4)

where ` is the length of the turbine blades.
The power coefficient represents the aerodynamics of the

turbine blades, and it can be expressed as a function of the tip
speed ratio λ and the blade angle β representing the pitch of
the blades [18]:

Cp(λ, λai, β) =0.5176

(
116

λai
− 0.4β − 5

)
exp

(−21

λai

)

+ 0.0068λ

(5)

where

λai(λ, β) =

(
1

λ+ 0.08β
− 0.035

β3 + 1

)−1

(6)

Because this paper models the wind farm in an aggre-
gated form, a gain representing the total number of turbines,
Nturbines, is added to the power output from the model.

Fig. 4. A schematic of a Type IV turbine showing the basic variables used
in the turbine model.

1) Turbine controllers: The turbine model has two control
loops: one speed controller and one pitch controller.

The speed controller controls the torque of the electrical
generator to regulate the speed of the turbine. This is done to
maintain an optimal tip speed ratio, λ, optimizing the power
coefficient, Cp, for wind conditions up to the rated wind speed,
urated.

The pitch controller is activated for wind conditions above
the rated wind speed. It is used to control the blade angle,
β, to shed excess power when the wind speeds are above the
rated value.

D. Energy storage model
The energy storage model consists of three power flows;

one describing the output from the power electronics, Pes,
one describing the losses in the storage system, Ploss and
one power flow that represents the power at the storage
terminals, Pes. The equations describing the storage system
are as follows:

Pes = Ppe + Ploss (7)

Wes =

∫
−Pes (8)

SOC =
Wes

Wrated
(9)

0 6 SOC 6 1 (10)

where SOC is the state of charge, describing how much of
the total capacity the storage unit is charged, and Wes is the
accumulated energy stored in the unit.

Two charging states of the storage unit are defined; a
charging and a discharging state. The equations describing the
storage unit when it is discharging are:

Ppe > 0 (11)

Ppe = η · Pes (12)

Ploss =

(
1

η
− 1

)
· Ppe (13)

where η is the charging and discharging efficiency of the
energy storage system, hence assumed to be equal.

Next, the equations describing the unit when it is charging
are:

Ppe < 0 (14)

Pes = η · Ppe (15)

Ploss = (η − 1) · Ppe (16)

Also, to represent the delay in the storage system, a first-
order transfer function is added to the power output of the
storage. The filter time constant use in this paper is Tdelay =
10ms. This is a small time constant that represents a fast
energy storage system as, e.g., electrochemical energy storage
systems. Examples of such eletrochemical energy storage
systems are lithium-ion and lead-acid [19], [20].

Additionally, a storage protection system is added to limit
the state of charge between 20% and 90%. Also, the protec-
tion system prevents the storage system from charging and
discharging beyond the rated power.



E. HVDC cable model

The HVDC cable used for this study is a circuit represen-
tation of a frequency dependent cascaded pi representation
from [21]. This model captures the behavior of the frequency
dependent parameters as resistances and inductances for a
wide range of frequencies in addition to the effects of the
hyperbolic correction factors in an actual cable. These aspects
can be crucial in long cable implementations such as those
used in offshore applications.

IV. SIMULATION CASES AND RESULTS

A. Simulation case 1: Contribution of the MMC through the
internal storage

Since the MMC contains several submodules connected in
cascade, each comprising a capacitor, the MMC has some
energy storage capability characterized by short charge and
discharge periods. Control of this stored energy could thus be
executed to improve power dynamics that occur over relatively
short periods ranging from milliseconds to a couple of seconds
depending on the energy requirement.

To investigate the support capability of the MMC with
regards to power dynamics, two test cases were simulated. In
the first test-case, the MMC attempts to smoothen out power
variations arising from the turbine dynamics caused by wind
speed fluctuation. In the second, the MMC attempts to reduce
the response time of the HVDC system upon a step in power
reference.

1) Responding to turbine dynamics: To investigate the
improving impact an MMC can have on the power dynamics
of a wind turbine caused by wind speed fluctuation, this
aspect of fig. 1 was investigated using the isolated sub-system,
corresponding to the model depicted in fig. 5.

The wind speed was varied around the rated wind speed
of the controllers with a maximum variation of 0.2m/s to
induce power fluctuation relating to the turbine dynamics. The
controller used to determine wΣ,z,ref was a PI controller,
taking PWF − Pref as input. To ensure that the controller
did not deplete the capacitors, the admissible energy range
was determined to be 0.7 ≤ wΣ,z,ref ≤ 1.3. The simulation
was run twice. The first time the aforementioned control was
implemented and in the second, wΣ,z,ref was set equal to 1,
i.e. no contribution from the internal storage in the MMC.

2) Results: The power delivered to the grid, together with
the p.u. wind speed and rotational speed of the wind turbine,
are depicted in fig. 6.

Fig. 5. Test case used to isolate the power dynamics of the turbine and MMC
for Simulation case 1.
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Fig. 6. Response of the powers delivered to the grid with and without
contribution from the MMCs internal storage for Simulation case 1.

The most interesting section of this power dynamic is for
30s ≤ t ≤ 35s. During this period, the wind speed increases
from below the rated value, i.e. the threshold value for the
pitch controller to above the threshold value. Upon crossing
this threshold, the turbine operation is changed from speed
control to pitch control. The pitch angle controller is activated
to shed the excess power. However, because of the delay of
1 second associated with the pitching of the blade angles,
for a small time period, this extra power is fed into the
converter. Additionally, the speed controller decelerates the
angular velocity of the turbine releasing some of its kinetic
energy.

When wΣ,z,ref is kept constant at 1 pu, this power fluc-
tuation flows directly through the converter without being
absorbed. However, when the converter is allowed to vary
wΣ,z,ref , this excess energy is absorbed by the converter,
(fig. 7). This dampens the power fluctuation by reducing the
fluctuation from 0.009 p.u to 0.006 p.u.

Subsequently, while t ≤ 48s the wind speed increases and
decreases within the same control region. When the wind
speed increases the converter absorbs energy and when the
wind speed falls the converter releases energy, as shown in
fig. 7. However, the time periods are so long that this energy
absorption (and release) only manifest as a negligible impacts
on the power response, see fig. 6.

When 48s ≤ t ≤ 54s, the wind speed is reduced below
the threshold value, and the speed controller is activated.
Thus, the rotational speed of the turbine decelerates releasing
some of the rotational kinetic energy stored in the inertia of
the turbine to be converted and released as electrical energy
into the converter. Once again, the energy absorption only
causes negligible impact on the power profile. Afterwards, the
converter has reached its lower energy limit and cannot release
more energy. Therefore, the two power profiles converge.
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Fig. 7. Response of the internal stored energy in Simulation case 1.



3) Response to steps in power reference: To investigate if
the MMC could improve the power step response of the HVDC
system, the sub-system depicted in fig. 8 was analyzed.

MMC2 controls the power flow to Grid 3. A step in
power reference from 0.7 to 0.8 was executed at t = 1s.
The simulations were run twice. During the first simulation
wΣ,z,ref was controlled by a PI controller and in the second
wΣ,z,ref was set equal to 1.

4) Results: Figure 9 shows the difference in response of
the internal energies of the MMC when using the two control
strategies.

The p.u. powers delivered to Grid 3 are displayed in fig. 10
with and without control of wΣ,z,ref , thereby with and without
contribution from the MMCs internally stored energy.

As can be seen, when the energy controller controls
wΣ,z,ref to release energy upon a step in the power reference,
the stored converter energy starts to decline and the output
power of the converter reaches the power level around its
reference faster than when wΣ,z,ref is set constant to 1 pu.

In both cases, wΣ,z,pu declines upon the step, causing the
power leaving the converter to exceed the power entering the
converter from the HVDC cable. However, when wΣ,z,ref is
maintained at 1, the rate of change of the converter energy de-
clines after 1 ms. Therefore, the difference between the power
delivered to the grid and the power entering the converter
decreases, until the converter starts to recharge at t = 4.3 ms
after the step. Because of the recharging of the converter, there
is some additional delay before the converter output energy
rises again, but subsequently, it exponentially approaches its
reference. When wΣ,z,ref is controlled, the power delivered
to the grid overshoots and subsequently oscillates below its
reference. This oscillatory behaviour was reduced in [13],
by releasing the energy in an exponentially decaying manner
based on the size of the step in power reference. This reduced
the overshoot from 14% of the step size to 6% of the step size
and reduced the undershoot by almost 3 orders of magnitude.

This simulation shows that control of the zero-sequence
energy can reduce the power step response time of the HVDC
system.

Fig. 8. System build to investigate MMC induced improvements of power
step responses of HVDC systems for Simulation case 1.
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Fig. 9. Response of the stored energy in the MMC for Simulation case 1.
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Fig. 10. Response of powers in the system for Simulation case 1.

B. Simulation case 2: Energy storage dimensioning

Simulation case 2 aims at pre-sizing the energy storage
system before it is integrated into the three-terminal HVDC
system in Simulation case 3. Simulation case 2 uses a con-
figuration where the power from the wind farm is filtered
through a large first order filter, as shown in fig. 11. The
difference between the filtered power and the actual power is
sent as a reference for the energy storage system. This way, the
combined power from the wind farm and the energy storage
will have a much smoother profile than the power from the
wind farm alone when the energy storage and the filter are
properly dimensioned.

To dimension the energy storage rated power, the real wind
speed profile shown in fig. 12 was used. These are actual wind
speed data measured at Roosevelt station over approximately
20 hours.

1) Results: Figure 13 shows the power from WF1, the
power from the energy storage, and the combined storage
and wind farm power output after dimensioning of the energy
storage rated power and the filter time constant.

These results and the interaction between the wind farm and
the energy storage were considered satisfactory and led to the
choice of a Prated of 250MW for the energy storage, assuming
a time constant of T = 1000s for the first order filter used to
filter the power output from the wind farm.

Additionally, the state of charge was used as an indicator

Fig. 11. Simulation setup for Simulation case 2.
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Fig. 13. Power from wind turbine, energy storage and combined power from
Simulation case 2.

during the process of finding the rated values. From fig. 14, it
can be seen that the state of charge varies in the whole range
between its limits of 0.2 and 0.9 without capping at the limits
during the simulation. This was regarded as an indicator that
the storage was not over- nor under-dimensioned, resulting in
proper utilization of the available capacity.

C. Simulation case 3: Three-terminal HVDC system with wind
power and energy storage integration

To study the short term effects of integrating an energy
storage system offshore near one of the wind farms in fig. 15,
the configuration of Simulation case 2 was added to WF1
and the energy storage system in the final simulation system
showed in fig. 15.

The offshore AC-grids are modeled by voltage sources as
stiff grids, and the power outputs from the wind farm models
and energy storage model are applied at the references of their
respective MMC.

Two events are introduced to study the differences in
responses of the system when an event occurs at WF1 with
an energy storage system nearby and WF2 without an energy
storage system. A sudden drop in wind speed from 10 m/s to
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Fig. 14. The state of charge (SOC) of the energy storage from Simulation
case 2.

Fig. 15. Simulation system of Simulation case 3. Figure 1 repeated for
convenience.

5m/s is introduced first at WF1 at t = 30s then at WF2 at
t = 60s.

In this simulation case, wΣ,z,ref is kept constant at 1pu for
all of the MMCs.

1) Results: Figure 16 shows the response of the power from
WF1, WF2 and the energy storage when a sudden drop in
wind speed is introduced. From the figure, it can be seen how
the energy storage system quickly reacts after the power from
WF1 drops, to maintain a more constant power to MMC1.

Figure 17 shows the response of the MMC powers under
the same conditions. From the figure it can be seen how the
power delivered to shore from MMC2 is more constant when
there is a drop in wind speed at WF1 with an energy storage
system compared to when there is a drop at WF2, which has
no energy storage system.

Figure 18 shows the response of the DC voltages at the
MMC terminals when a sudden drop in wind speed is intro-
duced. It can be seen that the response of the DC voltages
is improved for the event at WF1 at t = 30s compared to
the event at WF2 at t = 60s due to the fast contribution of
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Fig. 16. The response of the wind farm powers and energy storage powers
when two sudden drops in wind speed are introduced in Simulation case 3.
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Fig. 17. Response of the MMC powers during two sudden drops in wind
speeds is introduced in Simulation case 3.
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Fig. 18. The response of the DC voltages during two sudden drops in wind
speeds is introduced in Simulation case 3.

the energy storage system. In the first case, the more constant
power output from MMC1 means that the DC voltage levels
do not have to be adjusted when there is a drop in the wind
speed compared to the case when the wind speed drops at
WF2.

Figure 19 shows the response of the zero-sequence energy
sum in the MMCs when a sudden drop in wind speed is
introduced. The response of the energies are also improved
for the case of an event at WF1 at t = 30s compared to WF2
at t = 60s due to the fast contribution of the energy storage
system.

V. DISCUSSION

A. The internal storage contribution of the MMC

As seen from the results, the internally stored energy in the
MMCs is not large enough to account for the short term varia-
tions in the wind with the values used in this paper. However,
the internal storage can be increased by either increasing the
number of sub-modules in the MMC or by increasing the rated
voltage of each sub-module or a combination of both.

However, because the MMC can improve fast responses
as the step response of the converter, it may be beneficial
to use the MMC to smooth the most rapid variations in the
wind from e.g. wind gusts and tower shadowing, as studied
in [22]. Possibly, these capabilities could also be used for
other purposes such as power oscillation damping, improve
voltage behaviour, increasing the life span of batteries by
eliminating ripple or providing initial frequency response and
system inertia [23]–[26].

B. Justification for offshore storage placement

In this study, the energy storage system was placed offshore
near one of the wind farms. This was done to study the
effects on the HVDC system when having a storage system
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Fig. 19. The response of the zero-sequence energy of the MMCs during two
sudden drops in wind speeds in Simulation case 3.

offshore, and directly compare a wind farm complemented
with energy storage to a wind farm without energy storage.
The configuration was practical for directly comparing the
effects of events at both wind farms without changing the
configuration of the system model.

Further, one can argue that in addition to improved operation
of the HVDC system, the energy storage system can be
placed offshore to fully utilize the flexibility of HVDC grids.
By having the energy storage near the wind farm, the same
constant power profile can be delivered regardless of the power
flow direction to shore. This may be beneficial in cases where,
e.g., different countries are connected by the HVDC grid. The
offshore placement of the energy storage system allows the
same power to flow to country x as country y, without having
separate energy storage systems connected at the onshore
terminals of both countries.

However, the topic of offshore versus onshore placement
of the energy storage and its multiple techno-economic im-
plications were not the main focus of this paper, and should,
therefore, be addressed in separate studies.

C. Storage dimensioning

Dynamic simulations using only one wind speed series are
used for pre-sizing of the energy storage system to be used
further in the paper. As the dimensioning of the storage was
not the main focus of this paper, the approach was chosen
for its simplicity, and without pressumption of generality,
mainly to demonstrate one practical usage of simulations in the
OpenModelica software. It should, therefore, be clarified that
this approach is very simple compared to actual dimensioning
of energy storage systems for real wind farms.

Also, the chosen rated power of the energy storage system
was 250MW, which corresponds to around half of the rated
power from the wind farm nearby, containing 70 turbines
with a rated power of 7MW. The rated power from the
energy storage system is therefore not enough to cover the
rated power from the wind farm, and it is therefore just a
complement to the wind farm production resulting in more
constant operation. Economic considerations relating how this
can be used to financially justify the ESS investment and
considerations recommending a smaller energy storage system
sizing were left outside the scope of this paper. The results
from simulation case 2 when using a rated power of the same
as the wind farm did not show a good enough increase in
performance to justify the potential increases in costs of a
larger energy storage system.

D. Using OpenModelica for real-time HIL testing

To further address the usage of the OpenModelica for model
sharing through the Functional Mock-up Interface (FMI) stan-
dard and usage in real-time HIL testing, preliminary testing
was performed at the National Smart Grid laboratory in
Trondheim. A review of the available literature revealed the
lack of information on how to build and prepare OpenModelica
models for one of Opal-RT’s real-time simulators, ePHASOR-
SIM. However, a short guide inside the software was found,



but this guide lacked some important details. Therefore, this
aspect was investigated further to increase the usefulness of
the OpenModelica software in the context of modeling HVDC
grids for real-time HIL testing.

Multiple models, including a model of an MMC and a point-
to-point HVDC connection using MMCs were implemented
in OpenModelica, exported for the real-time simulator and
successfully run in a larger system model with the real-time
simulator. The approach is further described in [12], [13],
and by following the included guide, HVDC grid models
developed in OpenModelica can be used for real-time HIL
simulations for future experimental validation and testing. The
guide found in [12], [13] adds to the information found inside
the software.

The real-time simulation models are added to the afore-
mentioned GitHub folder for illustration purposes. However,
to have complete access to all components in the model, the
Opal-RT Modelica Developer library is needed. This library
is handed out by Opal-RT’s customer support upon request.

VI. CONCLUSIONS

In this paper, a three-terminal HVDC system with offshore
wind and energy storage integration was modeled in Open-
Modelica, including the key components in an HVDC grid.
The paper started by introducing the open source modeling
software OpenModelica with a preliminary assessment of the
performance of the software. The software was tested for
the fast dynamics of a switching model of a 10kHz 2L-
VSC with comparison to Simulink. The results showed that
OpenModelica successfully reproduced these fast dynamics.

Next, the models for the MMC, the wind farms, the HVDC
cables, and the energy storage system were described and a
description of the simulation cases studied in the paper was
presented.

The first simulation case showed that the internal energy
of an MMC can improve the step response of the active
power delivered to the grid from a three-terminal HVDC
system. Further, the second simulation case showed that the
contribution of the MMCs is very small when considering
short term variations in the wind. Therefore, it is recommended
to consider using the MMC for smoothing the most rapid
changes in power due to wind gusts, tower shadowing, etc.

The third simulation used real wind speed data to pre-
dimension an external energy storage system to smooth the
hourly variations in power production due to changes in wind
speeds. Lastly, the fourth and final simulation case combined
the three terminal HVDC system with two wind farms and an
energy storage system to study the short term effects of having
an energy storage system at one wind farm. The results using a
fast energy storage system showed that the overall operation of
the HVDC system was improved when using an energy storage
system, leading to smaller transients in the responses of the
DC voltage and internal energy storage when wind speeds
suddenly dropped.

Additionally, models developed in the software were tested
in the National Smart Grid laboratory with Opal-RT’s real-time

simulator ePHASORSIM. This allows for future experimental
testing and validation using HIL simulations.

All simulations were performed in the open source tool
OpenModelica, and the models were made publicly available
to anyone for any purpose, e.g. future studies including more
HVDC terminals. This paper can be used as a reference for
the use of such models.
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APPENDIX

TABLE I
SYSTEM PARAMETERS

Component System parameters
Parameter Value Unit

MMC Sn 1059 MVA
MMC Vn 333 kV
MMC Ra,pu 0.005 p.u.
MMC Rf,pu 0.00285 p.u.
MMC La,pu 0.08 p.u.
MMC Lf,pu 0.16428 p.u.
MMC Ceq,pu 0.8 p.u.
MMC CDC,pu 0.051637 p.u.

HVDC cable Cl 0.1983 µF/km
HVDC cable Gl 7.6330·10−11 S/km
HVDC cable R1l 1.1724·10−1 Ω/km
HVDC cable R2l 8.2072·10−2 Ω/km
HVDC cable R3l 1.1946·10−2 Ω/km
HVDC cable L1l 2.2861·10−1 mH/km
HVDC cable L2l 1.5522 [mH/km]
HVDC cable L3l 3.2943 [mH/km]

Turbine Prated 7 MW
Turbine J 4·106 kgm2

Turbine B 2·106 sN−1m−1

Turbine ` 75 m
Turbine ρ 1.2 kgm−3

Turbine λopt 8.1 p.u.
Turbine Cpmax 0.48 p.u.
Turbine urated 11.14 ms−1

Turbine Tpitch 1 s
ESS Prated 250 MW
ESS trated 1 hour
ESS η 0.9304 hour
ESS SOClim,upper 0.9 p.u.
ESS SOClim,lower 0.2 p.u.
ESS Tdelay 10 ms


