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Problem description

This study aims to create experimentally validated performance models for WCSPH
on GPU & CPU, and use them to identify scalability characteristics that predict how se-
lected platforms compare at large scale.
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Abstract

In this thesis, we investigate the performance of a WCSPH proxy application applied to the
dam-break problem when offloading the computational part to the GPU. We implement one
naive and one sophisticated approach for the bottleneck of the problem, which is finding
neighboring particles. We create performance models for communication, computation,
and the parts therein. Using these models and empirical data, we investigate the scalability
characteristics of the application, the Speedup and Efficiency of the offloading, the impact
of the bottleneck on the application, devise a utility range for offloading the problem,
analyse the errors of the estimates used, and create a formula for the maximum problem
size given a GPU’s memory. The models are experimentally validated with the empirical
data. We conclude that offloading lowers the impact of the bottleneck and achieves a
Speedup of 10, but lowers Efficiency. We also conclude that the communication amount
will outgrow the computation amount given a sufficiently large problem size, the estimates
used are below 20% in error, and that the application scales well with no performance
drawbacks from horizontal scaling.
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Chapter

Introduction

Smoothed Particle Hydrodynamics (SPH) is important for its uses in both astrophysical
simulations and fluid simulation. These simulations can be used to model gravity in galax-
ies, simulate fluid in computer generated imagery, or develop maritime and oil equipment.
However, fluid simulation is often very complicated and highly performance demanding.
Poor implementations can increase the simulation time manifold. Proxy-applications are
applications containing critical parts of a larger system. This makes them easy to profile
and can be used to extract the vital part of the performance.

In this thesis we look at the performance and scalability of the Weakly Compressible
SPH (WCSPH) method when the physics simulation component of the proxy application
is offloaded to the GPU via the General Purpose GPU (GPGPU) platform CUDA. We
investigate six aspects of offloading:

o the relationship between communication and computational complexity of the method

e the impact of the bottleneck of SPH, neighbor finding

Speedup and Efficiency of the offloaded versions

e minimum and maximum requirement for offloading

e how we can model the performance of the application
e scalability of the application

We implement one brute-force version and a more sophisticated version for finding
neighboring particles (neighbors) and propose a general performance model as well as
models for both approaches. Both the brute-force and the more sophisticated version are
empirically tested on two clusters, EPIC2 and V100, belonging to NTNU’s supercomputer
IDUN. We use the empirical data to test our performance models and develop tools that
can assist in the choice of hardware and whether offloading is beneficial given a problem
size or number of computing nodes.




We look at the utility range [min < P < max] for two GPU architectures, where
P is the number of particles and max is the number of particles that the memory of a
given GPU can store. When offloading a problem to the GPU, there is additional time
being spent on transferring the data to the GPU before it can be processed. Therefore min
is the number of particles that is needed before the cost of transfer is diminished by the
throughput of the GPU.

We predict that using the optimal configuration of number of ranks, with regards to
performance, for a given problem size will cause the communicational amount to surpass
the computational amount when the problem size is sufficiently large. This optimal con-
figuration is predicted to be the same as the maximum number of ranks allowed by the
problem.

We find that the high throughput of the GPU architecture is able to reduce the perfor-
mance bottleneck of finding neighbors. This scales well with increasing problem size for
the sophisticated method within the utility range.

We find it is always worth offloading the problem using the sophisticated neighbor-
finding approach, that the naive approach outperforms the sophisticated methods at a lower
number of particles, and propose a formula for calculating the maximum number of parti-
cles for the best performing method given a memory size.

We find two linear estimates that are both used by the performance models. e, esti-
mates the number of pairs per particle e, = 23.6 that some of the physics related per-
formance models depend on. The communication model uses b, as an estimate for the
number of particles exchanged in communication b, = 100 x SCALE. We investigate
their error during iterations and different scales of the problem. We find e, is well within
the error range of [0, 10]% while b,, is within the range of [0, 20]% given sufficient itera-
tions.

We find that using the sophisticated method on CPU as a baseline, the sophisticated
method on GPU achieves a Speedup of 10. This Speedup is comparing the CPU to the
GPU on the same cluster. However, the Efficiency is much lower for the GPU version.

We discover that the proxy application scales well by having no performance draw-
backs from adding more computing nodes, however adding more nodes will render some
nodes idle during the simulation of the dam-break problem.

Chapter 2 presents the motivation and scope for this thesis. Chapter 3 introduces the
background of the WCSPH method, background of the implementation of the proxy appli-
cation, and the specific fluid simulation problem being looked at in this thesis. Chapter 4
describes the background of N-body problems, approaches to N-body problems, the tools
used for implementing the application, and work related to this field of study. Chapter 5
discusses the methodology of this thesis. Firstly, we introduce the implementation of the
proxy application. Secondly, we propose a static analysis to model the neighbor finding
methods. Thirdly, we describe the performance parameter space that this thesis investi-
gates. Lastly, we introduce the design of the experiments. Chapter 6 shows the empiri-
cal data from the two clusters, discusses the data with regard to the performance model,
validates the performance models, and gives recommendations for choice of offloading,
hardware and method to use. Chapter 7 summarizes our discoveries and discusses future
work.




Chapter

Motivation & Scope

Performance modeling can be used to make an informed decision when buying hardware
for running a problem, like a physics simulation. This can both save institutions large
amounts of money, as well as make sure that the right hardware is used for the right
problems. The importance of performance modeling is only growing due to computer
architecture growing more complex and more purpose specific.

Cell-linked lists are a way to reduce the amount of comparisons when a problem re-
quires comparison between many elements. This is why cell-linked lists are important to
many types of algorithms, especially those of N-body simulations. These kinds of simula-
tions can run for days or weeks which is why performance optimization is important.

Because CPUs generally have low throughput relative to GPUs, the speedup from the
naive method to the cell-linked list method is large, while the naive approach often is
preferable on GPGPU due to high throughput. Therefore modeling the performance is
important to understand the benefit of more complex solutions on both CPUs and GPUs.
The focus of this thesis is therefore to investigate scalability and performance benefits of
the different methods with the cell-linked list method as main focus.

2.1 WCSPH Proxy Application

Proxy applications are programs that contain performance critical parts of larger systems
in order to make it easier to analyze the critical part. This makes it easier to improve upon
the bottleneck of the system and in turn improve performance and energy savings. This
thesis concerns one such proxy application, WCSPH. The Dam-break problem, in which
fluid contained in a dam like structure is suddenly released and is free to flow within the
greater bounds, is explored.

To be able to utilize the resources on shared and distributed memory hybrid systems,
the application is written with MPI and OpenMP. Ragunathan and Valstad (2018) thor-
oughly tested the applications on two different HPC systems. They found that the making
of neighbor-lists, further explained in Chapter 3, is the performance bottleneck of the ap-
plication.




2.2 Programming Models

Programming models enable programmers access to hardware according to the model.
McCool (2008) identifies the most important aspects of a programming model as expos-
ing the hardware so that the programmer is able to make the right decisions regarding
optimization, as well as hide the less important aspects to make the process easier.

In this thesis, there are multiple programming models used which all target differ-
ent aspect of hardware like multi-threading, inter-process-communication and target other
hardware arrangements like SIMD, which we look at in Section 4.2.

OpenMP and MPI are well known CPU tools for making use of multi-threading and
multi-processor systems. OpenMP is used to divide workload onto different threads within
the same processor, while MPI is used for inter-process communication within the same
system, both between cores, processors and compute nodes. This is the foundation of the
SPH proxy application, and therefore plays a role in how the GPGPU implementations
were made.

CUDA is a programming model for utilizing Nvidia GPUs as GPGPU and has been a
large entity in the GPGPU development. The programmer is able to control many aspects
of code execution using the programming model, both conventional multi-threading op-
erations like synchronizing threads, but also the number of processors and the number of
registers to use.

2.3 Hardware

The hardware used for the experimental data are heterogeneous, distributed and shared
memory clusters with inter-node communication and GPUs designed especially for clus-
ters. This makes it simple to scale the application and run on multiple GPUs as well as run
problems of larger size.

The main two GPU architectures inside the scope of this thesis is Nvidia’s Pascal
architecture and Nvidia’s Volta architecture.

2.4 Scope

In this thesis we investigate a CUDA implementation which offloads the physics sim-
ulation part of the proxy application using both a naive approach and a cell-linked list
approach to finding neighbors. The two methods are compared with a performance model
specifically created for offloading on GPGPU. The simulation is iterated until near equi-
librium state of the fluid is reached.

We study the scalability differences between the CPU versions and the GPU versions.
We then explore the performance parameter space of the CPU and GPU implementations,
and validate the performance models so that we can inform the choice of hardware and
algorithm in accordance to scale when running the SPH proxy application.

We look at the scalability characteristics of communication and computation and use
them in addition to the performance models to predict the optimal number of ranks and
how the relationship between communication and computation will scale.
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We examine the naive approach, comparing all particles to each other, keeping in mind
that the naive approach often performs well enough on GPUs compared to CPUs. Finally
we look at the cell list implementation which divides the problem space into cells so that
each particle only needs to compare to particles in neighboring cells.







Chapter

WCSPH Overview

In this chapter we go through the theory and background behind the WCSPH method, the
dam-break problem which it is applied to, and what the basis for the WCSPH dam-break
proxy application is. We also go through the different solutions used for challenges like
boundary conditions, time integration and density correction.

3.1 Background

Gingold and Monaghan (1977) and Lucy (1977) proposed SPH (Smoothed Particle Hydro-
dynamics) as a method focused on simulating compressible flow problems in astrophysics.
This was later built on by Monaghan (1994) to create a version enabling simulation of in-
compressible free surface flow called Weakly Compressible SPH (WCSPH). The physics
of the proxy application used in this thesis is based on Ozbulut et al. (2014), which applies
the original formulations of WCSPH to the dam-break problem.

Figure 3.1 shows a simulation of the dam-break problem using WCSPH. The simula-
tion will have more violent motions in the start of the simulation which will slowly settle
down until the fluid has reached a state of equilibrium and is completely still. Simula-
tion can take anywhere from seconds to weeks depending on the size of the problem, the
number of particles and the number of time steps.

SPH simplifies fluid to a collection of discrete particles, containing properties such as
location, velocity, density and pressure. Figure 3.2 shows how the particles interact with
all of its neighboring particles within a distance which is set by the smoothing length.
The weighing function determines the properties of each particle as a sum of contributions
from its neighbors.

(3-R)°—6(2—RP+15(1-R)5>, 0<R<1
—R)®—6(2—R)® 1<R<?2
W(R.H) = ag 4 3B —62=R), sh< 3.1
(3—R)S, 2<R<3
0, R>3




(a) Time step O (b) Time step 2200 (c¢) Time step 6400

(d) Time step 10000 (e) Time step 29800 (f) Time step 95000

Figure 3.1: Simulation of dam-break using SPH.

_Tij
R = N (3.2)

Equation 3.1 is the weighting function proposed by Ozbulut et al. (2014). R is defined
by Equation 3.2, where the distance vector between two particles ¢ and j is divided by the
smoothing length h. The weighting function divides distances into four classes of weights,
decreasing the weight by number of smoothing lengths particle j is separated from particle
1. ag 1s a coefficient that depends on the number of dimensions used in the problem. This
thesis uses 2 dimensions, which sets ag = 7/(4787h?).

Equation 3.3 shows the methods that WCSPH uses to couple density with pressure
through a coefficient that is the speed of sound through a medium. This explicit artificial
state equation was proposed by Monaghan and Kos (1999) and later used by Ozbulut et al.
(2014). p is the pressure and p is the density of particles, v is the specific heat-ratio of
water and is set to 7, ¢ is the reference speed of sound and py is the reference density for
the particles, which for fresh water is 1000[kg/m?].

2 vy
p-ni(2)

From Equation 3.3 we can see that changes to the pressure of particles are largely
influenced by the density of the particles. For larger values of cg, the time step will be
smaller, which causes unnecessary increase in computational time according to Ozbulut
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Figure 3.2: Closer particles have more impact on the particle. Reproduced from Ragunathan and
Valstad (2018) with permission.

et al. (2014). For smaller values of ¢y, the incompressibility condition might not be met.
To meet these conditions in the dam-break problem, ¢y is set to 50[m/s].

Equation 3.4 and 3.5 shows how Ozbulut et al. (2014) discretize Euler’s equation of
motion and mass conservation respectively. However, this is without the artificial viscosity
term of the motion equation.

d ; N
= Z( ) ViWi,; (3.4)
—1 z Pj

N
dp; m;
=i ; T i ug) Vil (35

In Equations 3.4 and 3.5, m,; refers to the mass of particle j, u; and u; are the veloc-
ities of particles ¢ and j, V; is the gradient operator and indicates the spatial derivative of
the position of particle <.

3.1.1 Boundary Conditions

This model uses the Neumann boundary condition, which states that the applied value of
the derivative of the solution is within the boundary of the domain. This is imposed by
utilizing a mirroring technique called ghost particles or virtual particles, proposed by
Ozbulut et al. (2014). This is in order to achieve physically correct results which requires
the wall boundary condition of fluid simulation to be met. Ghost particles are particles that
mirror fluid particles that are a vertical distance of 1.55h or less away from the boundary.
These ghost particles, appearing on the other side of the boundary, are given field values
(i.e. velocity and pressure) depending on the type of boundary condition implemented.




3.1.2 Time Integration

The time integration used by Ozbulut et al. (2014) creates a predictor-corrector pattern and
is performed in two steps, a prediction step and a correction step. In the prediction step
position, density and velocity of the particles are updated following the Equations 3.6, 3.7
and 3.8. Here r; is the position and a; is the acceleration of particle i. k; represents the
pressure in Equation 3.5.

dr;
dtz = u; 3.6)
dpi
=k; 3.7
7 i (3.7)
du;
dtz =a; 3.9)
n+l n 1 n
ry ' 2=17r; + iul At 3.9)
n+i n 1 n
pi 2 =p; + §kl At (3.10)

The position is updated by Equation 3.9 and density is updated by 3.10. Using the
intermediate values from the density calculation, the pressure of the particles are updated
using Equation 3.3.

In the correction step we use the intermediate values from Equation 3.9 and 3.10 to
solve Equation 3.11 and 3.12 to update position and density, respectively.
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3.1.3 Density Correction

Ozbulut et al. (2014) uses the density correction algorithm to confine the pressure oscilla-
tions that occur because of numerical noise in the system, to an acceptable range.

N
X S (pi = pi)Wij
Pi i — 0 N

Zj:l Wi,
Equation 3.13 is used to correct the density in WCSPH for particle :. N is the number

of neighboring particles, p; is the corrected density and p is a constant defined as p = 1
by Ozbulut et al. (2014).

(3.13)
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3.2 Dam-break

The initial configuration of the dam-break problem is shown in Figure 3.3. The fluid,
represented by particles, is initialized at ¢ = O inside the dark region of the figure. The
particles are free to flow and will therefore simulate a dam suddenly breaking.

Figure 3.3 shows the parameter scarLe, which adjusts the scale of the dam. Since scaLE
scales the dam both horizontally and vertically, a linear increase will cause a quadratic in-
crease in area. This increase will have the same effect on the number of particles. Equation
3.14 shows the relationship between the number of particles and the scare. Delta is the
resolution of the problem, which in our case is set to Delta = 0.01. Using our values of
Delta, L and T we can rewrite Equation 3.14 with regards to scarE to get Equation 3.15.

L x SCALE T x SCALE
Npm‘ticles - (1 + W) X (1 + W) (314)
P(SCALE) = 7200 x SCALE? 4+ 180 x SCALE + 1 (3.15)
L=12
SCALE -T+H — T =06
B =322
H =~ 0.01
T+H —=
H | | | |
H L+H SCALE - L+ H B SCALE - B

Figure 3.3: Scaling of the dam size. Reproduced from Ragunathan and Valstad (2018) with permis-
sion.
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Chapter

Background & Related work

This chapter describes the background of the type of problem that SPH is, sophisticated
solutions to them as well as solutions being used in the industry. Further, we describe
useful terminology related to this thesis, background on programming models used and
background of performance modeling used to build the models of this thesis.

4.1 N-Body Problems and Cell Lists

N-body simulation is a simulation of particles under influence of pairwise physical forces
used in physics and astronomy. SPH falls under the N-body class of problems which is one
of ”The Seven Dwarfs” of HPC according to Asanovic et al. (2006). N-body simulations
can be optimized in many different ways depending on the characteristics of the specific
problem, including meshes, trees and grids.

Barnes and Hut (1986) propose a method in which we split the space into cells in a
hierarchical manner. The space is first split into four cells. If cells contain more than one
particle, that cell is split into four again. This creates a quadtree-structure of cells where
leaf nodes are particles.

Verlet lists was proposed by Verlet (1967) as an efficient way of organizing a list of
particles that are in a certain distance of each other. The efficiency stems from the fact
that these lists do not need constant updating. These lists can be used in combination with
Monte Carlo simulation and cell-linked lists.

Cell-linked lists divide the space of the system uniformly into cells. It reduces the
number of comparisons required and therefore reduces computational time. However,
implementation of cell lists on GPU is challenging. The straight forward approach relies
on atomic functions which slow the execution down. Green (2010) proposes a method
which sorts the particles so that memory reads will be coalesced. This involves using radix-
sort to sort the list of particles according to which cell it belongs to in the cell list. This
method is also used by Harris (2016) in Nvidia’s physics engine, PhysX. Reissman et al.
(2014) proposes that the Z-order curve is a sorting pattern that adheres to the properties of
locality, which optimizes memory access given the comparison of surrounding cells.
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4.1.1 Naive

The naive approach, also called the brute-force approach, is the most straight forward
solution to a problem. In terms of N-body, this means to compare every particle to all
other particles in the system to check if they interact. Increasing the number of particles
increases the number of comparisons quadratically. That is, the problem has a complexity
of O(N?). The number of comparisons can be reduced to W because an ordered
pair with particle P; and P; is the same as an ordered pair with P; and P;. However, the

computational complexity remains O(N?).

4.1.2 Cell-Linked List

Cell-linked list or cell list is a type of structure that uniformly divides a space into cells
where elements belong to the cell they are located in. This structure reduces the number
of comparisons done on a set of elements in space when the distance between the particles
is large enough that the effect of interacting forces can be neglected. This can reduce the
computational time of N-body problems.

)

Figure 4.1: Illustration of cell list with smoothing length.

A cell will often be approximately the size of the interaction radius of the particle
forces. This is because no matter the location of the particle in the cell, we only have
to check the neighboring cells for interactions. While the naive approach compares all
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particles to all other particles, the cell list approach compares particles to all other particles
in its cell and the 8 neighboring cells around it, shown in Figure 4.1. This greatly reduces
the number of comparisons while using some extra operations on constructing the cell list.

4.2 Instruction Taxonomy & System Design

In this section, we introduce different computer architecture classifications with regards to
handling of instructions and data. We also discuss design of systems in a heterogeneous
or homogeneous way and scaling of systems.

Flynn (1966) proposes a classification system for different approaches to handling the
execution of instructions and data on a computer architecture. The computing unit of the
system can either process a single instruction or multiple instructions at the same time.
These instructions can be used to alter single data or multiple data. The simplest kind of
system is Single Instruction Single Data (SISD). One of the earliest and arguably one of
the most popular computer architectures was the von Neumann architecture. This archi-
tecture consists of a main memory and a computing unit with a connection in between.
Instructions and data are fetched from the main memory and executed one by one instruc-
tion at one data element at a time. This places the von Neumann architecture into the SISD
category.

Although being some kind of derivative of the von Neumann architecture, most mod-
ern architectures are Multiple Instructions Multiple Data (MIMD) systems. This is because
the computing unit has become more complex, with cores that can compute different in-
structions in parallel and cache memory that saves the cost of accessing main memory.
These cores are independent of each other and can be scheduled different processes to run.

Graphical Processors Units (GPUs) were designed with throughput and not versatility
in mind. To be able to achieve this throughput these systems can execute a single instruc-
tion on massive amounts of data in parallel. This generally places GPUs under the Single
Instruction Multiple Data (SIMD) category. These architectures consist of many proces-
sor cores that all execute the same instruction set on data that has been distributed over
the cores. Although modern GPUs are based on the SIMD architectures, most modern
GPUs have a Single Instruction Multiple Thread (SIMT) architecture. This entails group-
ing threads and running them on the same Streaming Multiprocessor in parallel. This can
be seen as tiled SIMD according to McCool et al. (2012). The grouping of threads is
elaborated in Section 4.3.3.

In these systems, memory can be arranged in a shared manner, a distributed manner or
a hybrid of the two. In a shared memory system the computing units have a connection to
the same memory which they can fetch and store data on. In a distributed memory system
the computing units all have their own local memory which they can fetch or store data
on. Hybrid systems are often a unit of multiple computing units sharing memory through
a connection while that memory is connected to other units of multiple processors sharing
memory. This type of hybrid systems is similar to the modern MIMD multi-core processor
system.

Heterogeneous systems describe a system that takes advantage of dissimilar compo-
nents in order to gain performance or energy saving benefits. In contrast, Homogeneous
systems describes a system that takes advantage of similar components for the same cause.
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An example of a homogeneous system is a simple GPU, which is able to process a lot of
data at the same time by having many of the same components running in parallel. How-
ever, modern GPUs have specialized components like Tensor cores or a ray-casting accel-
erator which makes them heterogeneous. In this thesis heterogeneous clusters are used,
meaning that each of the individual computing nodes have components that are dissimilar
to each other in order to gain benefits. In this case, the dissimilar components in the node
is a CPU and two GPUs.

When increased performance is required, it is possible to scale a system. While vertical
scaling indicates upgrading the system with more powerful components, horizontal scaling
implies adding more machines to the pool of resources.

4.3 Programming Models

In this section, we describe the programming models that are used in this thesis.

Scalable programming models are important to the High Performance Computing
(HPC) environment. Because the increase of performance in a single processor has started
to reach its physical limitations, modern hardware takes advantage of multiple processors.
The HPC environment takes advantage of multiple computing nodes with multiple proces-
sors in each of the nodes. This requires a programming model that can both utilize multiple
processors and also scale with added computing nodes. McCool (2008) lists many scalable
programming models for different platforms, design philosophies and processing models.
Among these are OpenMP, MPI and CUDA. These models are used in this thesis.

4.3.1 OpenMP

Open Multi-Processing (OpenMP or OMP) is an API for developing parallel software with
a shared memory architecture. OpenMP increases throughput by utilization of all available
cores in a multi-core architecture, while abstracting most of the underlying execution of the
parallel execution. This is done through compiler directives known as pragmas. A pragma
with the keyword owvp indicates that the next block of code should be executed according
to the directives or clauses following the keyword. One method is task constructing. This
enables a block of code to be carried out as a task on another thread, independent of
the other threads. The environment variable oMp_NuM_THREADS determines the number of
threads used. If the variable is not set, the number of threads depends on the OpenMP
implementation.

| #pragma omp for

2 for (int i = 0; 1 < N; i++) {

// Do something
L}

Listing 4.1: Example of worksharing in OpenMP.

The specification used in the implementation in this thesis is parallel for, which
means that the workload of the following for loop is to be divided among a number of
threads as shown in Listing 4.1. However, the inner part of the loop requires independent
iterations, which is elaborate in Section 4.3.4. This method is referred to as worksharing.
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This will spawn a number of threads that all execute the code block with different input, for
example the loop index value. The threads will run their course before being synchronized
with the main thread, as shown in Figure 4.2.

#pragma omp parallel

Spawning thread 1 Joining
* thread O v L -~
A ~
thread 2
thread N -1

Figure 4.2: The execution of an OpenMP parallel block.

When using the default worksharing model, OpenMP makes the “masterthread” exe-
cute the block of code with the rest of the threads. Using the single with the pragma,
the “masterthread” will spawn tasks from inside the code block when there are available
threads, similar to a threadpool. This can also be done with the directive taskloop before
a for loop, where the “masterthread” will launch tasks of the loop body from the available
threadpool.

43.2 MPI

MPI (Message-Passing Interface) is an API that enables inter-process communication.
This tool is especially important for distributed memory architectures, where the processes
can be located on different nodes in the system. When spawning a process, it is given a
private address space by the Operating System. This is meant to provide security against
other processes using the same memory space. MPI spawns a number of copies of the
same process and gives each a unique rank. The processes can use this rank to commu-
nicate with other processes through Message-passing with methods like send, receive and
broadcast. This allows the user to run multiple ranks per node over multiple nodes, sharing
data and synchronizing.

Launching a process with MPI is done by calling the MPI program with the intended
program as an argument, for example mpirun ./program. This creates an MPI process
that governs the process and communicates based on MPI library calls from the process.
This communication takes place inside a communicator. Although MPI creates a default
communicator that all MPI-processes have access to, it is possible to create new commu-
nicators with configurable topology. This offers flexible communication and more control
over communication patterns. When a process wants to pass a message to another process,
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it has to specify in which communicator they are communicating. When using a commu-
nication pattern that is not peer to peer like send and receive, the message is sent to all of
the ranks in the given communicator. This is called collective operations and can be used
with communication patterns like broadcast and reduce.

In the same manner as processes and resources, communication can create deadlocks
when they are blocking. An example of this is if both senders have a blocking send call
before trying to receive from each other. Both senders will wait for the other to receive their
message before continuing execution. Therefore, scheduling of messages is important to
make sure that deadlocks are avoided. To solve this, MPI offers the MP1_sendrecv library
function. This automatically schedules the send and receive so that deadlock does not
occur.

4.3.3 CUDA

CUDA (Compute Unified Device Architecture) is an API and a parallel computing plat-
form created by Nvidia for developing general purpose programs on Nvidia GPUs. It
gives the programmer direct access to the GPU’s virtual instruction set, and exposes the
hardware layout so the programmer can choose how the program will run on the hardware.

Multicore Architecture SIMD Architecture
SM SM
Core L Core Core || Core || Core Core || Core || Core
Core || Core || Core Core || Core || Core
L1 Cache L1 Cache
‘ L1 Cache ‘ ‘ L1 Cache
Core Core L2 Cache
L1 Cache L1 Cache SM SM
Core || Core || Core Core || Core || Core
L2 Cache Core || Core || Core Core || Core || Core
L1 Cache ‘ ‘ L1 Cache

Figure 4.3: Simplified architecture of a CPU (left) and GPU (right).

An important part of how CUDA is utilized has to do with the SIMD layout of the
hardware. Calls that are invoked from the CPU can copy data and run CUDA kernels on the
GPU. Kernels and data can either be defined as global or device. global can be accessed
from both CPU and GPU, while device is only accessible from the GPU. Figure 4.3 shows
that the layout of GPU architectures are different from CPU architectures. Because of
this, it is necessary to inform the hardware how to execute kernels. Listing 4.2 shows an
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example of launching a CUDA kernel.

1 dim3 grid(gx, gy, gz);
> dim3 block (bx, by, bz);
y some_kernel<<< grid, block>>>(parameters...);

Listing 4.2: Example of launching a CUDA kernel.

The block is a three dimensional array that describes how many threads per block the
kernel requires. The grid is a three dimensional array that describes how many blocks
the kernel requires. These arrays can also be two or one dimensional. The block is an
abstraction for a streaming multiprocessor which contains cores that can execute the same
instructions in parallel on different data, shown in Figure 4.4.

Thread Single Core
Executed by
Core
Block Streaming Multiprocessor
??? Executed by Core| (Core| ... |Core
Grid SIMD Architecture
22 2[22.3].32.3 | _ Becuety
k Core| |Core ...‘Core

Figure 4.4: How a kernel is executed from a software perspective.

Because all code executed by the individual execution cores of a streaming multipro-
cessor needs to execute the exact same instructions we need to be certain that all threads in
that core executes the same instructions. When running a thread block, all the threads get
grouped into groups of 32 threads called a warp. When threads in a warp take diverging
branches, threads will want to execute different instructions. This is handled by executing
all the threads in the warp that take the same path before executing the rest of the threads
that take the other path. This ensures that only the same instructions are executed in par-
allel. If there are many paths executed by the threads, there will be fewer threads executed
in parallel which will limit the parallelism of the code. Therefore, branching is avoided as
much as possible in GPGPU code. Listing 4.3 shows an example of a kernel and how it
accesses identifiers.
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__global  void some_kernel (parameters...) {
int block = blockIdx.x;
int thread = threadIdx.x;
4 int block_size = blockDim.x;
int unique_1ld_number = (block * block_size) + thread;
6 // Do something

Listing 4.3: Example of a CUDA kernel and it’s identifiers.

4.3.4 Mutual Exclusion

When multiple threads in a multi-core system request the same resource, a race condition
can occur. This can cause data to become incorrect due to the non-deterministic nature of
scheduling processes as shown in Table 4.1.

Thread 1 | Thread 2 | Data Thread 1 | Thread 2 | Data
1 1
read 1 read 1
read 1 increment 1
increment 1 write 2
increment 1 read 2
write 2 increment 2
write 2 write 3

Table 4.1: An example of incorrect result (left) due to race condition and correct result (right).

One solution to race conditions is mutual exclusion. This normally takes form as locks
and atomic operations which can have both hardware and software implementations. Both
CUDA and OpenMP offer atomic functions to prevent race conditions. OpenMP also
offers locks and critical section. While critical section ensures that only one thread is al-
lowed to execute the section at a time, atomic operations ensures determinism in read/write
operations. This makes atomic operations more restrictive, but potentially faster than the
critical section. Locks prevent the use of the same lock at the same time for all threads. A
thread can take hold of an initialized lock and until the thread stops holding the lock, other
threads that are requesting that same lock must wait. This makes locks the most flexible
of the methods of mutual exclusion mentioned. However, all of the methods slow down
performance relative to code that does not have to take mutual exclusion into account.

4.3.5 Hybrid systems

Combining the different abilities of the programming models mentioned, we can create
hybrid systems. MPI allows the workload to be shared between processes and nodes while
OpenMP and CUDA allows for compute parallelism on local nodes. Rabenseifner (2003)
looks at different strategies for implementation of OpenMP and MPI in the HPC environ-
ment and proposes a classification of hybrid systems with pure MPI in one end and pure
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OpenMP in the other end, and combinations of the two in between. By the hybrid clas-
sification, this proxy application implementation falls under the Hybrid masteronly class
where MPI calls are only done outside of parallel regions. Because the CUDA imple-
mentation uses MPI for inter-process communication in the same manner as the OpenMP
implementation, both fall under the Hybrid masteronly classification. Although this class
is one of the easier to implement in terms of concurrency and synchronization, it has three
drawbacks. Firstly, while the MPI communication takes place, only one thread is active
while the rest are idle. This results in low utilization of the hardware whenever communi-
cation is done. Secondly, only having one thread sending packages through MPI will not
take full advantage of the bandwidth of the interconnect. Thirdly, it introduces additional
overhead in terms of OpenMP or CUDA synchronization and through flushing the cache
of the message passing routines. Having all threads communicate will leave most cores
on the CPU idle while sending and receiving and therefore a balance between communi-
cating threads and non-communicating threads should be implemented. However, classes
that have overlapping communication are immensely demanding to implement according
to Rabenseifner (2003).

4.4 Performance Models

In this section, we describe some useful models for performance and scalability.

Barker et al. (2009) introduces a methodology for accurately designing and modeling
performance of large scale applications. This enables modeling of the different life cycles
of an application, such as designing the application, implementing the application, better
understanding what hardware should be bought and used for the application, installing the
application, improving the application and maintaining the application. With this in mind,
this thesis falls under the implementation stage of the life cycle.

Valiant (1990) presents the Bulk Synchronous Parallel (BSP) model. This model is
used for both theoretically and experimentally analyzing efficiency of iterative solutions.
This include sparse linear systems, molecular dynamics and partial differential equations
on a discrete grid. Molecular dynamics is similar to SPH, which also is a BSP problem.

Models can utilize both theoretical and empirical values. Theoretical values can be
found in datasheets from the manufacturer or derived from static analysis. Empirical val-
ues can be found using benchmarks. Two useful benchmarks are SGEMM and STREAM.
Single-precision General Matrix Multiplication (SGEMM) is a standard part of Basic Lin-
ear Algebra Subprogram (BLAS) packages, proposed by Dongarra et al. (1990), and is use-
ful to measure peak Floating Point Operations per second (FLOP/s) of a system. This is be-
cause the algorithms used are compute bound and high on operational intensity. STREAM
is a benchmark proposed by McCalpin et al. (1995) to measure bandwidth of a system.
This is done by using four operations that vary in the number of bytes as well as the opera-
tional intensity. The bandwidth for an operation can be calculated by dividing the number
of bytes loaded over the runtime of the operation.

Amdahl’s law comes from an observation made by Dr. Gene Amdahl in Amdahl
(1967) and states that unless a given program can be fully parallelized, its Speedup will
be limited no matter the number of processors utilized. This can be used to determine the-
oretical speedup in a multi-processor system and calculate parallel execution time. This
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signifies that even for perfectly parallelizable parts the speedup will always be limited by
the serial part of the program. However, this does not take into account the problem size
of the program being run. This is what Gustafson (1988) did when he reevaluated Am-
dahl’s law and found that the execution time of the serial fraction of the program tends to
decrease as the problem size increases.

4.4.1 Fundamental Equation

A fundamental equation of modeling was introduced by Barker et al. (2009), shown in
Equation 4.1. This equation breaks down, from a top-down approach, the runtime of large-
scale applications into three parts. The computations done on the data, the communication
between the nodes and the overlapping region between communication and node-local
computation.

Ttotal = Tcomputation + Tcommunication - Toverlap (41)

4.4.2 Hockney

The Hockney model was proposed by Hockney (1994) as a means to approximate the time
it takes to send a message. The model breaks down communication as latency and the
time it takes to send the message itself from sender to receiver. The total time used on
communication is the sum of all communication between the two same end points, which
can be seen in Equation 4.2.

N
Tcomm = Z o+ Miﬂ_l (42)
=1

The transfer time is dependant on the bandwidth in between the end points and is
denoted with 3. Another factor of the transfer time is the size of what is being transferred
and is denoted by M;. The latency is the overhead time of establishing a communication
channel between the end points as well as the time used to create data packets and extract
data from the data packets. Latency is denoted by a.

In a heterogeneous system, because latency and bandwidth may vary between proces-
sors and connections, « and [ can be extended to a neighbor matrix between processors
a; and B;;. This is known as the Heterogeneous Hockney model, defined in Lastovetsky
et al. (2010).

4.4.3 CUDA Models

Performance modeling of GPGPUss is still not as well established as for CPUs. CUDA was
released in 2007, enabling acceleration of general purpose programs on GPUs. Soon other
application programming interfaces (API) were introduced like OpenACC and OpenCL.
This has made offloading onto accelerators like GPUs an easier task and introduced the
need for performance modeling for GPU architectures, because of the large differences in
the architecture of GPUs and CPUs.

22



Kothapalli et al. (2009) presents a prediction performance model for the CUDA GPGPU
platform. The model is similar to asymptotic analysis and can be used to give an estimate
for the performance of a given CUDA kernel with a given GPU architecture. We use this
model to predict the performance of the CUDA kernels.

Baghsorkhi et al. (2010) presents an adaptive performance modeling for GPU architec-
tures. They take impactful aspects of running GPGPU programs and proposes a detailed
model to accurately predict performance. This can be used as a tool to profile and improve
applications as well.

4.4.4 Roofline
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Figure 4.5: The Roofline model

When running programs on hardware, the performance of that program is limited by
the hardware. For a given program and hardware, we say that the program is compute-
bound if the required data is loaded and ready to be computed. If the computation is dealt
with faster than the memory can provide the data needed for the computation, we say that
the program is memory-bound. In this case, the CPU will stall waiting for the data to be
loaded. Williams et al. (2009) introduces the Roofline model, which can be used to model
performance of programs, showing if the program is memory or compute-bound. The
model has a ceiling of the peak floating-point performance of the given hardware and a
slope leading up to it signifying peak memory bandwidth, shown in Figure 4.5. Programs
appearing closer to the ’roof” of the model are seen as compute-bound, while programs
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appearing further away from it are considered memory-bound. Roofline can be a tool used
for changing programs to run better on hardware or to figure out what aspects are important
in choice of hardware when running a specific problem.

4.4.5 Speedup and Efficiency

Speedup and Efficiency are two important terms in parallel programming. Speedup is
defined by Pacheco (2011) as the execution time of the given program in serial divided by
the execution time of the given program in parallel, as shown in Equation 4.3.

Tserial

s Tparallel (43)
Speedup can give a sense of how much the program can benefit from parallelism, but
does not take into account how effective it is in the use of the resources of the system.
Given p cores that is being used to execute the program in parallel, if that program is able
to utilize all of the cores to peak performance, Speedup value should be equal to p. This is
called a linear speedup, which signifies that the work is equally divided among the cores,
and there is no overhead added by running on multiple cores. In practice, linear speedup
is close to impossible to achieve. Even if the workload is equally divided, the overhead
of running on multiple cores is hard to avoid. The more cores added to the execution, the
more overhead is created. The full utilization of multi-core systems is impossible as stated
by Esmaeilzadeh et al. (2011). Because the maximum value of speedup is p, we can derive
the efficiency equation by dividing Equation 4.3 by p, as shown in Equation 4.4. This
equation will give us a number between 0 and 1, in which we can gauge the efficiency of

the parallelization.

S Tseria
E="2=__—scrial (4.4)
p p X Tpa'r'allel
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Chapter

Methodology

This chapter describes the implementation of the SPH proxy application as well as the
implementation details of finding neighbors, the bottleneck of the proxy application. A
static analysis is performed on the proxy application as a whole, and performance models
are devised. The performance parameter space is introduced for the two scalable axes of
this thesis: architectures and the problem size. Finally, the method concerning the design
of the experiments is described.

5.1 Implementation

In this section we will introduce the implementation of the proxy application as well as the
different methods for finding neighbors. All the code listings in this section are simplified.
A selected part of the source code can be found in the appendix. The proxy applica-
tion is based on a version developed by Ragunathan and Valstad (2018). This version is
a OpenMP + MPI hybrid, using what Rabenseifner (2003) describes as the Masteronly
strategy.

The area of the dam is equally divided between the ranks into areas called subdomains.
Because of the nature of worksharing through MPI and in order to have a correctly flow-
ing fluid, the overlapping area in between the subdomains has mirror particles from the
neighboring subdomain. This area is shown in Figure 5.1. The mirror particles are sent in
between the subdomains so their physical properties work on particles in both subdomains,
ensuring correct flow of particles through subdomains despite the divide. This transition
is called a ”Border Exchange”

Ghost particles are generated on the other side of the boundaries of the outer box.
These particles mirror the actual particles and therefore provide a wall like effect when a
particle hits a wall, because of the Neumann boundary condition.

Figure 5.2 shows the flow chart of SPH applications. We can see that the fluid sim-
ulation part consists of five steps: Find Neighbors, Kernel, cont_density, correction,
int_force and ext_force. Find Neighbors iterates over the particles, finding which par-
ticles affect each other and makes a list of particle pairs that are used for the other steps.
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Figure 5.1: Overlap of subdomains in which copies of particles from the neighboring subdomains
exist. Reproduced from Ragunathan and Valstad (2018) with permission.

Ragunathan and Valstad (2018) found that the Find Neighbors usually accounts for some-
where between 60% and 95% of the execution time, depending on the scaire, making it
the performance bottleneck of the application.
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Figure 5.2: Life cycle of the SPH proxy application.

5.1.1 Data structures

The Particle data structure consists of one local subdomain ID, one global ID and the ID
of the cell it belongs to if the cell-list method is used. The structure also has the physical
properties of the particle, such as position, velocity, mass, density, pressure and differential
values. This data structure has a size of 104 bytes in our implementation.

The Pair data structure contains the IDs of the two particles in the pair and the physical
properties of the pairing, such as Euclidean distance between the particles and influence
on velocity that the pairing has. This data structure has a size of 40 bytes in our imple-
mentation.

The Cell data structure is different for the CPU and the GPU implementation. The cell
structure of the CPU implementation contains a pointer to a particle and a pointer to the
next cell, creating a linked list. The cell structure of the GPU implementation is a matrix
where the rows correspond the cells and the elements in the matrix is the particle ID of a
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particle belonging to that cell.

5.1.2 Finding Neighbors

This section will discuss the implementation of the two different approaches to finding
neighbors, namely:

o the naive approach
o the cell-linked list approach

Because the proxy application is targeted towards distributed memory architecture, the na-
ture of the GPGPU part is as well. On each node, the MPI ranks will distribute themselves
over the available GPUs. The implementations are exactly identical, except the physics
time step. The GPGPU implementation offloads the various parts of the time step to the
GPU while the CPU version sets the number of threads equal to the number of threads
available on the node.

While the CPU version reallocates the pair list when the allocated amount is surpassed,
dynamic memory allocation on GPU is more challenging, and therefore estimations and
pre-allocation are used instead of reallocation. If the particles could flow around freely
without physical interaction, the theoretical upper bound of pairs for one particle is P — 1,
P being the number of particles. However, according to Ozbulut M., Arslan T. (2018),
because the physical forces do not allow the particles to occupy the same space as well
as push other particles away, the upper bound of particles-pairs is estimated to 300. This
brings down the memory usage of allocating pairs from @ to 300 x P.

A normal approach of using GPGPU to offload problems is to offload the bottleneck
of the problem, in this case finding neighbors. However, this would require the memory
transfer of P from DRAM to the GPU and P x 300 + P back from the GPU to DRAM
when it has found the pairs. Because the pairs are only needed for the physics computation,
it is not necessary to transfer the pairs back if all of the computation is done on the GPU.
This leaves the total memory transfer of 2 x P instead of 302 x P.

Naive

The naive (or brute-force) implementation only allocates memory space for the particle,
the interaction counter and pair-list. This makes it the most memory efficient implemen-
tation. After transferring the particle data, it creates the pair list as shown in Listing 5.1.
Both the GPU and the CPU implementations have a global counter for the current index of
the pair-list which also serves as a length counter. The counter is incremented by calling
the CUDA function atomicadd or the OpenMP pragma #pragma omp atomic capture,
because more than one thread can read the value of the counter at once. This function
achieves thread and memory atomicity, and returns the old value to the caller. The CUDA
kernel is called distributing the particles over threads and blocks, considering that a thread
block can only have 1024 threads running at the same time. Similarly, the CPU version
workload shares the particles over the available threads on the system. This implementa-
tion does not require any more setup than the allocation of memory, and therefore uses no
time on setup for computation.
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__global_ _ void naive(...) {
int 1 = blockDim.x % blockIdx.x + threadIdx.x;
3 int j = blockDim.y x blockIdx.y + threadIdx.y;
4 float difx = particles[i].x[0] - particles[]j].x[0];
5 float dify = particles[i].x[1l] - particles[]j].x[1];
6 // If distance is less than radius
if (sgrt(difxxdifx + dify % dify) < RADIUS) ({
8 // Add pair of particle i and particle j to pair list
9 }
0}
11 void naive () {
12 #pragma omp for

13 for ( int_t i=0; i<n_total-1; i++ ) {

14 for ( int_t J=i+1; j<n_total; Jj++ ) {

15 float difx = particles[i].x[0] - particles[]j].x[0];
16 float dify = particles[i].x[1] - particles[j].x[1];
17 // If distance is less than radius

18 if (sqrt(difx*difx + dify % dify) < RADIUS) {

19 // Add pair of particle i and particle j to the pair list
20 }

Listing 5.1: The naive approach to finding neighbors

Cell List

The cell list method has to both allocate more space and do more setup before computa-
tion. Each cell has to have a list of particles that resides within the cell. The approach to
the data structure of the list differs from the CPU and GPU implementation. The CPU uses
a linked list to keep track of the particles in one cell. It will gradually add particles with
positions corresponding to the cell on the end of the linked list using an OpenMP lock.
This is memory efficient, because it uses no more space than the actual number of parti-
cles that occupy the cell. However, distributing and traversing linked lists on GPU-type
architectures is slow. Therefore estimates and pre-allocation is used. Given that a particle
will have at most 300 pairs and a particle can only have pairs in neighboring cells, we can
calculate the upper bound of particles in a cell. Equation 5.1 shows that a cell, based on the
interaction area and area of the cell, have an upper bound of 96 particles. Because of this,
the cell list method uses an additional 96 X n_cells of memory. The cell list is a 2D list,
row major, that is divided into cells of n_cerLs_x horizontally and N_ceLLs_v vertically,
defined by Equations 5.2 and 5.3.

cellgrea = Radius?

particle_rangeqreq = TRadius>

particlecoverage - pa/rtiCIeirangeaTea =T (51)
cellyrea
300
= particle_per_cell = [——‘ =96
T
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N.CELLS.X — {subdomamend - szg)domambegm + 2R-‘ 52)
N.CELLS.Y — {”’TJ;S’E’HW (5.3)

Equation 5.2 shows that the number of horizontal cells are dependent on the size of the
subdomain belonging to the current rank. The additional 2 interaction radii account for the
overlapping area in between ranks. The subdomain and the extra radii are divided into the
interaction radius of the particles for the benefits discussed in Section 4.1.2, page 14.

Because the fluid does not have an upper bound on the vertical axis, we simplify by
making the total area of the cells up to 50% higher than the initial height of the dam and
55% lower, to accommodate for the ghost particles created outside of the boundary below
as shown in Equation 5.3. The particles potentially located above the uppermost cell is put
into the uppermost cell.

Since both equations are divided by the interaction radius, the cells become a square
with the interaction radius as width and height. We can then calculate the cell coordinates
of the particles by Equations 5.4 and 5.3. This is done each time step on both implementa-
tions. The cell ID is calculated by Equation 5.6 and stored in each particle data structure.

Dy — subdomaingegin + R

cell_r = min( 7 ,N.CELLS X —1) (5.4)
« — 1.5 H

cell y = min(]%, N CELLSY —-1) (5.5)

celliid =cell. y+ N.CELLSY X cell_x (5.6)

To save additional setup and allocation time in the GPU implementation, the cell’s
memory allocation is not freed before the application is finished. Since we only read from
the part of the cell’s particle list that have been written to, we only need to reset the counter
of the cell. This can be done with a call to cudaMemset. The CPU implementation needs
to free the data structure that holds the pointers to the particles that occupied the cell in the
previous iteration. This is done by simple recursion and the free function of C/C++.
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__global_  void fill_cells(...) {
int 1 = blockDim.x % blockIdx.x + threadIdx.x;
int cell_id = particles[i].cell_id;
4 // Add particle ID to cell[cell_id]’s list
s}
6 void f£ill_cells(...) {
#pragma omp for
8 for (int 1 = 0; 1 < n_total; ++i) {
9 // Lock possible critical section
10 omp_set_lock (& (lock[cell_id]));
) // Create a new link in the linked list
12 // Add particle to new link
13 // Unlock
14 omp_unset_lock (& (lock[cell_id]));

Listing 5.2: Fills the cells with particles.

Listing 5.2 shows filling of the cells for both GPU and CPU implementations. The
CUDA kernel is distributed over the particles, each thread reading the cell ID and adding
the index of the particle into the particle list of the cell. The list is allocated as a 2D memory
aligned matrix with the cudaMallocPitched function. This method uses the atomicadd
function to increment the cells counter, because more than one thread can try to access it
at once. Another approach to filling the cells could use shared memory among the thread
block and distribute the cells over thread blocks. Accessing shared memory is faster than
accessing global memory and will therefore have a locality benefit. Writing to the array
can be done by either having a shared counter and using atomic adding, or having one
index per thread and compacting the array after all particles are found. The shared array
of particles can be copied at the end of the kernel by one thread to the cell in question.
Instead of atomic functions, the CPU version uses OpenMP locks to make sure that only
one thread at a time accesses the same cell and particle.

Cell List Pair Creation

The method for creating pairs is very similar for both the CPU and GPU versions. The
functions compare one particle with the cell the particle is in and the particles in the 8
neighboring cells, shown in Listing 5.3. The GPU version distributes each particle over
the thread blocks so that each thread has its own particle, while the CPU version shares
the number of particles over the available number of threads. This is done by calling
the function shown in Listing 5.4. Both versions use atomic operations to increment the
counter of pairs before writing pairs to the pair list.
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__global  void find_pairs(...) {
2 int p_id = blockDim.x * blockIdx.x + threadIdx.x;
3 particle_t* particle = g&particles[p_id];

4 int cell_id = particle->cell_id;
5 // Compare particle with all the particles in this cell
6 compare (cell_id, particle, ...);
// and all the cells around it
8 compare (cell_x + 1, cell_y +1, particle);

10 compare (cell_x -1, cell_y -1, particle);

1}

2 void find_pairs(...) {

13 #pragma omp for

14 for (int_t i1 = 0; i < n_total-1; ++1i) {

15 particle_t«* particle = &list[i];

16 int cell_x = particle->cell_xk;

17 int cell_y = particle->cell_y;

18 // Compare particle with all the particles in this cell
19 create_pairs(cell_id, particle, ...);

20 // and all the cells around it

21 create_pairs(cell_x+1, cell_y+1l, particle, ...);

23 create_pairs(cell_x-1, cell_y-1, particle, ...);

Listing 5.3: The cell list approach to finding neighbors.

__device__ void compare(...) {
for (int i1 = start; i <= end; i++) {
particle_t xother_particle = g&particles[i];
4 float difx = particle->x[0] - other_particle->x[0];
5 float dify = particle->x[1] - other_particle->x[1];

6 // If distance is less than radius
7 if (sqgrt(difx*difx + dify % dify) < RADIUS) {

8 // Add pair of particle i and j to pair list

9 }

10 }

1}

12 void compare(...) {

13 cell_t* current = cells|[ (bx, by)]l;

14 while (current != NULL && current->particle != NULL) {

15 float difx = particle->x[0] - current->particle->x[0];
16 float dify = particle->x[1l] - current->particle->x[1];

17 if (sqrt(difxxdifx + dify % dify) <= RADIUS) {

18 // Add pair of particle i and j to the pair list
19 }

20 current = current->next;

Listing 5.4: Comparing a particle with all the particles of a given cell.

The GPU version method has an advantage in fetching the index of the particles be-
cause the matrix used has aligned memory. This means that the data is padded, after every
row, so that each row is only in its own memory blocks. Accessing each row will be faster,
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because some of it can be accessed in parallel by the memory control unit. However, the
CPU version has an advantage of using less space for the cell data structure, because the
links in the linked list are created on demand. Given that the transfer rate of the internal
bandwidth of GPUs are generally higher than the bandwidth connecting the DRAM to the
CPU, this gives the GPU version an upper hand in fetching memory. This is beneficial in
this proxy application, because it is memory-bound and not compute-bound, according to
the Roofline model shown in Section 5.2.1.

Both implementations use a list of data structures for both particles and pairs. Using
a list of data structures is slower than a data structure of lists in many cases, because we
often iterate over lists in local regions of the list which lends itself to the locality principle.

5.2 Performance Models

5.2.1 Roofline Analysis

Using the Roofline model, proposed by Williams et al. (2009), we can discern if the proxy
application is memory-bound or compute-bound. The model defines operational intensity
as the number of floating point operations per byte of memory traffic and can be seen in
Equation 5.7. The term W represents the number of floating point operations while )
represents the number of bytes of memory traffic needed to complete these operations.

W
I=— (5.7)

Q
We can model the Roof of the model by using Equation 5.8. The term [ signifies the
maximum bandwidth of the system, v refers to the maximum floating point operations per

second of a given system, and [ is the operational intensity.
y =min(v, B x I) (5.8)

If the bottleneck of the application is memory-bound, the whole application will be mem-
ory bound as well. Therefore we will find the Roofline value of the bottleneck, finding
neighbors. Using the hardware specifications from Table 5.3 for the Intel Xeon E5-6132
v5 and the code for the naive approach, we can discern that the inner loop requires 100
bytes of memory access and 68 floating point operations (using Table 5.2 for the number
of cycles per operation). When increasing scaLE we increase the number of particles and
therefore the number of comparisons needed. The maximum bandwidth of the CPU is
B = 119G B/s We can calculate the FLOPS value of the CPU to be product of the number
of floating point accelerators it has, the number of cycles per floating point operation and
the base frequency of a single core. This gives us
Jlop
v =2x32[——]| x 2.6][GHz] = 166[GFLOPS)| (5.9)
cycles

However, because the number of comparisons increase both W and @ by the same factor,
it can therefore be factored out. This also implies that the Roofline analysis is independent
of scarr. Using the stated values of 8 and v with Equation 5.7 and 5.8 we can visualize the
Roofline model as seen in Figure 5.3. Here we see that the application is in the memory-
bound region of the model and therefore is memory-bound.
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Figure 5.3: The Roofline analysis of the WCSPH proxy application bottleneck for the V100 cluster.

5.2.2 Static Analysis

The significant components of this proxy application is the time it takes to compute the
physics and the time it takes to communicate with other nodes in order to send parti-
cles over subdomains. Because computation and communication have no overlap, we can
generalize the execution time of the proxy application using the fundamental equation of
modeling from Section 4.4 as shown in Equation 5.10.

rftotal = Tcommunicate + Tcompute (510)

Compute

According to Ragunathan and Valstad (2018), finding neighboring particles are the bot-
tleneck of the SPH proxy application. As such, we can divide the compute step into two
steps: finding neighbors and using the pairs found to propagate the physics simulation as
shown in Equation 5.11.

Tcompute = Tfind,neighbors + Tphysics + Ttransfer (51 1)

When offloading to the GPU, all particles in the subdomain must be transferred twice.
Once to the GPU before finding neighbors and once from the GPU after the particles have
been propagated another step in the physics simulation. This means that the cost of the
transfer for one iteration can be written as shown in Equation 5.12. The constant at the
end of the expression is the cost of transferring to the GPU and involves bandwidth and
size of the particle data object. When using the performance model for the CPU version,
the transfer-term, T}, qps fer, 18 st to zero.
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Ttransfer =2P x C (5.12)
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Figure 5.4: The relationship between number of particles and number of pairs found with regression
line of f(z) = 23.6x & 1966 and R? = 0.993.

In order to discuss the performance of the Tjpysics term as well as memory usage of
the proxy application, we have to be able to estimate how many pairs each particle will
have. This is because the physics kernels iterates over the number of pairs. Memory-wise,
the pairs are the most significant part of the memory because there will be more pairs than
particles. We have an upper bound of pairs per particle, but the upper bound is likely never
reached and will therefore not give a realistic image of the memory usage. Figure 5.4
shows a clear trend between number of particles and number of pairs so that we can use
the estimation of =222 —= 23.6. We call this estimate e, defined by Equation 5.13

. n_particles . . .
which we can use to estimate the number of pairs with Equation 5.14.

ep = 23.6 (5.13)

Npairs(P) =e€p X P (514)

Finding neighbors mainly consists of creating the pair list. However, if we offload
finding neighbors to the GPU, we have to account for the time it takes to transfer the
particles to the GPU, and similarly, if we use more sophisticated algorithms for finding
neighbors, we have to account for the time it takes to setup the algorithms. This can be
seen in Equation 5.15. T4, would be zero if a naive approach is used.
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Tfn - setup(P7 alg) + Tcreate,pairs (P7 a'lg) (515)

Equation 5.16 depends on the number of comparisons needed when comparing all
particles to all others. As mentioned in Section 4.1, this can be reduced as shown in
Equation 5.17. If we construct a P x P matrix for comparing all the particles to each
other, we only need to check the upper or lower triangular form of the matrix. All of the
models will therefore use Equation 5.17. The Cs term from both equations denotes the
throughput of the architecture that runs the comparisons.

Teompare (P, naive) = P2Cy (5.16)

PP-1)
2
Equation 5.18 shows the static analysis of the naive approach. The setup term is not
present in this analysis because the naive approach does not require any work upfront like
the cell-linked list needs.

Teompare (P, naive) =

Co (5.17)

Thaive = Tcompar(:'(Pa naive) (5.18)

Equation 5.19 shows the static analysis of the cell-linked list method. The equation
shows how the cell list method reduces execution time by the number of cells used. The
number of cells, however, cannot be smaller than the interaction radius, because we will
not be guaranteed the correct pair list which will result in an invalid fluid simulation. The
setup term is elaborated in Equation 5.20. The n_cells term represents the number of cells
and is equivalent of N.CELLS_ X x N.CELLS'Y.

Tcompare (Pa cell)

Tce - 5 Tse u P, Il 5.19
" n_cells Cs + Toerup (P, cell) (5.19)
Tsetup(Pa Cell) = Tsetup(Pa naive) + Tfill,cells (P) (520)

Ttiti cenns(P) = PCy (5.21)

The physics computation takes the pairs that were found and uses them to calculate
forces on the particles in order to step the simulation further. The components of the
physics computation can be seen in Equation 5.22. The components linearly iterates over
either the number of particles or the number of pairs. Table 5.1 shows what parts are bound
by particles and what parts are bound by pairs. In terms of performance modeling, all of
the terms would have a constant that is multiplied with the number the term is bound by.
The constant represents the number of operations and hardware specifications.

Tphysics = Tkernel + Tcont,density + Tcorrection + Tiint,force + Tewt,force (522)

To model the different CUDA kernels in this thesis, we have used the performance
model proposed by Kothapalli et al. (2009) as shown in Equation 5.23. In this equation,
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Part Bound by

Kernel Npairs
Cont_density Nopairs
Correction Npairs
Internal force Npgirs

External force | Npgrticies

Table 5.1: The components of the physics computation, seen in Equation 5.22, and what they are
bound by in terms of complexity.

Ny is the number of thread blocks per Streaming Multiprocessor (SM), N,, is the number
of warps per block, V; is the number of threads per warp, C; is the maximum number
of cycles it takes for any thread, N, is the number of CUDA cores per SM, D is the
depth of the core instruction pipeline and GPUjpy, is the clock rate of the GPU. A kernel
thread may be held back by either high computational intensity or high memory access
intensity. The scheduler will try to hide latencies due to overuse of one or the other.
By the best effect of the scheduler, the number of cycles of a thread can be expressed
as max(Neomp, Nmemory ), Where N is the number of cycles required by a thread of the
different types. Kothapalli et al. (2009) calls this the max model and further suggests that
if the effort of the scheduler does not match the max model, the sum model can be used
instead. The sum model is expressed by Neomp + Nmemory and is the model used in this
thesis.

1 1

Terne:N Nw N,
kernet = No X Ny X Ny ¢ Cp X s X

(5.23)

Because IV, is the number of thread blocks per streaming multiprocessor, we can cal-

culate NV, = (%1 From CUDA standards, the number of warps per block, N, is

32. From this we can calculate the number of warps per block to be N,, = [N”TN%“]
The number of threads per thread block used in this implementation is 512. This is to
balance out the number of memory accesses within the same thread block. The number
of thread blocks needed can then be calculated as Nyjochs = (5—72], where N is either
number of particles or number of pairs, depending on the kernel. The value for the depth
of the pipeline D used in this thesis is D = 4.

The number of cycles for both memory and computation needs to be derived from the
actual CUDA code. However, since different operations take different amount of cycles,
the operations need to be multiplied by the number of cycles needed to complete the op-
eration. The amount of cycles per operations used in this thesis can be found in Table 5.2.
Because the performance model does not take atomic operations into account, we simplify
them to be a global memory read/write.
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Global Memory R/W | 500

Shared Memory R/W 4

Floating point add/mul | 4

Integer add/mul 4

Floating point special | 32

Table 5.2: The number of cycles per operations for the GPUs used in the performance models in
this thesis.

Communicate

Communication done by MPI can be divided into two parts, migrating particles between
subdomains and exchanging particles in the border of two subdomains so that the subdo-
mains mirrors each other at the border. This can be seen in Equation 5.24. The migrate
term refers to the migration of particles from one subdomain to the next when it crosses the
border. The bexchange term refers to the border exchange of particles in the overlapping
areas around the borders between the subdomains. This model is the exact same for all of
the implementations.

Tcommunicata = Lmigrate + Tbe:rchange (524)

Equations 5.25 to 5.33 were proposed by Ragunathan and Valstad (2018) as a model
for communication using the Hockney model. There are two phases to the communication
taking place, communicating the number of particles that are about to be sent and sending
the particles. This can be seen in Equation 5.25 and 5.26. The term s is defined as 1 if
MPI_Sendrecv uses the same amount of execution time as MPI_ssend and 2 if not. The
setup terms are the time needed to prepare what particles should be migrated or exchanged
across the border. Using Equation 5.27, we can model the time being used by the setup
for border exchange shown in Equation 5.28 and Equation 5.29 for the setup of migration.
Although both equations only need one pass over the particles, thereby giving them the
same complexity, different operations are needed for each of them. Border exchange only
needs to send the particles in the border area while migration has to remove the particles
from its own list of particles before sending them. Therefore, the constant term is different
for the setup equations.

Tbea:change =sX (Tbezchange,count + Tbemchange,transfer) + Tbe:z:change,setup (525)

Tmigrate =sX (Tmigrate,count + Tmigrate,transfer) + Tmigrate,setup (526)

Workload y Noperations

5.27
Nyanks X Neores Frequency ( )

Tcpu,ezecute =
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r « Nope?“ations (528)

Tbea:chan e_setup —
e P Nranks X Ncores FT@quency

P o Noperatz'ons (5.29)

Tmi rate_setup —
g B b Nranks X Ncores FT@quency

Equations 5.30 to 5.33 show a Heterogeneous Hockney model approach to modeling
the communication. In these equations « is the latency, 3 is the bandwidth, N is the
number of ranks and 4B is the size of an MP1_10NG data type.

Tbexchange,count ~ m}?é(N a(rcmk, neighbor(rank)east)"_
ran

4B x m}zijB(rank, neighbor (rank)eqst)+

ranke (530)

k, neighb. k)wes
Tglll?é(Na(mn ,neighbor (rank)yest )+

4B x ml?xNB(Tanlaneighbor(rank)west)
ranke

Tbe:cchange,transfer X max oz(rank, neighbor (Tank)east ) +

rankeN
JInax Npytes,cast X  Dnax B(rank, neighbor (rank)cqst)+ 5an
max_«(rank, neighbor(rank)yest)+ ’
rankeN
 max Nigteswest X max f(rank, neighbor(rank)uwes:)
Tnigrate.count =~ max_a(rank, neighbor(rank)eqst)—+
rankeN
4B x max_f(rank,neighbor(rank)cqst)+
rankeN (5 32)
max «a(rank, neighbor (rank)yest)+
rankeN
4B x max_[(rank,neighbor(rank)yest)
rankeN
Tmigrate,transfer ~ max Oc(rcmk, neighbor(rank:)east)+
rank€N
N X k, neighb k
5 Nt 035, Moo ightoranbllt

k,neighb E)wes
Tgll];aé(Na(ran ,neighbor (rank)yest )+

max N, x max [(rank,neighbor(rank
rankeN bytes,west rankeN /8( B g ( )west)

From Ragunathan and Valstad (2018), we know that the latency of the application is
approximately constant and depends on the system. This is because the communication
pattern of only communicating with neighboring ranks does not increase with added ranks.
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The latency used in this thesis is @ = 2x 10~%ms. As shown in Table 5.3, the V100 cluster
has a Infiniband FDR switch. This has a bandwidth of 20G B/s which is the value used
for 3. However, to simulate the effect of communication slowing down when having more
ranks than 2, the bandwidth is divided by two as shown in Equation 5.34.

5 {2OGB/S if Nranks <=2 (5.34)

2DGB/s ifNranks > 2
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Figure 5.5: The number of exchanged particles for each rank in both directions. Each curve repre-
sents one direction and one rank, using 4 ranks and SCALE 1 to 4. Notice that the range of the y axis
change.

Figure 5.5 shows the number of particles exchanged in both directions for each rank.
Here we can see a clear trend of the number of particles converging to 100X scaLE except
for the first rank sending westward and the last rank sending eastward. The different curves
are not important, however the trend is. Therefore, we estimate the number of particles
exchanged in border exchange as shown in Equation 5.35.

b, = 100 x SCALE (5.35)
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5.3

Parameter Space

5.3.1 Architectures
V100 EPIC2
Nodes 5 19
Processor per node 2 2
Cores per processor 14 12
Processor type E5-6132 v5 E5-2650 v4
Processor Clock Frequency 2.60GHz 2.20GHz
GPU count per node 2 2
GPU type Nvidia Tesla V100 | Nvidia Tesla P100
GPU cuda cores 5120 3584
GPU SM count 80 56
GPU Clock Frequency 1.53 GHz 1126 MHz
GPU L2 Cache 6 MB 4 MB
GPU Bandwidth 900 GB/S 720 GB/S
GPU Memory 16 GB 16 GB
GPU Theoretical Performance 14 TFLOPS/s 9.3 TFLOPS/s
Primary Memory per node 764GB 64GB
Interconnect Infiniband - FDR | Infiniband - EDR

Table 5.3: The specification of the clusters used from IDUN. The topology of the clusters is shown
by Figure 5.6 and 5.7.

This thesis made use of the IDUN supercomputer at NTNU. IDUN has multiple queues
for different types of nodes. The two queues used by this thesis is EPIC2 and V100. Table
5.3 shows the specifications of these queues. Both EPIC2 and V100 are heterogeneous
clusters where each node contains two CPUs and two GPUs, EPIC2 having Xeon E5-2650
v4 server chip and two Nvidia Tesla P100 and V100 having Xeon E5-6132 v5 server chip
and two Nvidia Tesla V100. The server chips both contain two CPUs, with each CPU
having 12 or 14 cores. The CPUs are connected to their memory through Non-uniform
memory access (NUMA). The GPUs are connected to the server chip with PCI-Express
3.0. The topology for the V100 queue is shown in Figure 5.6 and the topology for the
EPIC2 queue can be found in Figure 5.7.

In order to achieve higher throughput, both CPUs have a SIMD unit of the type Ad-
vanced Vector Extensions (AVX). This allows the CPU to execute floating point operations
in a similar fashion to a GPU, that is, many of them in parallel. E5-2650 has two AVX2,
one per processor, and has a 256 bit wide instruction set, while ES-6132 has two AVX-512,
one per processor, which has a 512 bit wide instruction set. The AVX2 has the performance
of 16 single precision floating point operations per cycle while the AVX-512 has 32.
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Figure 5.6: Topology of IDUN’s V100. Consists of one 383GB and one 384GB NUMA node and
two packages of 14 cores with 19MB shared L3 cache, 1024KB L2 cache, 32KB L1 data cache, and
32KB L1 instruction cache.
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Figure 5.7: Topology of IDUN’s EPIC2. Consists of two 64GB NUMA nodes and two packages
of 12 cores with 30MB shared L3 cache, 256KB L2 cache, 32KB L1 data cache, and 32KB L1

instruction cache.

Although the theoretical performance of the GPUs is high, it is difficult achieving
close to theoretical performance. Problems that fit the execution model of SIMD will
reach performance levels closer to the theoretical limit. The WCSPH dam-break problem
does not lend itself well to the SIMD architecture and will therefore realistically only be
able to make use of half of the performance the GPUs have available. However, because of
the large differences in performance and throughput between GPUs and CPUs, even half
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will give the application a speedup with low efficiency.

5.3.2 Scale

The scale of the dam-break problem can be set by the compile-time variable scare. As
shown in Figure 3.3, scarE increases both the size of the dam as well as the size of the
problem, including number of particles. A linear increase in SCALE gives a quadratic in-
crease in particles. For the offloading to GPU to be useful, the computational time saved
by the speedup has to outweigh the cost of transferring data back and forth. This gives
us a lower bound of the range of usefulness: min < P, where P is the number of parti-
cles. The offloading also has a maximum size, either when the size of the data passes the
available memory on the GPU or when the CPU outperforms the GPU at said size of data.
This gives us a upper bound of the range of usefulness: P < max, and the total range
[min < P < max]. This range describes when it is beneficial to offload the problem to a
GPU as well as when the problem becomes either too small for the transfer cost of offload-
ing or too big to handle. Because of the nature of the proxy application, the application
is able to utilize multiple GPUs. Adding another node and/or GPU, shifts the number of
particles towards the min side of the range. It is possible to continue adding GPUs, this
however, faces the same problem as Patterson (2004) proposes where latency becomes the
limiting factor.

5.4 Experimental Design

The different methods were executed on different hardware at different values of scaLe
over 100 000 iterations in order to reach a near equilibrium state of the fluid. This was done
on very few particles as well as many particles in order to get close to the hardware memory
limit as possible. They were timed using the timing function MPI_wt ime to get wall time.
This is often a wrapper for clock_gettime Or gettimeofday which has a precision of
10ps, which means that all timing from the experiment has the same precision. Parts
relating to the significance of the life cycle, as shown in Figure 5.2, are timed in every
iteration. The timing is summed up for each part, giving the total amount of time spent
on a certain part of the proxy application. Each rank times its own execution. Because
the problem is divided into static parts, the workload is not equally divided among ranks,
especially at higher values of scaLe where the simulation needs more iterations to arrive
at the same state as lower values of scare. Therefore, some of the data is taken from the
average over the ranks, while some data uses the ranks timing directly. The purpose of
the experiments was to test the different terms of the proposed performance model in this
chapter, and then validate them.

Because migration happens less frequently and with fewer particles than the border
exchange, we can approximate communication to be Tiommunicate = Thorder_exchange-
Furthermore, because of a non-parallelized loop of the particles in the inherited code for
particle-migration, the execution time of migration would be higher than expected.
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Chapter

Experimental Results & Discussion

In this chapter we go through five categories of experiments, validation of the performance
models and then give recommendations based on the results. The experimental results are
presented in Section 6.1 and then discussed in Section 6.2. The purpose of the categories is
to examine the performance parameter space as well as terms of the performance models
and scalability of the application as a whole. If nothing else is stated, the data presented
is taken from a 100 000 iteration execution of the application. When figures have shown
similar results for both clusters, the figure for the V100 cluster has been chosen while the
others can be found in the appendix.

The first category, Computational vs Communicational Complexity, measures the
growth of computational intensity and communicational intensity and compares the differ-
ence between the two with varied parameters.

The second category, Finding Neighbors & Time Step, examines the relationship
between finding neighbors and the rest of the time step of the simulation.

The third category, Speedup & Efficiency, measures the Speedup and Efficiency of
the different approaches on different architectures to different baselines.

The fourth category, Problem Scaling, studies the implications of increasing problem
size and horizontal growth.

The fifth category, Utility range, explores the limits of the different approaches as well
as the benefit of offloading the problem to an accelerator.

6.1 Results

6.1.1 Computational vs Communicational Complexity

This section studies the complexity of the computation and the communication between
nodes. This is done by taking the difference of time spent on computation and the time
spent communicating for a given scale and number of ranks.
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Figure 6.1: The difference between time spent computing and time spent communicating using the
cell-linked list method on the V100 queue. Notice that the range of the y axis change.

The difference between the execution time for computation and communication can be
expressed by Equation 6.1 and can be seen in Figure 6.1. Here we can see that 2 ranks has
a high difference while 8 ranks has a low difference. This is because 2 ranks uses less time
on communication and more on computation, while 8 ranks uses more time on communi-
cation and less time on computation. Therefore, lower values of difference are generally
better. Both the GPU and the CPU version show a trend of computational execution time
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being higher than communicationial execution time, although with increasing amount of
ranks the difference declines. The CPU version can be seen to grow steadily from a low
value of scare and slowly even out, especially when more ranks are added. The GPU
version, however, can be seen to have a rapid growth at lower values of scaLre that evens
out before a slow steady growth can be seen.

chsc-diff = Tcompute - Tcommunicate (61)

6.1.2 Finding Neighbors & Time Step

This section studies the relationship of finding neighbors and the rest of the physics time
step. This is done with the computational time of the different approaches, architectures
and problem scales.

B Find neighbors B Find neighbors
I Physics W Physics

Percent (%)
Percent (%)

50000 100000 150000 50000 100000 150000
Particles Particles

(a) Using 2 ranks (b) Using 8 ranks

Figure 6.2: The percentage of time the components of time step uses when running the CPU version
on V100.

As shown by Ragunathan and Valstad (2018), Figure 6.2 shows that finding neighbors
with the cell-linked list method on CPU will take up about 80% of the time step each
iteration for most values of scare. Around 30 000 particles the percentage of neighbor-
finding drops to 50% steadily increasing from there until 115 000 particles. Figure 6.3
shows that the cell-linked list method on GPU will take up about 40% at the lowest. While
the cell-linked list CPU version had a fall in percentage around [30000 < P < 115000},
the GPU version has an increase around these values. Increasing the amount of ranks will
increase the percentage finding neighbors takes of the time step.
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Figure 6.3: The percentage of time the components of time step uses when running the GPU version
on V100.
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Figure 6.4: The percentage of time the execution of time step takes out of the whole execution with
cell-linked list on different architectures and ranks. Data from V100
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Because both finding neighbors and the physics computation are offloaded, comparing
them only serves to show how the relationship between the two parts have become after
being offloaded and not their non-offloaded counterparts. Figure 6.4 shows the compari-
son of the time used on time step and the time used on the rest of the execution. This lets
us compare the time step of the CPU version to the time step of the GPU version since the
rest of the execution is exactly the same. As the number of ranks increases, the percent-
age of time step for the CPU version is lowered. However, the GPU version has a lower
percentage no matter the number of ranks used in this experiment, showing that the bottle-
neck of the problem has been reduced. Using 2 ranks, the CPU version is at lowest around
80% and highest is close to 90%, while the GPU version is at lowest around 35% and at
most around 80%. The CPU version has an average around 82% while the GPU version
has a average around 57%. Adding more ranks shows a clear decline in percentage of the
CPU version going from 82% to 74% to 70% to 67% for the ranks 2, 4, 6 and 8 respec-
tively. However, adding more ranks for the GPU versions only show small fluctuations of
56% =+ 1.

6.1.3 Speedup & Efficiency

This section studies the Speedup and Efficiency of the different versions on different scales
and ranks. This is done by taking total execution time and using a naive execution of the
same scale and rank for baseline as comparison.

The Speedup of the different versions can be seen in Figure 6.5. The speedup of the
cell-linked list GPU version is significantly faster than the corresponding CPU version.
Both GPU versions can be seen either plateauing or starting to decrease its growth. While
the cell-linked list CPU version has a slower growth, it has not started evening out like
the other methods. The naive GPU version has a higher speedup than the cell-linked list
CPU version for lower values of scare. It also has a higher speedup than the cell-linked
list GPU version for very low values of scaLg, because of the overhead of setting up the
cell method. However, the naive GPU version starts plateauing earlier than the cell-linked
list CPU version and given sufficiently large value of scate, the CPU version will reach a
higher Speedup as can be seen when using 6 and 8 ranks. From Figure 6.5, we can see that
the general Speedup achieved declines when more ranks are added. The range of problem
sizes are kept the same, while the workload is divided over more nodes. This is more
beneficial to the naive method because the naive method grows faster than the cell method
and the cell method has a setup phase in addition.

The Efficiency of the different versions can be seen in Figure 6.6. Here we see that
although the Speedup of the GPU versions are high, the Efficiency is very low. The cell-
linked list version has slightly more Efficiency than the naive version. The CPU version
however, has better Efficiency and in turn, is able to utilize the hardware to a higher degree.
Although, the more ranks added, the less efficient the versions become. The cell-linked list
CPU version at P =115 921 has the Efficiency of £ ~ 0.26 using 2 ranks, E ~ 0.07 using
4 ranks, F ~ 0.04 using 6 ranks and £ ~ 0.02 using 8 ranks. The same trend happens
with adding ranks to the GPU versions as well, although harder to see on the graph.

Figure 6.7 shows the Speedup of the cell-linked list GPU version using the correspond-
ing CPU version as a baseline using the same amount of ranks. No matter the number
of ranks, both the V100 and P100 GPU versions achieve around S = 10 at their peak.
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Figure 6.5: Speedup from a parallel naive CPU baseline of the SPH dam-break problem on the
V100 queue. Notice that the range of the y axis change.

However, with increasing scare the Speedup declines. The executions with fewer ranks
decline faster than the executions with more ranks, but can also be seen to slow the decline
of Speedup after the initial decline. This indicates that the speedup will slowly converge,
given enough ranks.
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Figure 6.6: Efficiency from a parallel naive CPU baseline of the SPH dam-break problem on the
V100 queue. Notice that the range of the y axis change.
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6.1.4 Problem Scaling

In this section we study how the workload is distributed among the ranks according to
number of ranks and scaie as well as what implications it has for workload when ranks
are added and scarr is increased.

Because of how the workload divides the domain, the fluid of the dam-break will
traverse the ranks from west to east. This means that the east most ranks will be idle
while the west most ranks are not idle. The larger the scale, the longer the fluid takes to
traverse the subdomains which increases execution time. Increasing scale also increases
the number of iterations needed in order to achieve the goal state of near equilibrium.
If the number of iterations are low, there might be ranks that never do any computation.
Given enough iterations, the workload will approach an even split as the fluid reaches an
equilibrium of motion. Figure 6.8 shows how the execution time accumulated by ranks
will get closer to complete balance as the number of iterations increase. However, because
this application uses the Masteronly approach to communication, the ranks with less actual
work have to wait for the other ranks to finish their computation.
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Figure 6.8: Workload balance at 1k, 5k, 15k, 30k, 60k, 120k iterations over 4 ranks with SCALE 1
to 4. Data from V100, CUDA with cell-linked list.
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While Figure 6.8 shows the balance over iterations, Figure 6.9 shows the percentage of
distribution of particles among ranks at different iterations. It is possible to see the wave
motion in the distribution of particles. The larger the scale, the more iterations the wave
needs to reach equilibrium, the less balanced the workload becomes. The higher the scale,
the slower the iterations become, making the time to reach equilibrium even longer and
the time the west-most ranks spend idle even longer.
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Figure 6.9: Distribution of particles per rank at 1k, 5k, 15k, 30k, 60k, 120k iterations over 4 ranks
with scaLE 1 to 4. Data from V100, CUDA with cell-linked list.

6.1.5 Utility range

In this section we study the [min < P < maz] range of the proxy application and how it
varies for different aspects of the parameter space.

The minimum side of the range depends on the time it takes to transfer the necessary
data to the GPU and back, which in turn depends on the scale of the problem. The benefit
from offloading to GPU can be expressed by Equation 6.2 where B will be positive if it is
beneficial using a GPU and negative if it is not beneficial. Figure 6.10 shows a comparison
of the different approaches on both CPU and GPU. The benefit B from Equation 6.2 is set
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to be the cell-linked list versions on both CPU and GPU. Here we see that the overhead of
transferring the particles to the GPU is diminished by the throughput available on the GPU.
This can be seen as the benefit is never negative and has the same trend as the cell-linked
list version of the CPU.

B = TCPU,compute - TGPU,compute (62)
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Figure 6.10: Comparisons of algorithm runtimes of CPU and GPU. B is Equation 6.2 with the cell-
linked list versions of both systems. The vertical lines are the intersection of naive GPU & cell-list
GPU and naive GPU & cell-list CPU respectively. Data from V100. Notice that the range of the y
axis change.

Figure 6.10 shows that the naive GPU version is faster than the cell-linked list GPU
version. Using 2 ranks, the naive version overtakes the runtime of the cell-linked list
version just before P ~8 500. As the number of ranks are increased, the point where the
versions cross is offset. Using 8 ranks, the naive version becomes slower at P ~34 000.
Based on this result, we can see that the naive GPU version would be beneficial to use over
the cell-linked list CPU version which is shown in Figure 6.11.

Figure 6.11 shows that using 4 ranks or less, the naive GPU version still has a ben-
efit over the cell-linked list CPU version. However, while both versions have the same
asymptotical complexity, that is O(P?), the CPU version starts at a higher execution time
because of the lower throughput of the CPU, but the GPU version has a higher constant
to its growth and will therefore outgrow the CPU version. This can be seen as the benefit
starts trending towards a negative value, without reaching it. This means that using the
naive GPU version is beneficial for problem size P < 175000. Using 8 ranks however,
diminishes the benefit of the naive GPU version. The benefit starts declining at a lower
problem size and stops being beneficial around P ~154 000.

The maximum side of the range depends on the hardware specific limitations of the
architecture and the memory consumption of the algorithms. For both Tesla V100 and
P100, the maximum memory size is 16G B. This part assumes that each rank of the pro-
gram runs on one GPU each. If one GPU is used by more than one rank, the maximum
number is divided by the number of ranks sharing that GPU. This is shown in Equation
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Figure 6.11: Comparisons of algorithm runtimes of CPU and GPU. B is Equation 6.2 with the naive
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6.3, where the GPU memory capacity is divided by the number of ranks using it. We also
assume 64-bit variables, except for floating points, which is 32-bit. Figure 6.12 shows the
maximum amount of particles the different method can have in relation to the number of
ranks as well as how ranks influence the memory used.

Memory_Size = % (6.3)
Nranks

The naive methods uses the least amount of memory, not using any extra memory for

structuring comparisons. Equation 6.4 shows the memory usage of the naive method in

bytes. Sparticle is the data structure of the particles and Sy, is the data structure of

the pairs. The proxy application used in this thesis had sizeof(Sparticte) = 104 and

sizeof(Spair) = 40. Using this, the maximum number of particles for the naive method
is at most P =1 321 877.

Naivemem = P x sizeof(Sparticie) + 300P X sizeof(Spair) (6.4)

The cell method depends on the cell structure to create pairs. This is in addition to
the memory used by the naive method. Equation 6.5 shows the memory usage of the cell
method. The structure consists of a set number of cells for the size of the dam as well
as an upper bound for the maximum number of particles a cell can contain, shown as
Neetts X Np_per_cenr- It is necessary to track how many particles are in each cell which is
done by a simple list that is the same length as the number of cells, hence the additional
Neeyrs- The number of cells depends on the size of the subdomain and the size of the dam.
The dam is equally divided between the subdomains. All of these rely on the initial values,
shown in Figure 3.3 which all scale with scare except . Using these values, we can
calculate the number of cells given a scare and the number of ranks. For each additional
rank, the extra memory usage of the cell method decreases because of the decreasing
size of the subdomain. The more ranks, the closer it will come to the naive method.
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Figure 6.12: Scaling of memory usage by cell method and naive method on GPU.

However, the subdomains cannot be smaller than the interaction radius because otherwise
the simulation will not work. Using linear regression, with R? ~ 1 to 8 decimal places,
we can make the estimate of Equation 6.6, which yields the maximum number of particles
for the cell method is P ~1 300 700 for one rank. Figure 6.12 shows how adding extra
ranks increases the number of particles closer to the same maximum amount as the naive,
however the increase declines for each added rank.

Cellpmem = Naitvemem+Neeirs X Np_per_cett X sizeo f (int)+Neeys X sizeof (int) (6.5)

Memory_Size — 315541.69
12300.82

Using the upper bound of 300 pairs per particle establishes the upper bound of memory
usage of the naive and cell-linked list methods. However, this does not give a realistic view
of memory usage or take into account that the upper bound could be lowered. Changing
the upper bound to the estimate e, = 23.6 in Equation 6.4 gives us the estimate of mem-
ory usage by the naive method. Using this, the maximum number of particles for the naive
method is P ~15 267 175, which is 13 966 475 more than the upper bound of memory
usage. Similarly, using the estimate for the cell-linked method we can formulate Equa-

J (6.6)

MaTeey = |
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tion 6.7. From this equation, we find that the estimated maximum number of particles is
P ~12 855 505, which is 11 554 805 more than the upper bound.

Memory_Size — 1323129.29
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Figure 6.13: The relationship between two rank’s particles and pairs during a given iteration for
different scales. The red and blue lines are the first rank’s pairs and particles. The green and black
lines are the second rank’s pairs and particles. The grey line is the estimate. Notice that the range of
the y axis change.

Figure 6.13 shows how the number of particles and pairs follow the same kind of pat-
tern. The particle count includes all particles, ghost and mirror particles as well, because
they can also be part of a pair. Att = 0 the particles are all spaced out, not interacting.
This causes the sudden rise in pairs that can be seen following rank 1. The fluid flows
towards the right wall, causing the fluid to be spread thinner and fewer pairs to be created.
The peak of pairs at the end of scare=1 marks the wave hitting the right wall and shift-
ing back towards the left. Hitting a wall will create extra particles because a considerable
amount of fluid is gathered at one point as well as ghost particles being created for all the
particles that are at the boundary of the floor and wall.
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Following the rank 2 lines shown in Figure 6.13, we can observe that as the fluid is

flowing towards the right wall, it has less pairs because there are fewer particles there.
When the wave crashes into the wall, particles are gathering at that point before some of
them are launched into the air. This can be seen in the decrease in pairs until they land.
The landing causes another launch of particles before the violent flow settles down. All of
these patterns can be seen in all the scales.
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Figure 6.14: The error of e, = 23.6P, as shown in Equation 6.8. Notice that the range of the y axis
change.

Violent flow in the fluid causes fluctuations in the number of pairs. Equation 6.8 shows

how we can model the error of ¢, = 23.6P, for a given iteration ¢ and rank r, and is
shown in Figure 6.14. The Figure shows how the error tend towards zero as the number

of
is

iterations increases. With more iterations, the more stable the fluid becomes, until it
motionless. However, with increasing scale, it takes more iterations to advance the

simulation to the same point, as seen in Figure 6.13. Because of this, increasing scale
while iterations remain the same makes the estimate less precise. However, the violent
motion of the fluid has more influence on the error of the estimates. At the point where the
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fluid is motionless given a scale and iteration, the estimate will be the most precise.

€i,r = 23.6P — Ni,'r (68)

6.2 Discussion

6.2.1 Computational vs Communicational Complexity

The computational complexity of finding neighbors is known to be O(P?). The rest of
the physics computation where the pairs discovered are used all have linear complexity
and therefore the complexity of the whole time step is O(P?) as well. However, from
Figure 6.1 we see that the difference is decreasing with increased number of ranks. This
is because for the ranks and scales shown, the computational amount is larger than the
communicational. Adding more ranks does increase computational throughput, however it
also lowers the bandwidth of the communication because it is being shared by all the ranks.
This horizontal scaling can be viewed as a large computer with decreasing bandwidth of
the bus. From this we know that at some point, adding more ranks will not be useful
because the computational amount will be smaller than the communication amount.
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Figure 6.15: The maximum amount of ranks for values of sCALE from 1 to 100.

Because the subdomain size has to be larger than the interaction radius of the particles
in order for the simulation to work, we can work out the maximum number of ranks possi-
ble for a given scale, shown in Equation 6.9. This equation gives us the first whole number
of ranks where the subdomain is bigger than the interaction radius of the particles. Figure
6.15 shows the relationship of possible ranks and number of particles. Here we see that
there is a sharp increase at the early stages while slowly declining in growth as the number
of particles increases. Using the maximum rank numbers and the performance models, we
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can predict the difference between computational and communicational amount as seen in
Figure 6.16. Here we see that although the computational amount is higher than the max-
imum communication amount at lower scales, the communication amount grows faster
than the computational. This is because by adding ranks we increase the communicational
amount while decreasing computational. By this prediction, using the cell list GPU ver-
sion, the difference will be zero around scare~ 18.8 with 1510 ranks and keep declining
with increasing values of scaLE.
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Figure 6.16: Prediction of difference between execution time of communication and computation
for cell-linked list GPU version with maximum amount of ranks for each value of sCALE from 1.0
to 5.0 for the V100 cluster.

As shown by Figure 6.16, using the maximum number of ranks will make the commu-
nicational amount surpass the computational. However, this only shows the relationship
between the two main components of the proxy application. To find the best amount of
ranks in the range of [1, Nyaz_rank], Wwe need to find the minimal execution time. Using
Equation 6.10 we can find the optimal number of ranks to use in terms of execution time
of the whole proxy application. Using this, we find that “best” is one rank under the max-
imum amount of ranks, which means that although the communicational amount becomes
greater than computational the overall performance of the application still increases. The
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reason that the best is Ny, 4z ranks — 1 is that the performance model has an incremen-
tal and not continuous growth because of how it models the distribution of thread blocks
over streaming multiprocessors. The trend of the prediction continues for values of scaLe
above 5 as well according to the model.

Ttotal(ranks) = Teommunicate (Tanks) + Tcompute (ranks)

, (6.10)
Ttotal_best = mln(Ttotal(l)a Ttotal(Q)a ey Ttotal(Nmaw.rank))
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Figure 6.17: The error of b, = 100 x SC ALE, as shown in Equation 6.11. Each curve represents
one direction and one rank, using 4 ranks and SCALE 1 to 4. Notice that the range of the y axis
change.

The prediction of communication relies on the performance model of communication
which in turn relies on our estimate that the number of particles exchanged in the border
exchange is constant and can be expressed as b, = 100xscate. The size of the overlap
region between the subdomains is highly dependant on the scare value. However, due to
the particles being in the west-most ranks at ¢ = 0, there are no particles being exchanged
between the rank that has no particles. There are also no particles being exchanged west-
ward by the west-most rank and eastward by the east-most rank. Similar to the error of the
estimate of pairs per particles, we can model the error as shown in Equation 6.11. Here the
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subscript ¢ refers to the iterations of the problem, d refers to the direction of the exchange
(west or east), r refers to the specific rank, and N refers to the actual amounts of particles
exchanged.

bei r.q =100 x SCALE — N, ;4 (6.11)

Similar to the estimate of e,,, we see that the error is generally at its largest in the first
thousand iterations, as shown by Figure 6.17. However, increasing the value of scaLE
increases the fluctuations in the number of particles being exchanged. This is due to the
progression of the dam-break problem requiring a greater number of iterations to reach the
same state at higher values of scare. For all values of scaLk, be trends towards zero as
the fluid reaches a state of equilibrium. In Figure 6.17 we also observe that the west-most
rank sending westward and east-most rank sending eastward will always have an error of
100x scate due to the fact that particles are not being exchanged. Because some ranks
and directions have a negative value of be while other ranks have a positive value for the
same number of iterations, the sum of errors from be evens out. Disregarding the ranks
and directions that cannot exchange particles and using 200 000 iterations, the sum of be is
-17 384 for scare=1, 50 266 for scare=2, 146 350 for scare=3 and 225 513 for scaLe=4.
This indicates that the estimate will model too few particles if the number of iterations are
high and the value of scaLE is low.

Using Equation 6.11 we can find the percentage of error of the estimate b, by divid-
ing be by the actual number of particles being exchanged for a given rank, iteration and
direction. This is shown by Equation 6.12 and visualized in Figure 6.18. Here we see that
the error of the outer ranks are around 10 000% and only growing with increased scale.
We also observe that the eastward exchange of rank 1 and 2 as well as the westward ex-
change of rank 2 and 3 has a high percentage of error as well. This is because there are
no particles in these ranks at this state of the problem. With increasing iterations, the error
of the estimates decline quickly among these ranks with these directions. The number of
iterations needed however, increases with the value of scaLE.

beiar | 100 x SCALE — Ny g, |

6.12
Ni,d,r Ni,d,r ( )

Using the mathematical clamp function on Equation 6.12 to ensure that the value will
be 100% or below gives us a clearer picture of the development of the error percentage with
increasing iterations, shown in Figure 6.19. Here we see that at scaLe=1, the percentage
of error trends towards a value approximately equal to 10% with spikes at 80%, 50% and
40%. Increasing values of scark have similar spikes with an offset in iterations with the
same rank and directions. Therefore, to achieve the same error rate at a higher value of
ScALE, more iterations are needed. At 200 000 iterations with scarLe=1, all of the ranks
and directions are around or below 10%. Because the number of particles exchanged in
border exchange is relatively low, the impact of an error rate of 80% is a difference of 80
particles at scarLe=1, 160 particles at scare=2, 240 particles at SCALE=2, et cetera. Given
that the complexity of communication is linear this difference of particles has little impact
on the prediction of communication.

In order to devise a better estimate of the number of particles exchanged in the border
exchange, it would be necessary to take into account the flow of the fluid at a given iteration
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Figure 6.18: The percentage of the difference between the estimated number of particles being
border exchanged and the actual number of particles using a logarithmic y-axis scale. Each curve
represents one direction and one rank, using 4 ranks and scaLE 1 to 4. Notice that the range of the
y axis change.

and the size of the region that overlaps the subdomain borders. However, in order to have
the most precise picture of the flow of the fluid, we would need to run the simulation
and extract empirical data. This defeats the purpose of using the performance models
as a means to predict the execution on a given system. A better approach would be to
approximate the flow of the fluid for a given number of ranks, iterations and SCALE.
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Figure 6.19: The percentage of the difference between the estimated number of particles being
border exchanged and the actual number of particles, clamped at 100%. Each curve represents one
direction and one rank, using 4 ranks and sCALE 1 to 4.

6.2.2 Finding neighbors & Time Step

The complexity of finding neighbors and the rest of the time step depends on the number
of particles and the number of pairs. Finding neighbors depends only on the number of
particles while the processing of the particles and the pairs in the rest of the time step
depends on both number of particles and number of pairs. The number of pairs depends
on the number of particles, but also configuration of the fluid. In different stages of the
dam-break problem, the particles may be bunched up while crashing against the wall or
having space around it while being in the air. This will affect the number of pairs and
therefore the processing of pairs. However, the particle-pair relationship is close to linear
which makes the complexity of the neighbor finding asymptotically higher than the rest
of the physics step. This is why we expect to see an increase in the percentage while
increasing SCALE.

Offloading only the neighbor-finding will reduce the bottleneck percent of the appli-
cation more than offloading the whole time step. However, offloading the whole time step
will further increase overall performance and might keep the bottleneck at the same level
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of importance. From our results we observe that the bottleneck is only slightly reduced,
but the overall performance greatly increased. Figure 6.20 shows the percentage of the
components of computation when only finding neighbors are offloaded to the GPU. From
this, we can see how we can expect the growth and impact of finding neighbors will be-
come when scatLk is increased. The cell-linked list approach can be seen to have leveled
off the growth for our interval of scaLe. However, the similar growth to the naive method
will occur when scark is sufficiently high. Given that this interval is already nearing the
limits of our GPU hardware, the bottleneck of finding neighbors have been greatly reduced
by offloading.

= Rest of timestep = Find Neighbors = Rest of timestep ® Find Neighbors
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Figure 6.20: The percentage find neighbors make up of the time step with different methods when
only finding neighbors is offloaded on Tesla V100.

Because this application is memory-bound in terms of the Roofline model, these re-
sults reflect how well the architecture and specific machines handle memory-bound ap-
plications. Although the GPUs have multiple times the theoretical peak performance of
FLOPs of the CPUs, what makes the GPU more suited for this problem is the speed of
the memory. While the Tesla V100 has a bandwidth of 900 GB/s, the Xeon E5-6132 v5
only has the bandwidth of about 120 GB/s in comparison. Tesla P100 has a similar high
bandwidth of 720 GB/s. The theoretical peak bandwidth of 900 GB/s is hard to achieve
in practice. For instance, the application would have to be able to use coalesced memory
access. While this implementation does not give the opportunity of coalesced memory
access, using only 20% of the speed as an example would give it a bandwidth of 180
GB/s and therefore still be faster than the bandwidth of the CPU. In addition, one of the
largest portions of the memory used by the application is the particle pairs. Because the
pairs are created, used and freed on the GPU, this means that the pairs does not have to be
transferred over the slower bus of the node it is connected to.

6.2.3 Speedup & Efficiency

From both Figure 6.5 and 6.7, the cell-linked list GPU version can be seen to have a high
Speedup over the naive baseline and the cell-linked list CPU version. However, the growth
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of the Speedup can be seen to start waning, while the corresponding CPU version does not.
The fewer the ranks, the faster it starts to wane. This suggests that there is a point where
the CPU version will catch up to the GPU version, given a sufficiently high value of scaLk.
However, there are four things to consider:

o If the Speedup will ever converge at S = 1 or if it will converge at another higher
value of Speedup.

e The maximum amount of particles that a GPU can hold and if that point is within
that range without adding more ranks.

o If the increase of number of ranks offsets the waning of the Speedup too much for
the CPU to catch up.

e When scaling horizontally the limiting factor always becomes communication. Here
the GPU has the benefit of needing less ranks to achieve better performance so
that the inevitability of communication as the limiting factor might be offset by the
throughput.

Figure 6.6 shows that the Efficiency of the GPU versions are very close to zero. This
shows that we are not using the full potential of the GPU. The throughput of GPUs mainly
come from two components, the fast bandwidth and highly parallel computation. As men-
tioned in Section 6.2.2, the memory bandwidth of GPUs benefit this problem because it
is memory-bound according to the Roofline model, even if it does not fully utilize the
bandwidth. The core of finding neighbors is discerning whether or not two particles are a
pair. This requires a conditional statement which causes branching. As explained in Sec-
tion 4.3.3, because SIMD architecture requires a single instruction, branching causes the
threads to be serialized. This slows down the execution because it cannot run all threads
in parallel at once. The launch parameters of a CUDA kernel will also affect how many
cores that is used. If the problem size is too small to be divided over the maximum amount
of thread blocks, all of the cores cannot be utilized.

6.2.4 Problem Scaling

Because of the way the workload is split, when increasing scaie, adding more ranks will
increase the overall performance of the application. However, doing so will increase the
number of idle ranks. Increasing the problem scale also increases the number of iterations
needed for the fluid to reach the next rank. According to the results at scare=4 with 4
ranks it takes up to about 15k iterations before all ranks are utilized. With this in mind,
there is a balance to be struck between number of idle ranks and the performance of the
early stages of the execution in order to have enough ranks to accelerate the early stages
so that the east-most ranks are not idle for long. However, this is mainly a problem when
the configuration of the fluid is in the dam-break setup and the rank-workload sharing is
done in a static manner, such as in this thesis. With the dam-break problem specifically
in mind, the distribution of ranks can be optimized better. An example of this would be
to have more ranks at each end of the ’tank™ containing the fluid. Although this would
not be needed if some kind of dynamic workload sharing were to be used. Depending
on implementation, this might make the initial configuration of the fluid irrelevant. This
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would however be much harder to implement and increase the communication between
the ranks.

6.2.5 Utility range

The results show that the min value for the utility range of the cell-linked list version is
zero, because offloading is faster no matter the values of scare or rank for the hardware
used in this thesis. The same is true for the naive version. However, the naive version
has a max value not connected to memory usage, because the scaling of this method is
worse than the cell-linked list versions. For the V100 nodes, using Intel Xeon E5-6132
v5 and Tesla V100, we have come to understand that the max value for the naive method
is max =160 000 while using 8 ranks. The less ranks used, the higher the value of max
becomes and similarly the more ranks being used, the less the value of maz becomes.
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Figure 6.21: The percentage of the difference between the estimated number of pairs and the actual
number of pairs using a logarithmic y-axis scale. Notice that the range of the y axis change.

The estimate of the number of pairs for a given amount of particles is essential to
the implementation of this problem as well as the max part of the utility range. If the
amount of iterations and the scarLe does not allow the simulation to run for long enough,
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the estimate might come with a large error margin. Figure 6.14 shows that ending the
simulation after 5000 steps, the error margin has been as much as 7.5k for scare=1, 10k
for scare=2, 50k for scare=3 and 100k for scare=4. From this pattern of increase, we
can see that the maximum absolute error increases by a magnitude for each doubling of
the scare. This implies that it is even more important on higher values of ScarE to run
sufficient amount of iterations.
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Figure 6.22: The percentage of the difference between the estimated number of pairs and the actual
number of pairs, clamped at 15%.

A more precise estimate will have to take into account the motion of the fluid, the scare
and the current iteration. Figure 6.21 shows how many percent difference of the estimate
and the number of pairs make up of the total number of pairs, formulated by Equation 6.13.
The figure shows that the percentage of error is approximately 0% at all times, except for
a large spike of error somewhere between the Oth and the 5000th iteration, peaking at
somewhere between 2500 — 5000%. The spike only occurs in rank 2 and is caused by the
large error in the estimate when the number of particles are few. This happens when the
particles start migrating from rank 1 to rank 2. The first couple of particles have high speed
because of the dam breaking and are spread out. This means that there are particles, but
no pairs. When the first particles form a pair, the error is high for around 50 iterations for
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scate=1. An example would be 10 particles have migrated and the last two form a pair:
P =10, Npgir =1 = €= 23.6+10 — 1 = 235 which would give the error percentage
of 23500%. The duration of the spike declines as the scaLE rises because more particles
are migrating the border at the same time and form pairs more quickly. This can be seen
in Figure 6.22. The more particles migrating, the more correct the estimate becomes.

ei,r . | 236P— Ni,r |
Ni,r B Ni,r

6.13)

Figure 6.22 shows the same percentage of error as Figure 6.21, only clamped at 15%.
We observe the effect of violent flow in the fluid causing greater error. At¢ = 0, the
error in rank 1 is at its highest. This is because the particles are arranged in a grid and not
interacting with each other. After the fluid is allowed to move, the error decreases.

As the scaire increases, the error decreases and becomes more stable as shown in
Figure 6.22. The violent flow does not cause as big increases in error as at lower values of
scaLe. At scaLe=l, the highest error lies around 10%, scare=2 lies around 7%, scaLe=3
lies around 4% and scare=4 lies just below 4%. With this trend, when scaLr grows, the
percentage of error approaches 2 — 3%. This implies that using the estimate at higher
scales will give more accurate estimates than at lower scales.

6.3 Validation

This section will validate the different parts of the performance model, split into Compu-
tation and Communication. Tables 6.1 and 6.2 summarize the models for computation
and communication respectively and refers to the figures corresponding to the models.

6.3.1 Computation

Part Model | Fig
Computation Ttindneighbors + Lphysics + Teransfer |
Find Neighbors Toctup(P,alg) + Tercate pairs(P, alg) | 623
Physics Thernel + Teont_density + Teorr + Tint_force + Text_force ‘ 6.24
Transfer 2P x C4 ‘ 6.25

Table 6.1: The performance models of computation which the experiments measure.

Finding Neighbors

Figure 6.23 shows the execution time of finding neighbors of the experimental data from
the V100 cluster and the predicted execution time from the performance model. Here we
see that the prediction follows the same pattern of growth as the experimental data, with a
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sharp increase that then evens out before steadily increasing, depending on rank. While it
seems many of the predicted executions have evened out completely, this is because when
calculating the IV, term of the CUDA performance model, we round the answers up to
nearest whole number because the streaming multiprocessors cannot execute non-whole
thread blocks when we request more thread blocks than streaming multiprocessors. In
reality, this one overflowing thread block would be scheduled to the streaming multipro-
cessor that finishes first. The prediction of an execution with 2 ranks have an increase at
the same number of particles, around P =65 000, shown in Figure 6.23 as the vertical
line.

400 400
—— 2 ranks —— 2ranks P

4 ranks 4 ranks P
3001 —— 6 ranks 3001 —— 6 ranksP
—— 8ranks —— 8ranks P

200

100 /{4/

0 50000 100000 150000 0 50000 100000 150000
Particles Particles

100

Execution time (seconds)
>
o

Execution time (seconds)

(a) Data from V100. (b) Prediction for V100.

Figure 6.23: Execution time of finding neighbors of the cell-linked list GPU version. The vertical
line shows an increase in execution time in both data and prediction for 2 ranks.
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Figure 6.24: Execution time of physics computation of the GPU version.

Figure 6.24 shows the execution time of the experimental data from the V100 cluster
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and the predicted execution time from the performance model. Here we can see that the
prediction follows the data very closely except for when there are 2 and 4 ranks. The
prediction for the ranks are also in the right order of each other. However, the growth of
the prediction is similar to the growth of the data up until a certain number of particles.
Because the underlying components of the data and prediction are linear in complexity,
we attribute this kind of quadratic growth to oversaturation of the GPU. This also explains
why the execution with 4 ranks deviates from the linear growth at a higher number of
particles, because workload sharing between the ranks offsets the oversaturation. This
oversaturation is not accounted for in the performance models, which is why this effect
does not appear in the predicted execution time. This also shows the importance of adding
enough ranks, so that the GPU is not oversaturated when executing the application. The
prediction relies on the pair estimate of e, = 23.6 which is also a source of error.

Transfer
Ttransfer =2P x C; (6.14)

Figure 6.25 shows the time spent transferring particles from main memory to GPU and
back of the experimental data from the V100 cluster and the predicted time from the per-
formance model. The bottleneck of the data transfer is the PCI-Express that connects the
GPUs to the board. Both GPUs have PCI-E 3.0 and support a maximum of 16 lanes. This
means that it has a theoretical throughput of 15.8GB/s. Using this we can calculate our

constants to be: )
_ sizeof(Sparticie) | B] 104

' transfer_rate[B/s] T 18x109”

However, there are two major factors to the difference in transfer model prediction and

(6.15)
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Figure 6.25: Time spent transferring particles from main memory to GPU and back.

experimental data. The first major factor is that there is an error of the distribution of parti-
cles because the data is gathered over many iterations and the model assumes the particles
are evenly distributed among the ranks. This however, will diminish as the number of
iterations increase. The other major factor is the transfer rate of PCI-E 3.0 with 16 lanes
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is a theoretical throughput and is difficult to achieve in an experimental setting. This is
why the prediction does not use the theoretical transfer rate, but a measured transfer rate
of 3.5GB/s. This value was measured by transferring large amounts of data to the GPU
and dividing the amount by the execution time of the transfer. The reason why the mea-
sured value is much lower than the theoretical throughput is due to the fact that the two
ranks executing on the same node operate on the same bus and therefore have to share the
bandwidth of that bus.

6.3.2 Communication

Part Model

Communication Tm'Lgrate + Tbemchange

Border EXChange s X (Tbewchange,count + Tbexchange,transfer) + Tbexchange,setup

Mlgrate s X (Tmigrate,count + Tmigrate,transfer) + Tmigrate,setup

Table 6.2: The performance models of communication which the experiments measure. Prediction
of communication can be seen in Figure 6.26.

N
N
N
N

204 — 2 ranks 20 — 2 ranks P
518 4 ranks 518 4 ranks P
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(a) Data from V100. (b) Prediction for V100.

Figure 6.26: Execution time of communication.

Figure 6.26 shows the recorded data from the experiments and the predicted execution
time for the communication of the proxy application. Here we can see in both data and
prediction that running on 2 ranks will reduce the execution time. This is because there
are only two nodes that are communicating with each other. Therefore, the nodes only
have one other rank to communicate with, approximately halving the communicational
amount. Because a node only communicates with its neighbors, this has no further effect
when adding ranks above 2 ranks. Adding more ranks does however lower the setup
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term because each rank will have fewer particles to prepare for sending as well as smaller
number of particles to send. This is why the prediction predicts a gap between the ranks
above 2 with the most ranks being the fastest and the fewest ranks being the slowest. This
effect can also be seen from the data, although the gap is smaller. The prediction tells us
that with high values of scatrk, the gap will grow bigger for the data as well.

6.4 Recommendations

Based on these results we can make the following recommendations. In general, the cell-
linked list method should be used regardless of scaLE or number of ranks, except when
the particles are few enough that the naive method outperforms the cell-linked list method
on GPU. However, using the naive CPU approach is not recommended. Generally, of-
floading the problem to the GPU will perform better than running it on the CPU and the
characteristics of scaling seems to show this trend as long as the combination of scaLE
and ranks are within the maz memory usage of the GPU’s available memory. To see if a
specific GPU’s memory is within that maximum, Equation 6.6 should be used to calculate
maximum number of particles for that GPU. Should the desired amount of particles be
higher than the maximum, the problem can be divided over more GPUs, which might put
the number of particles per subdomain below the maximum. The more ranks being used,
the more likely the Equation 6.7 is to be correct and more particles can be processed by
the GPUs.

Because this problem scales well horizontally, adding more ranks will improve the
performance and is important when increasing the problem scale. However, because HPC
nodes are usually a shared resource, there is a balance to be struck between values of scALE
and number of ranks such that the east-most ranks does not stay idle too long and that there
are enough ranks so that the fluid is allowed to propagate quickly to the other ranks from
the start of the dam-break problem. Adding more ranks will however, decrease Efficiency
for both CPU and GPU versions.

There are two factors to consider regarding the choice of hardware, speed versus ex-
pense. While the GPU version is able to achieve a Speedup of 10 over the CPU version at
most, the cost of GPUs are generally much higher than the cost of CPUs. Therefore, we
can reduce the choice to a matter of fast, but expensive or economical, but slow.
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Chapter

Conclusion & Future Work

7.1 Conclusion

In this thesis, we have implemented a GPGPU version of the proxy application built on
WCSPH for the dam-break problem. Using these implementations we have created per-
formance models to predict the performance as well as a utility range for use of the CUDA
GPGPU version.

We find that the utility range, [min < P < max], has a min term of zero. Therefore
offloading finding neighbors and the physics computation to the GPU is always beneficial
for the hardware used in this thesis. If the number of simulated particles is small enough,
using a brute-force approach to finding neighbors can be faster than the more advanced
methods.

We predicted that using the maximum number of ranks according to the problem size
with the GPU version will cause the communicational amount to outgrow the computa-
tional amount. Furthermore, we predicted that the optimal number of ranks for overall
performance of the application is the same as the maximum number of ranks.

We find that offloading the neighbor-finding reduces its impact as the bottleneck, as
well as reduces the computational amount of the application as a whole. This scales well
for problem sizes within the utility range.

We proposed a formula for the maximum problem size for a given size of memory of
a GPU for the cell-linked list version.

We proposed the linear estimate for the number of pairs per particles, e, = 23.6,
and the linear estimate for the number of particles exchanged in communication, b, =
100 x SCALF, that are used in the performance models. We examined the error of both
estimates and where they stem from. We concluded that e, is within the error range of
[0,10]% and b, is within the error range of [0, 20]% given sufficient iterations.

We found that the Speedup of the GPU version, using the CPU version as a baseline,
is at most 10. However, we found that the Efficiency of the GPU version is considerably
worse than the CPU version.

We discovered that the proxy application scales well and that there are no performance
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drawbacks from horizontal scaling.

7.2 Future Work

There is a lot of interesting further work to be done relating to this thesis.

Offloading has proven to increase the performance as well as the scalability. However,
while offloading, all cores of the CPU are idle while one thread feeds the GPU with in-
structions. With smart workload balancing, the idle threads of the CPU can be given an
appropriate amount of work while the GPU takes the bigger part of the workload. This
would utilize more of the hardware being used, raise efficiency and increase performance.

The communication is serial when the ranks communicate with its neighbors. This
could be paralellized in order to utilize more of the bandwidth and decrease the idle time
of the CPU.

There are many algorithms that can be used to decrease the amounts of comparisons
needed in a N-body problem. An approach that was outside the scope of this thesis is the
Verlet list. This approach has potential to be more efficient since it can account for a extra
padding of smoothing length so as not to need updating each iteration. Another approach
is the quadtree method that splits all areas into four until all particles has their own area.

However, the particles rarely move enough between each iteration to reconstruct both
pair-wise lists and cell-linked lists. This should be investigated as to how scale affects
how many updates are needed every nth-iteration, and what the lower bound of updates
per iteration is before the simulation does not adhere to the physical realm. This has the
potential to be used in combination with the Verlet list to decrease the number of updates
needed and thus increasing the performance of the proxy application.

Because of the scaling characteristics of the problem and application, the static work-
load sharing leaves ranks idle in the start of the dam-break simulation, while the first rank
has a lot of work. This evens out throughout the simulation, depending on how many iter-
ations are done. The workload could be shared in a smarter way between the ranks so that
no ranks are idle throughout the simulation.
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Appendix

Selected Source Code

__global__ void naive(const int_t n_total , particle_t* particles, pair_t xall_pairs ,
unsigned intx pair_count, intx interactions) {
const int_t i = blockDim.x % blockIdx.x + threadldx .x;
const int_t j = blockDim.y * blockldx.y + threadldx.y;

if (i ==7j || i>= n_total — 1 || j <=1i || j >= n_total)
return ;

const real_t difx = particles[i].x[0] — particles[j].x[0];
const real_t dify = particles[i].x[1] — particles[j].x[1];
if (difxxdifx + dify * dify < POW2(scale_kxH)) {

// 1Is pair

unsigned int kk atomicAdd (pair_count, 1);

interactions[i] += 1;
interactions[j] += 1;
all_pairs[kk].i = i;
all_pairs[kk].j = j;

J
all_pairs[kk].r sqrt (difx*difx + dify =% dify);
all_pairs[kk].q sqrt (difxxdifx + dify * dify) / H;
all_pairs [kk].w 0.0f;

all_pairs[kk].dwdx[0] = all_pairs[kk].dwdx[1] = 0.0f;

Listing A.1: The CUDA kernel of the naive approach to finding neighbors.

#define THREADS_PERBLOCK 512
#define SHIFTCID(dx, dy) (cell_-id + dy + dx % dev_n_cells_y)

3 #define GET-CELL.ELEMENT(cell_-id) ((unsigned int =x)((charx)cells + cell_id % pitch))

_-device__ inline void compare(int_-t cell_id , int-t n_cells, unsigned intxx cells,
particle_t* particles , particle_t particle, int* interactions , pair_t * pairs,
unsigned int* pair_count, size_t pitch, unsigned int*x cell_particle_count) {

if (cell_id < 0 || cell_id >= n_cells)

return ;
const unsigned int total_-p = min(cell_particle_count[cell_.id], INITIAL.MAX_cell
—1);
unsigned int*x cell = GET-CELL_LELEMENT(cell_id);
for (unsigned int i = 0; i < total_p; i++) {

particle_-t other_particle = particles[cell[i]];

if (other_particle.local-idx < particle.local_-idx) {

const real_t difx = particle.x[0] — other_particle .x[0];

const real_t dify = particle.x[1] — other_particle.x[1];
if (difxxdifx + dify % dify < POW2(scale_kxH)) {




59

}

interactions[particle.local_idx J++;
interactions[other_particle.local_idx ]++;

pair_t loc_pair;

loc_pair.i = particle.local_idx;

loc_pair.j = other_particle.local_idx;
loc_pair.r = sqrt(difxxdifx + dify = dify);
loc_pair.q = sqrt(difxxdifx + dify = dify) / H;
loc_pair.w = 0.0f;

loc_pair.dwdx[0] = loc_pair.dwdx[1] = 0.0f;

unsigned int pair-.idx = atomicAdd(pair_count, 1);
pairs[pair-idx] = loc_pair;

__global__ void
_-launch_bounds__ (THREADS_PER_BLOCK)

fin

void

d_pairs (unsigned ints* cells, int_-t n_cells, particle_tx particles , int_t
n_particles , intx interactions , pair_t % pairs, unsigned intx pair_count, size-t
pitch, unsigned intx cell_particle_.count) {

const int_-t p-id = blockDim.x % blockIdx.x + threadldx.x;

if (p-id >= n_particles)

return ;
particle_t particle = particles[p-id];
const int cell_id = particle.cell_id;

// Center / local

compare(cell_id , n_cells, cells, particles , particle, interactions , pairs,
pair_count , pitch, cell_particle_count);

// North West

compare (SHIFTCID(—1, 1), n_cells, cells, particles, particle, interactions , pairs
, pair_count, pitch, cell_particle_count);

// North

compare (SHIFTCID(0O, 1), n-cells, cells, particles, particle, interactions , pairs,
pair_count , pitch, cell_particle_count);

// North East

compare (SHIFTCID(1, 1), n_cells, cells, particles, particle, interactions , pairs,
pair_count , pitch, cell_particle_count);

// East

compare (SHIFTCID(1, 0), n_cells, cells, particles, particle, interactions , pairs,
pair_count , pitch, cell_particle_count);

// South East

compare (SHIFTCID(1, —1), n-cells, cells, particles, particle, interactions , pairs
, pair_count, pitch, cell_particle_count);

// South

compare (SHIFTCID (0, —1), n_cells , cells, particles, particle, interactions , pairs
, pair_count, pitch, cell_particle_count);

// South West

compare (SHIFTCID(—1, —1), n_cells , cells, particles , particle, interactions ,
pairs , pair_count, pitch, cell_particle_count);

/" West

compare (SHIFTCID(—1, 0), n-cells, cells, particles, particle, interactions , pairs
, pair_count, pitch, cell_particle_count);

Listing A.2: The CUDA kernel of the cell-linked list approach to finding neighbors.

create_pairs(int cx, int cy, cell_t*x cells ,
particle_t* particle , int_t* n_pairs,
int_tx interactions) {
if (ecx >= n_cells_x || ¢cx < 0 || cy >= n_cells_y || cy < 0 || particle == NULL) {

return ;

cell_tx current = cells [CID(cx, cy)];
while (current != NULL & current—>particle != NULL) {

ii



if (current—>particle =>local_idx < particle =>local_idx) {

real_t distance = sqrt(

POW2(particle =—>x[0] — current—>particle =>x[0]) +
POW2(particle —>x[1] — current—>particle —>x[1])

5

if (distance <= RADIUS) {
interactions|[particle —>local_idx J++;

interactions [current—>particle =—>local_idx J++;

int pair_idx;

#pragma omp atomic capture

pair_idx = (*n_pairs)++;

pairs[pair-idx ].i = particle =>local.idx;
pairs [ pair_idx ].j = current—>particle —>local_idx;
pairs[pair_idx ].ip = particle;

pairs[pair_idx ].jp = current—>particle;
pairs[pair_-idx ].r = distance;

pairs[pair-idx ].q = distance / H;

pairs[pair_idx ].w = 0.0f;

pairs[pair_idx ].dwdx[0] = pairs[pair_idx ]J.dwdx[1]

current = current—>next;

}

void find_-neighbors( void ) {

int_t n-total = n_field + n_virt + n_mirror;

n_pairs = 0;
#pragma omp parallel for

for ( int-t k=0; k<n_total; k++ )
INTER (k) = WSUM(k) = AVRHO(k) =

if ( n_pair.cap < (n-total*PAIR. ESTIMATE) )
resize_pair_list ( n_total *PAIR_.ESTIMATE );

omp-_lock_t lock[n_cells_x*n_cells_y];

for (int i=0; i<n-cells_x*n_cells_y; i++)
omp-init_-lock (&(lock[i]));

#pragma omp parallel

/+* Init cells x/
#pragma omp for nowait

for (int x = 0; x < n-cells_x; ++x) {
for (int y = 0; y < n_cells_y; ++y) {

if (cells[CID(x,
cells [CID(x,
cells [CID(x,

}
}

y)

I

1= NULL)

{

y)l—>particle = NULL;

y)l—>next

/* Compute cell_x and cell_y for all

#pragma omp for
for (int i = 0; i < n-tot
particle_t =xparticle

cell_ RADIUS) , n_cells_x —1);

int_t actual_-y = MIN((int-t) ((particle >x[1]+1.55f«H) / cell_.RADIUS),

n_cells_.y —1);
particle =>local_idx =

/+* Fill cells =/

al;
= &list[i];
int_t actual_x = MIN((int_t) (((particle—=>x[0] — subdomain[0])+RADIUS) /

i
particle =>cell_x = actual_x;
particle =>cell_y = actual_y;

fill_cells (cells, n_total ,
int_t*x interactions = calloc(n_total ,

/+* Create neighbors x*/
#pragma omp for

++i) {

lock);

for (int-t i = 0; i < n-total; ++i) {

particle_t* particle

= &list[i];

int cx = particle —>cell_x;
int cy = particle >cell_y;

= NULL;

particles =/

sizeof (int_t));

0.0f;
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118
119
120

for

/+ Center */

create_pairs (cx, cy, cells, particle, &n_pairs, interactions);

/+ North West =/

create_pairs (cx—1, cy+1, cells, particle, &n_pairs, interactions);
/+* North x*/

create_pairs(cx, cy+1l, cells, particle, &n_pairs, interactions);
/+* North East =/

create_pairs (cx+1, cy+1, cells, particle , &n_pairs, interactions);
/+ East =/

create_pairs (cx+1, cy, cells, particle, &n_pairs, interactions);
/+* South East =/

create_pairs (cx+1, cy—1, cells, particle , &n_pairs, interactions);
/+* South x/

create_pairs(cx, cy—1, cells, particle, &n_pairs, interactions);
/* South West x/

create_pairs (cx—1, cy—1, cells, particle , &n_pairs, interactions);
/+ West x*/

create_pairs (cx—1, cy, cells, particle, &n_pairs, interactions);

/% Collect interactions x/
if (n_total > 0) {

int t = omp-get_thread_-num () ;

int numThreads = omp_get_num_threads () ;

int privateStart = n_totalxt/numThreads;

int privateStop = (privateStart + n_total — 1) % n_total;
int_-t i = privateStart;

while (1) {

#pragma omp atomic
INTER(i) += interactions[i];
if (i == privateStop)
break ;
i = (i + 1)%n_total;

}

free(interactions);
/+* Free cells x/
#pragma omp for
for (int x = 0; x < n_cells_x; ++x) {
for (int y = 0; y < n-cells_y; ++y) {
cells [CID(x, y)]->particle = NULL;
if (cells[CID(x, y)l->next != NULL) {
free_cells (cells [CID(x, y)]—>next);

}

(int i=0; i<n_cells_x*xn_cells_y; i++)
omp-_destroy_lock (&(lock[i]));

Listing A.3: The cell-linked list approach to finding neighbors in C.
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Figure B.1: The difference between time spent computing and time spent communicating using the
cell-linked list method on the EPIC2 queue. Notice that the range of the y axis change.
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Figure B.2: The percentage of time the components of time step uses when running the CPU version
on EPIC2.
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Figure B.3: The percentage of time the components of time step uses when running the GPU version
on EPIC2.
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Figure B.4: The percentage of time the execution of time step takes out of the whole execution with
cell-linked list on different architectures and ranks. Data from EPIC2
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Figure B.5: Speedup from a parallel naive CPU baseline of the SPH dam-break problem on the
EPIC2 queue. Notice that the range of the y axis change.
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Figure B.6: Efficiency from a parallel naive CPU baseline of the SPH dam-break problem on the
EPIC2 queue. Notice that the range of the y axis change.
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Figure B.7: Comparisons of algorithm runtimes of CPU and GPU. B is Equation 6.2 with the cell-
linked list versions of both systems. Data from EPIC2. Notice that the range of the y axis change.




led le4d

251 —— CPU - Naive —— CPU - Naive
= GPU - Cell-linked lists 3 GPU - Cell-linked lists
c cl5
S50l — B S — B
|9} . O
8 —— CPU - Cell-linked lists 3 —— CPU - Cell-linked lists
o151 —— GPU - Naive @ 10| — GPU-Naive
£ £
- -~
§19 S
5 50.5
9 0.5 9
X X
w w
0.0 0.0 — —
0 50000 100000 150000 0 50000 100000 150000
Particles Particles
(a) Using 4 ranks. (b) Using 8 ranks.

Figure B.8: Comparisons of algorithm runtimes of CPU and GPU. B is Equation 6.2 with the naive
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axis change.
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Figure B.9: Execution time of finding neighbors of the cell-linked list GPU version.
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Figure B.10: Execution time of physics computation of the GPU version.
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Figure B.11: Time spent transferring particles from main memory to GPU and back.
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Figure B.12: Execution time of communication.
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