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Problem Formulation

This task deals with the ability of an Unmanned Surface Vehicle (USV) to move
autonomously without colliding with other static or moving objects found in the
environment. The vehicle is endowed with this ability through several modules
such as scene understanding, navigation, route planning, and the control system.
Traditionally, these modules are designed and optimized separately and combined
afterward. For example, scene understanding module is designed to detect inter-
esting objects such as other boats, ships, and buoys etc. and the control system
itself needs to convert this information into appropriate action parameters, such as
steering angle, engine power or degree of braking. In this proposal, we advocate
a tighter coupling among individual modules, where the system directly gener-
ates the action parameters based on the sensor data. This end-to-end approach
allows one to make the overall system more compact, efficient and accurate. Deep
learning is an excellent candidate to implement such an end-to-end mapping of

the input sensor data onto the action parameters.

One well-known area of deep learning suitable for similar problems is deep rein-
forcement learning (DRL). However, DRL depends on a known reward function.
But in the case of a USV, it is difficult to manually design a good reward function
because at least in certain maneuverings the relevant reward structure is not clear.
A solution to this problem is learning the reward function together with the control
policy based on training data using a technique known as Inverse Reinforcement
Learning (IRL).

The tasks of this project include a study of IRL algorithms, with a special focus
on the Guided Cost Learning (Finn et al.; 2016a), and data collection from manual
steering of the USV. The collected data will be used in the master thesis following
this project.
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Abstract

While deep Reinforcement Learning (RL) has produced some impressive results
over the last years, the requirement of a manually crafted cost function hinders
its use in many fields. Inverse Reinforcement Learning (IRL) aims to solve this by
optimizing a cost function through the use of a set of expert demonstrations. In
this project, we study the combination of RL and IRL in preparation for later use
in learning an end-to-end steering model for an Unmanned Surface Vehicle (USV).
We perform a literature study on deep RL and IRL with a special focus on Guided
Cost Learning (GCL), which combine the two. As part of our study, we have
developed an implementation that combines the Guided Policy Search with the
cost learning of GCL in order to learn an end-to-end steering model through the
use of expert demonstrations. We call our implementation reworked GCL (rGCL)
and it has been tested in a simple 2D simulated environment. Though training
using the rGCL implementation did not yield optimal behavior, tendencies towards
the target state were noticeable. We thus conclude that the implementation shows
promise if developed further. The process of implementing the GCL algorithm
allowed us hands-on experience and a deeper look into its workings, both of which
we deem valuable for future work. In addition to this, expert demonstrations have
been gathered using an USV. The project will be continued in a following master

thesis.
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Chapter 1

Introduction

Traditionally, USV steering has come through the use of a set of several modules,
each designed and optimized separately before they are combined into the full
system. E.g. a scene understanding module may be designed to detect interesting
objects such as other boats, which may be used by the navigation module to
pinpoint its location relative to the USV. The guidance system then uses this
information to generate new trajectories which in turn is delivered to and executed
by the control system through the use of appropriate action parameters such as a
change in rotor angle or a decrease in speed. While this approach has given good
results it requires a high level of engineering, tuning, and knowledge in several
disciplines, e.g. object detection from sensory input, knowledge of the system
dynamics, path planning, and control system algorithms. The resulting system
is also not optimized with respect to an overall objective function, but rather a

collection of locally optimized subsystems.

An alternative approach advocates a tighter coupling between the sensor input
and the actions taken by the vehicle. This project studies such an approach, often
dubbed an end-to-end approach, where the system directly generates action pa-
rameters based on the sensory data, thus making the system overall more compact,
efficient and accurate. Deep Neural Networks (NN) offer a high level of expressive
power. They are able to handle highly nonlinear relationships between their in-
put and output (Schmidhuber; 2015; Goodfellow et al.; 2016), an ability which is
necessary in order to perform end-to-end steering in USVs. Systems that couple
deep NNs with Reinforcement Learning (RL), have also proved to be able to learn
complex tasks (Silver et al.; 2016; Mnih et al.; 2015; Martinsen and Lekkas; 2018;
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Levine et al.; 2016; Cheng and Zhang; 2018; Kober et al.; 2013; Sutton and Barto;
2017). However, RL requires a known cost (or reward) function to guide its training.
We argue that such a function can be highly difficult to craft manually for USV
steering as certain maneuverings do not express a clearly weighted cost structure
(n.d.). Because of this, combining RL with Inverse Reinforcement Learning (IRL),
where the goal is to learn the cost function from a set of demonstrations, may be a
preferable solution. Though there are some examples of varying degrees of use of
RL in USVs (Martinsen and Lekkas; 2018; Cheng and Zhang; 2018), we have not
been able to find examples of the use of IRL in USV steering,.

In this project, we evaluate IRL and its combination with RL in order to gain insight
into its usability for end-to-end training of an USV. As part of our evaluation,
we have developed an implementation that combines the guided policy search
approach Finn et al. (2016b) with the cost learning of Finn et al. (2016a) in order
to learn an end-to-end steering model through the use of expert demonstrations.
We call this implementation the reworked GCL (rGCL). In addition to this, we
have collected a set of expert demonstrations of manual steering of an USV during
object avoidance. The project will continue in a following master thesis, where
rGCL will be further developed and the collected expert demonstrations will be
used for training of an USV steering model that allows it to move autonomously

without colliding with other static or moving objects.

1.1 Previous works

With the use of Neural Networks (NN), recent advancements in Reinforcement
Learning (RL) have achieved impressive performances, rivaling, or even beating,
that of a human. Examples lie in their use in playing Atari games (Mnih et al,;
2015) or in the program AlphaGo (Silver et al.; 2016), which famously beat the

human world champion in the game of Go.

An example of deep learning in steering, is Bojarski et al. (2017), who mapped
raw visual input to steering parameters of a car, quite successfully using their
deep NN PilotNet. However, this treats steering more like a deep NN classification
problem, a type of supervised learning. Deep NN demand large datasets in order to
be trained well (Goodfellow et al.; 2016) and as a supervised learning approach, the

data must be labeled before training. PilotNet trained on 6 hours worth of video
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and sensor data from a human driving a car. Such demands make this approach
problematic in the case of USV steering, where large amounts of data is hard to
come by or generate. In addition, because a small mistake on the part of the policy
will place the system into states that lie outside the distribution in the training data,
supervised learning will in general not generate a policy with good long-horizon

performance (Levine et al.; 2016).

Martinsen and Lekkas (2018) used a policy search RL approach, (specifically the
Deep Deterministic Policy Gradient method,) to find the desired policy for straight-
path following for an underactuated marine vessel exposed to unknown ocean
currents. As described in the article, the approach is model-free, requiring no prior
knowledge of the system it is assigned to control. Another example of RL in an
USV is Cheng and Zhang (2018) who proposes a deep RL approach for obstacle

avoidance. However, as RL approaches, these require a pre-made cost function.

There are some examples of the use of Inverse Reinforcement Learning (IRL) in
steering. One such example is Wulfmeier et al. (2016), who used a Maximum
Entropy-based (Ziebart et al.; 2008), non-linear IRL framework with Fully Con-
volutional NNs to represent the cost model underlying expert driving behavior.
However, we found no examples of IRL in use in USVs, much less the use of both
IRL and RL in the steering of USVs.

Finn et al. (2016a) were the first to combine the benefits of sample-based IRL under
unknown dynamics with nonlinear cost representations, using the raw state of the
system directly, without the need for manual feature engineering. Their approach,
Guided Cost Learning (GCL), learns both the cost and the policy simultaneously.
However, for complex skills, their cost function seemed to only express the task
locally. They also observed that the agent had a higher success rate at its task
when the cost and policy were learned together, than when the resulting cost
function was re-used for slightly different set-ups of the task. Nevertheless, their

results are promising and have thus been identified as a focus for our study.

An approach to learning a policy from demonstrations which has not been explicitly
explored in this paper is through the use of Generative Adversarial Networks
(GANSs). GANSs uses a second NN (D) to guide its general model towards producing
patterns similar to those of the expert (Baram et al.; 2017). An example of such
an approach lies in GAIL (Ho and Ermon; 2016), a model-free approach which

draws an analogy between imitation learning and GANs. GAIL is able to extract
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a policy by alternating between policy optimization and cost fitting, much like
GCL. Though both are more sample efficient than earlier IRL approaches, the fully
model-free approach of GAIL makes it less sample efficient in terms of environment
interaction during training than the model-based approach of GCL. Baram et al.
(2017) attempts to ease this issue with their approach MGAIL, a model-based
version of GAIL.

While GAN based approaches have not been focused on in this report, it might be

of interest in future work.

1.2 Contribution and Background

Our contribution is a study of IRL and its possible use in learning of an end-to-end
steering model for an USV. We focus on the Guided Cost Learning (GCL) algorithm
(Finn et al.; 2016a) and, as part of our study, we have created an implementation
that combines Guided Policy Search of Levine et al. (2016) with the cost learning
of GCL. To the best of our knowledge, no implementation of the GCL algorithm
described in Finn et al. (2016a) is available online. We call our implementation
reworked GCL (rGCL). In addition, we have collected data in the form of expert

demonstrations, from an USV during manual object avoidance.

Our implementation builds upon the open source GPS codebase of Finn et al.
(2016b), using their implementation of GPS from Levine et al. (2016), and merging
it with our implementation of the IRL cost optimization from Finn et al. (2016a).
The code is implemented in python, using tensorflow (Tensorflow home page; 2017)
for Neural Network (NN) support. The IRL code we developed is a substantially
altered version of the open source implementation of deep Maximum Entropy IRL

from Lu (2017). All illustrations in this paper were created using Draw.io.

The USV data was collected in cooperation with the Norwegian Defence Research
Establishment and the use of their USV, Odin. We would like to thank them for
their cooperation. We also express gratitude towards Narada Warakagoda for his

excellent supervision and help throughout the project.
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1.3 Objective and Scope

There were mainly three objectives for this project:

o Perform a literature study on IRL, focusing on Guided Cost Learning (GCL)
(Finn et al.; 2016a)

« Implement and run an IRL algorithm, specifically GCL
« Collect expert demonstrations using an USV

All of the above objectives have been accomplished and described in this paper.
For the literature study, we felt the need to include Reinforcement Learning (RL)
as IRL and RL are closely related and because the goal ultimately is to combine
the two. This combination has been successfully done in GCL (Finn et al.; 2016a),

which is why it has been given special attention.

The second objective was originally limited to running an already implemented
version of GCL. However, as far as we know, there is no implementation of GCL as
described in Finn et al. (2016a), available online. Thus, we extended the objective to
include implementing the algorithm. The scope was limited to creating a barebone

implementation and test it on a simple two joint arm in a 2D environment.

The expert demonstrations were collected on December 4th. A total of 66 demon-

strations of manual obstacle avoidance with the USV, was collected.

The project is intended as a preparation for a master thesis.

1.4 Abbreviations and Notation

For convenience, we use a number of abbreviations in this paper. A list of the most
notable abbreviations is included below in Table 1.1. In addition, we have included
a table of notations that are frequently used in Table 1.2. We have chosen to use

notation similar to that which is used in control theory.

1.5 Outline

The report is organized as follows. In Chapter 2, a review of background infor-

mation and previous works is presented, explaining the theory and the recent
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Abbreviation Full text

Usv Unmanned Surface Vehicle

NN Neural Network

RL Reinforcement Learning

IRL Inverse Reinforcement Learning
GPS Guided Policy Search

GCL Guided Cost Learning

rGCL reworked Guided Cost Learning

Table 1.1: Summary of the abbreviations frequently used in this paper

works that this project is built upon. Chapter 3 explains the details of the rGCL
implementation. The results and discussion of the testing is presented in Chapter 4.
This chapter also describes the collection of USV data. Lastly, conclusions and

future work is presented in Chapter 5.



1.5. OUTLINE

H Symbol Definition ‘ Example/detail H

Xt System state in a Markovian | E.g. a combination of sensor measure-
process at time step ¢ € [0,T] | ments radar, LIDAR, heading angle, etc.

Us control or action at time step | E.g. a combination of USV action pa-
t €[0,T] rameters

0; Observation at time step ¢t € | E.g. a combination of sensor measure-
[0,T] ments LiDAR, camera image, etc.

T Trajectory: T = | The sequence of state-action pairs in
(x()a u()),(XI, ul)’ "'(xt’ut) an epiSOde

r(x;, uy) Reward function that defines | When using reward, the optimization
the goal of the task, r = —c comes in the form of a max problem

cg(xr, up) Cost function that defines the | When using reward, the optimization

goal of the task ¢ = —r. Pa-
rameterized by ¢

comes in the form of a min problem.
May be parameterized as a Neural Net-
work (NN), in which case ¢ denotes the
network weights

P(Xpalxs, us

Unknown system dynamics,
the transition function from
one state to another

The physics of the environment of the
agent

7o Policy, parameterized by 6 May be parameterized as a Neural Net-
work (NN), in which case 6 denotes the
network weights

pi(ur]xy) Learned local time-varying | Used in Guided Policy Search

linear-Gaussian controller for
initial state x!

Ty Trajectory distri- | Used in Guided Policy Search and in

bution p(7) = | Guided cost learning

P )L =1 p(xpan|xe, ug)p(ue|x;

Table 1.2: A summary of the notation frequently used in this paper
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Chapter 2

Background and Previous Work

In this chapter, some background on the fields of Reinforcement Learning (RL)
and Inverse Reinforcement Learning (IRL) will be presented and relevant concepts
will be explained. A special focus is placed on the Guided Cost Learning algorithm

and work related to it.

2.1 Supervised and Unsupervised Learning

We here dedicate a section to defining supervised and unsupervised learning as it
will be relevant in later articles. We also highlight its relationship with RL, which

is discussed in Section 2.3.

As explained in (Goodfellow et al.; 2016), in supervised learning, training is per-
formed on data sets, where each input example has a corresponding label or target,
corresponding to the ground truth. As this label is known, the function may be
trained by evaluating its ability to predict correct labels, similarly to a teacher
showing its student what to do. In contrast, unsupervised learning concerns the
case where the true labels of the examples are not known. Algorithms of this
kind handle a dataset containing many features and learn useful properties of the
structure of this dataset. While supervised learning can e.g. be used to create a
function that distinguishes cats from dogs, unsupervised learning may be used to
e.g. discover clusters among a data set, like correlations between age and social
media usage. RL is usually considered to be a third machine learning paradigm,

alongside supervised learning and unsupervised learning (Sutton and Barto; 2017).

9
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According to (Levine et al.; 2016), supervised learning will in general not yield a
policy with good long-horizon performance, because a small mistake on the part
of the policy will place the system into states that lie outside the distribution in
the training data, thus causing compounding errors. We refer to Goodfellow et al.

(2016) for further reading about supervised and unsupervised learning.

2.2 Neural Networks and Deep Learning

Hidden Hidden

layer 1 layer 2
Input Output
layer layer

Figure 2.1: A Neural Network structure example where each colored dot represents
a neuron in the network and the arrows the weighted connections between them.
The input is passed to the network through the input layer, forwarded through a
number of hidden layers, and finally, mapped to the output through the output layer.
Input neurons are activated through sensors that are perceiving the environment,
while other neurons are activated through weighted connections from previously
activated neurons (Schmidhuber; 2015). In this example, the network consists of
an input layer of size three, two hidden layers, both of size three and an output
layer of size two, but these sizes may vary.

The following section summarizes some key points about Neural Networks (NN)
and deep learning. This is relevant for us as deep NNs are responsible for some
of the most impressive abilities of machine learning systems today, including
Reinforcement Learning (RL) (Sutton and Barto; 2017). For deeper insight into
NNs and their use in RL, we refer to Goodfellow et al. (2016) and Sutton and Barto
(2017) respectively.

Neural networks (NN) are, in simple terms, a finite set of units (nodes or neurons)

and a finite set of directed edges between these neurons (Schmidhuber; 2015). Each
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neuron in the network takes in a certain number of inputs and calculates an output
based on its input, and a specified activation function. The input each neuron
receives comes from the weighted collection of outputs from previous neurons,
allowing the NN to express complex and nonlinear functions. NNs thus map, or
transform, their input to their output by passing it through the network of neurons.
The number of neurons in a network may vary, and they are grouped together
in layers as depicted in Figure 2.1. The term deep NNs is awarded NNs that have

many such layers, as opposed to shallow NNs.

The weights of the neurons’ inputs may be adjusted through cycles of training, in
which a loss function determines the error of the NN output for each NN input
and then adjusts the weights in the network. In the case of image classification,
an example may be the task where a NN is to determine whether its input image
depicts a cat or a dog. The image is passed through the NN and produces two
probabilities at its output, the probability of the image depicting a cat and the
probability of it depicting a dog. In training, a loss may be found by calculating the
difference in the true values of the image, it being a cat or dog, and the suggested
output. These losses are then back-propagated. This means the error of the
prediction is passed backwards through the network, and the gradients of the error
with respect to the weights of the network, are calculated. These gradients can
then be used to update the weights of the NN. This process is repeated for a set of

different inputs, images in this example.

NNs and deep learning, the process of adapting the weights of the deep NN to make
it exhibit the desired behavior (Schmidhuber; 2015), have attracted widespread
attention and recognition. As pointed out in Schmidhuber (2015), they have espe-
cially found success in tasks of visual aspects, like in the case of image classification,
and have made great accomplishments in certain areas of reinforcement learning
(Mnih et al.; 2015; Silver et al.; 2016; Sutton and Barto; 2017). In our case, the
expressive power and compatibility with RL and IRL make it a good candidate
for end-to-end learning of a steering model. A notable drawback of deep NN,

however, is their need for extensive training data in order to produce good results.
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\ 4

Agent
—>
state action
reward u
X+1
Tt+1
Environment <

Figure 2.2: An illustration of the agent-environment interaction in Reinforcement
Learning. The same illustration is valid when replacing reward with cost (negative
reward).

2.3 Reinforcement Learning

As defined in Sutton and Barto (2017); "Reinforcement learning is learning what
to do—how to map situations to actions — so as to maximize a numerical reward
signal" At its core, the idea of Reinforcement Learning (RL) is to approach learning
in the highly intuitive way of most organisms we know of, learning by trial and
error. In RL the decision maker is called the agent. Everything outside of the agent
is called the environment. The agent in learning is not told what to do in order
to achieve a task. It is simply put into its environment, without prior knowledge
of its workings. It must then discover the objective and the suitable approach by
performing actions and observe the results that they cause. This feedback comes
in the form of a numerical value from a given reward (or cost) function and, like
a toddler, given encouragement and scolding, the agent will eventually learn the

desired behavior. A simple illustration of the RL process is presented in Figure 2.2.

This section will present some important topics in Reinforcement Learning (RL).
Further details can be found in Sutton and Barto (2017) and Gosavi (2009).

2.3.1 Marcov Decision Process

The process of the agent interacting with its environment and the resulting reward
is, in reinforcement learning, formulated as a Marcov Decision Process (MDP),
atuple < X, U,P,R >. At each time step t = 0, 1, 2, 3..., the agent experiences
some state of the environment, x € X, and must decide on some action, u € U(x).
The state is here defined as a unique characterization of the environment and the

process of the task that the agent must solve. In practice, this is often expressed
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by a collection of sensory input of the agent, such as e.g. the pose of a robotic
arm combined with visual input (Finn et al.; 2016a). The actions can be used by
the agent, to control the system state. In our case, the case of an USV, such an
action could be to apply a change in the steering parameters, e.g. change the
heading of the USV. The choice of action results in the agent transitioning into
a new state, x’, and receiving a scalar reward, r € R, as a consequence of this
transition. The transition is modeled by a transition function # which defines the
probability, p(x’|x,u) € [0, 1], of ending up in state x” after performing action u in
state x. Meanwhile, R, or R(x, u, x”), represents the reward function. It denotes
the reward of transitioning from one state, x, to another, x’, with the use of action
u. The resulting reward may be positive or negative and is used to guide the agent

towards solving the task.

RL is not alone in relying on a set of states, actions, and an underlying model.
Both in this regard and others, RL share similarities with classical optimal control
(Kober et al.; 2013). However, as pointed out by Kober et al. (2013), a key difference
is the fact that optimal control assumes knowledge about this model is available,
while RL does not. RL learns a task without prior knowledge of the inner work-
ings of the environment in which it resides. # and R are both unknown to the
agent. Only the string of states and actions the repeated interactions produces,
X0, Ug, ¥, X1, U1, 71, X2, ..., 1S Observable by the agent. RL’s ability to learn without a
given model makes it an appealing choice when it comes to our task of steering

an USV, as the dynamics of its environment is challenging.

An assumption of MDPs is that the current state provides enough information in
order to choose the optimal action. In other words, the past states can be ignored
when deciding the action. While this is unproblematic in some cases, an argument
could be made that this does not properly make use of the temporal information
that may be needed to perform the task in an optimal way (Chi and Mu; 2017).
A task can be episodic, meaning it has an ending state that stops the process, or

non-episodic, in which case the task could continue indefinitely.

2.3.2 Optimal policy

A policy, 7, is a function that maps states to actions, 7 : X — U. When the agent
acts in the environment, it does so based on the state to action mapping its current

policy provides it with. The goal of RL is to learn a policy that solves a given task,
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in an optimal way. In RL, this optimal policy, ¥, is learned by interacting with
the environment and optimizing the policy of an agent such that it maximizes
the reward it receives for its behavior. Many different RL techniques have been

developed in order for an agent to learn the optimal policy.

The value function, V7 (x), denotes the value of a state, x, under a policy, . Specif-
ically, V7 (x) yields the expected reward when starting at x and then following
the policy 7 thereafter. There are several ways of defining how future rewards
should account for the current value of the state. E.g. one could count all rewards
(infinite horizon), only the rewards of the closest time steps (finite horizon), or
one could weigh the rewards so that those closest in time will weigh the most
(discounted infinite horizon). Using the discounted infinite horizon reward, the
value function is defined as in equation 2.1 and 2.2, where the latter highlights the

recursive property of the function.

inf

V) = E{ Yy rianlxe = x| 2.1)
k=0
= ) P, (%), x Y R(x,u,x) + YV (x)) (2.2)

Here, y € [0, 1] denotes the discount factor. The closer y is to zero, the more the
agent values immediate reward over future rewards. With y = 1, the expression

becomes an infinite horizon expression.

An optimal policy, ¥, is one that yields the highest returned value for all states, i.e.

V7 (x) > V*(x),Vx € X. This leads to the famous Bellman optimality equation:

V™ (x) = max D Pl (x), ¥ )R, u, x') + YV (x) (2.3)

x'eX

Value iteration and policy iteration are two dynamic programming planning al-
gorithms which aim to find the optimal policy using the Bellman equation. We
call them planning algorithms because they use  and R in their calculations,
functions that are not available in RL. In RL these planning algorithms are thus

often part of model-based techniques.

Based on its approach to the lack of a given system model, an RL technique can
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either be model-based or model-free. While both approaches use their sequential
experiences with the environment, model-based methods use them to estimate
the unknown model of the system. After having built this model, they then use
planning techniques, such as value iteration or policy iteration (Gosavi; 2009), to
find an optimal policy. In contrast, model-free techniques adhere to a true trial
and error fashion, optimizing their policy directly from their experiences with the
system without building such a model (Kober et al.; 2013). Though model-based
methods require model estimation, they are often more sample efficient than their
model-free counterparts. However, because of their reliance on a model, a good

estimation of the model must be learned.

2.3.3 Policy Search

While the use of value functions to calculate the policy provide good results in
some cases, it poses a set of challenges. One of these is the fact that a small change
in the calculations of value functions may cause big changes in policies. From a
safety point of view, this can be problematic in physical systems such as robotics

or in our case, the use of an USV.

Policy search methods learn the policy function without estimating the value

function. Instead, they aim to maximize the expected reward.

7" = max E[R] (2.49)

/4

Denoting 7 as the trajectory, the expected return for the policy parameter 7 is thus

defined.
J(0) = Epz19[R(7)] = '/P(Tle)ﬁ(f)df (2.5)

T
t=1

where p(7|0) = p(x)IL,_, p(xcs41|x¢, Us, 0)(us|xs, 0), is the probability density of
observing trajectory 7 under the policy parameter ¢, and E,(;|) represents the
expectation over 7, drawn from p(r|6). The optimal policy parameter, 8* can thus

be found by optimizing the returned J(6).

0" = argmax J(0) (2.6)
%



16 CHAPTER 2. BACKGROUND AND PREVIOUS WORK

Like other RL methods, Policy Search methods may be model-free, e.g. Williams
(1992), or model-based, e.g. Levine et al. (2016).

2.3.4 Cost

We have until now been using the notation of reward as this is the most common
notation in the field of RL. However, the reward can instead be annotated by its
negative counterpart, cost, ¢ € C, where C = —R. The objective of maximizing the
reward is then transformed into that of minimizing the cost. Because the articles
that influence our work the most (Finn et al.; 2016a; Levine et al.; 2016) use the

notion of cost and cost function, we will in the rest of this paper do the same.

The cost function in RL, like the reward function, is constructed by the programmer.
The function implicitly describes the task and thus guides the agent towards its
solution, as an underlying motivation for the agent. Thus, because of the agent’s
reliance on the cost it perceives, a well-constructed cost function is important.
However, the complexity of the cost function and its creation may vary. In some
cases, as in the case of many games, the goal can be explicitly described by the use
of such a cost function. In the game of Snake, the player moves a snake around
on a board, eating apples and growing its body as it goes. The game is lost if the
snake bites itself. Here, the goal is identifiable and may be described in a relatively
straightforward fashion through a cost function. E.g. by giving a negative cost (a
reward) if the snake eats an apple, but a positive cost if the snake bites itself. In
other cases, for the programmer to create an appropriate cost function to motivate

the task may be impractical, or close to impossible.

An example related to USV steering is the case of obstacle avoidance. It is clear
that a high cost should be given if a collision occurs, but how much should be
given for a near-collision? If we give a cost that is inversely proportional with
the agent’s distance to the object, is that to say that the agent should make large
detours to keep as far away from all objects as possible? And should the quality
of the agent’s movements matter? These and more aspects, impact the learned

policy, making the crafting of a good cost function important, but difficult.
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Figure 2.3: An illustration of Guided Policy Search (GPS) and its parting into an
inner and an outer loop. i represents the time step, j represents the initial state
and 6 represents the policy parameter.

2.4 Guided Policy Search

Levine et al. (2016) presents a method used to learn policies that map raw image
observations directly to torques at a robot’s motors. A core component of their
approach is a Guided Policy Search (GPS) algorithm, which separates the problem
of learning a policy into two phases, a supervised learning phase, and a trajectory-
centric reinforcement learning phase. Using this, and representing the policy
through the use of a deep Convolutional Neural Network (CNN), Levine et al.
(2016) were able to perform real-world manipulation tasks, such as screwing a cap
onto a bottle. Using GPS, the agent learns a policy, 7(u;|o;), which determines its
actions, u;, based on the current observations, o;, of the state, x;. During training
time, however, both the observations and the full state, x;, is used to optimize its
policy. At test time, only the observation based policy is employed, meaning the
actions are predicted using only the observations. Other Guided Policy Search
methods have been presented in Levine and Abbeel (2014) and Levine and Koltun
(2013). However, the GPS method presented in Levine et al. (2016) is the only one
the three that learns an observation based policy. When using the term Guided
Policy Search (GPS), in this paper, we will be referring to the algorithm in Levine
et al. (2016) unless otherwise stated. An implementation of the GPS algorithm is

available as open-source (Finn et al.; 2016b).
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In this section, p;(u;|x;) represents a learned local time-varying linear-Gaussian
controller for the initial state x{ on the form N(K;;x; + ks, Cy;). mo(us|oy) repre-
sents the learned nonlinear global policy, i.e. the policy which provides the action
from the observation for all initial states. As in Section 2.3.3, p(7|0) =

PO p(xsa1lxs, O)(ug|xs, us, 0), represents the probability density of observ-
ing trajectory 7 under the policy parameter 6. For simplicity, we will omit the

notation of 6 and refer to this density as p(7).

2.4.1 The outer and inner loop

GPS uses a model-based RL approach, and can be separated into two loops, as
depicted in Figure 2.3. In the outer loop, the agent uses its current controller in
the environment, sampling the resulting trajectories, Tij , for each initial condition.
These trajectories are then used to estimate a dynamics model, a model for tran-
sitioning to a state given the previous state and action, p;(x;+1|x;, u;). Both the
trajectories and the fitted dynamics are then used in the inner loop of the method,
in which a policy is optimized. The dynamics are modelled as linear-Gaussian and
are defined as p;(xs41|xs, ur) = N(farxe + furtir + fer, Fr).

The inner loop of the GPS algorithm can be further divided into two components.
The first of the two is a supervised learning algorithm which trains policies of
the form mg(uslo;) = N(p"(0s), 2" (0;)). While Levine et al. (2016) point out
that different nonlinear functions could be used to represent y”(o;) and X" (0;)),
they use a deep Convolutional NN for y”(0;) and an observation-independent
learned covariance for 27 (0;)). The second component uses a trajectory-centric
RL algorithm to generate local time-varying linear-Gaussian controllers, p;(u;|x;).
pi(us|x;) also doubles as guiding distributions, which serve as the supervisor for
the first component. GPS thus generate its own supervision for the supervised

learning of the policy, turning policy search into a supervised form of learning.

The policy, mp(u;|o;), trains by attempting to predict the actions along each trajec-
tory using the observations, o;, and not the full state, x;. In addition, it learns a
global policy, meaning it is trained to be used for all initial states, as opposed to
the guiding distribution, p;(u,|x;), which learns one specific local controller for
each initial state. Alternating between these two components’ optimization can
be framed as a Bregman ADMM (Wang and Banerjee; 2014) algorithm, in which

the trajectory distributions and the policy converge to the same state distribution.
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This means that the agent can learn a policy that captures the same behavior as
the guiding distributions, the local controllers p;(u;|x;), using the observations
instead of the state. Levine et al. (2016) performed experiments where a robot
was to execute tasks such as screwing the cap on a bottle or hanging a hanger on
a rack. In their experiments, they included the true position of the objects that
were to be manipulated as part of the state, x;, during training. These positions
were not included in the observations, however. This meant that during testing,
the agent had to discover these by the use of the visual data it received from the
robot’s camera. In the case of an USV, this would mean the USV can train with an
assortment of sensors, e.g. a precise radar, LIDAR, video, and heading measures,
while learning a policy that only relies on a subset of the sensors, e.g. only LIDAR
and video. At test time, the excess sensors can be removed and the USV would be
able to perform the task with only the remaining observations, i.e. relying only on
LiDAR and video.

24.2 KL

Large changes in the controller risk large changes in the perceived dynamics. This
is problematic as the new dynamics are estimated using trajectory samples from
the distribution at the last iteration p(z). If the current distribution p(7) is too
different from p(7), this will not give a good estimate of the current dynamics
p(xps1|xs,up), causing the optimization to diverge. In physical systems, too large
changes in the controller have the added problem of the agent risking acting in a

way that might cause harm to itself or its environment.

In order to avoid this, Levine et al. (2016) applies a KL-divergency constraint to
the optimalization problem concerning p. They bound the change from p(r) to

p(7) by adding the constraint in Equation 2.7 to the optimization problem of p.

Di1(p(0)lIp(r)) < € (2.7)

Here, € is the step size which binds the update, and Dk (p(7)||p(7)) = Ep(r)log p(7) — log p(7),
denotes KL-divergency, the dissimilarity between the two distributions (Zhang;
2017). We can see from the available open source code, that the step size, ¢, is
chosen based on the difference in what the agent predicted it would receive in

cost with its new improvements, and what it actually received in cost. In GPS, this
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constrained optimization is performed in the inner loop.

2.4.3 Challenges

As pointed out by Levine et al. (2016), while the use of the whole state during
training allows the GPS agent to learn the policy efficiently using a small number of
samples, the same requirement may limit the number of tasks that can be learned.
After all, the full state may be hard to acquire even during training. We also
consider it another potential drawback of the GPS algorithm that it requires fixed
length episodes. This may not be an issue in certain cases, like in tasks of episodic
nature such as screwing a cap on a bottle, but in other cases, like that of playing
a game of pong, it may be infeasible. Fortunately, the case of obstacle avoidance

with a USV, it is likely the episodic nature of the training is unproblematic.

2.5 Inverse Reinforcement Learning

Reinforcement learning relies heavily upon the cost function it is provided with.
However, not all behavior is easily described by such a function and in many
cases, they are either unknown to the programmer, abstract, or overly complex. In
addition, it is not always clear which features of the environment or sensor data,
provide the best information for the agent to solve the task. An example is the
case of driving a boat, in which a plethora of motivating factors lie behind the
reasoning of a human driver, such as collision avoidance, the sea current, waves,
etc. Evaluating these factors, generalize them, and hand-picking features to create

a cost function is not a simple task for even the most experienced captain.

Inverse Reinforcement Learning (IRL) is a response to the issue of constructing
a cost function. It is a relatively new field, in which the focus lies on the cost
function, not the policy (Zhifei and Joo; 2012). In this section, we will take a look

at IRL and some of the techniques that have evolved over the past decade.

2.5.1 The Inverse Reinforcement Learning concept

The agent is given a set of demonstrations, D = 71, 1, ..., T, performed by an

expert, where each demonstration consists of a set of state-action pair, 7; =
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(s0, @0), (s1, a1), ...(sk, ax ), similarly to a driving instructor demonstrating correct
behavior to their student. The goal is then to infer the motivation behind the
demonstrations, the underlying goal of the task. In other words, the purpose of
IRL is not to find the unknown policy of which the expert is performing, but the
unknown cost function, C, that lies behind that policy. Unlike with RL, IRL has
traditionally required the transition function of the environment to be known
(Zhifei and Joo; 2012).

Because IRL attempts to understand what lies behind the behavior of an agent,
it may be used to replicate behavior by e.g. using working RL methods with the
learned cost function. This form of learning is known as imitation learning and
works under the presupposition that the cost is the most concise and transferable
definition of the task. (Ziebart et al.; 2008)

A challenge in IRL is that the task of finding a cost function that describes the
observed behavior is underdefined. Several cost functions might describe the same
behavior. For example, a red ball is moved to the left, and onto a green cloth. The
motivation behind this action might not easily be discerned. Its movement could
be motivated by some rule that red always should go on top of green, or it could be
that the ball should not be in direct contact with the table, or it could be that the
ball should always move to the left and the cloth was simply there. Although this is

a simple example, it illustrates an important issue with learning from observations.

2.5.2 Maximum Entropy IRL

Maximum entropy IRL (Ziebart et al.; 2008) attempts to ease the issue of the
underdefined problem in IRL. By making use of the principle of maximum entropy
(Jaynes; 1957), they present a probabilistic approach. Intuitively, the algorithm
assumes that the optimal policy is the most likely to appear in the dataset and
the algorithm will favor the reward function that maximizes the likelihood of the
observed expert distribution. This is done by formulating a probabilistic problem.
With 7 representing a trajectory, 7 = {s1,a, ..., S, as, ..., St} and Ry(7) the hidden

reward for the trajectory, Ry(7) = X, r(s;, a;) where ¢ denotes the reward weights.

Po) = Zexp(Ry(z)) (29)

Z is the partition function, Z = f exp(Ry(7))dt a normalization constant gained
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by summing exp(R(¢)) over all paths. A benefit of this is the implicit handling of

the uncertainty and noise of the observed path, making the approach more robust.

The expression of the trajectory probability comes as a result of the assumption
that trajectories with higher rewards will have exponentially higher probability
of occurring in the set of trajectories than those yielding lower rewards. Le. it
expresses the wish to find a reward function such that if the expert were to use it,
the likelihood of it receiving high rewards would be exponentially larger than it
receiving low rewards for its demonstrations, maximizing the likelihood of the
occurrence of the observed trajectories. The weights of the reward function can

thus be found through maximizing over the set of demonstrations D : {7;} ~ 7"

¢* = argmax Z log pr,(7) (2.9)
€D

The reward function is assumed to be linear. As such, the gradient of the log-

likelihood function can be found by the use of dynamic programming.

Formulating or estimating a partition function can be challenging, especially in
higher dimension problems or when the dynamics are unknown. Despite this, the
Maximum Entropy approach has been heavily used and built upon in the IRL field.
In its work on the distribution of trajectories, the algorithm not only provides a way
to handle the issue of the underdefined problem but it also somewhat facilitates
another issue of IRL. In contrast to the IRL approaches proceeding it, Ziebart et al.

(2008) does not assume the expert observations are optimal.

2.5.3 Deep Maximum Entropy IRL

Deep Maximum Entropy IRL (DeepIRL) (Wulfmeier et al.; 2015), builds upon the
Maximum Entropy IRL, using Neural Networks (NN) to approximate the reward
function. In their paper, they advocate the use of NNs in IRL because their layered
structure allows for a compact representation of highly nonlinear functions through
composition and reuse of results from previous layers. In addition, they point
out how NNs computational complexity allows them to scale well to problems
with large state spaces and complex cost structures. NNs thus opens the door for
end-to-end learning, where the cost may be learned from raw sensor data rather

than from hand-crafted features.
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Wulfmeier et al. (2015) suggests a Fully Convolutional Neural Network (FCNN)
which calculates the cost of each state-action pair. This current cost function is
then used to calculate a policy before the policy is propagated through the MDP.
From this, the frequency of which each state is visited, can be calculated and
compared to that of the demonstrations. Finally, the results can be backpropagated
and the wights of the network can be updated before possibly re-iterating the

process.

The paper indicated promising results that outperformed methods such as the Gaus-
sian Process IRL of Levine et al. (2011) when it came to complex situations where
higher order relationships between features were of large importance. However,
like most IRL approaches, DeepIRL uses the transition function in its calculation
of the cost and thus requires it to be known beforehand. Another limitation of
Wulfmeier et al. (2015) is that they use dynamic programming that traverses over
the whole state space to calculate the partition function. In large state spaces, this

is highly problematic from a computational view.

2.6 Guided Cost Learning
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Guided Cost Learning

Figure 2.4: An illustration of the GCL algorithm. i represents the time step, and ¢
represents the cost parameters.

Motivated by the prospect of using IRL in fields where the dynamics are complex or
unknown, such as in robotics, Finn et al. (2016a) presents the Guided Cost Learning
algorithm (GCL). GCL uses an adaptive IRL approach that tests the current cost

function and policy through training in the environment, samples this and uses
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the samples to update its environmental model and policy. The cost function is
then updated through a sample based approximation of Entropy IRL (Ziebart et al.;
2008) which, like Wulfmeier et al. (2015), expresses the cost function by the use of

a Neural Network.

A regular challenge in IRL is how to evaluate the cost function. As pointed out
in Zhifei and Joo (2012) and Finn et al. (2016a), a common approach is to find
the optimal policy for the current cost function, a task which has been dubbed
‘the forward problem’ and compare the actions of this policy to that of the expert.
The aforementioned authors note that standard IRL solutions solve this forward
problem inside the cost optimizing loop. They argue that finding an optimal policy
for a cost function can in itself be a complex and costly task that requires intricate

knowledge of the dynamics of the system.

Thus, instead of finding a policy inside the loop searching for the cost, the approach
of Finn et al. (2016a) is to find the cost in a loop searching for the policy. In other
words, it constructs a cost function that can motivate the expert’s behavior as a
step in optimizing a policy that can imitate that same behavior. The policy is then
tested in the environment and samples are collected. These samples are used to
improve the cost function that gives rise to the policy. This way, knowledge of the
system dynamics is not required as the agent will estimate them by itself when
creating its current policy in the environment. This also grants it the benefit of
building knowledge of the dynamics that is closer to the true local dynamics only
for the areas where it is most important. GCL gets its name from the fact that the

optimizing of the policy guides the sampling towards regions with lower cost.

A result of this approach is that it yields not only the cost but also a trajectory
function, g(), that corresponds to a time-varying linear-Gaussian controller which

can be used to execute the learned behavior.

2.6.1 The GCL Cost Optimization
In the GCL algorithm, the loop updating the cost function is located inside the

loop that performs the policy search. GCL builds upon Ziebart et al. (2008) and

assumes the demonstrated trajectories, 7;, are drawn from the distribution

p(o) = Zexp(—cy(r) (210
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where c4(7) = 3., c4(x:, us), the sum of the cost for each state, x;, and action, u;,
pair that make up the trajectory. Because the partition function, Z = f exp(Ry (t))dr,
is unknown, it is estimated from samples of a background distribution, ¢(r) which

is estimated as part of the policy optimizing part of the GCL algorithm.

The GCL objective can then be expressed using the set of N demonstrations,

Ddemo> and M samples, Diqmp as denoted below (Finn et al.; 2016a)

1
Loc@ =5 D, colm)+logZ (211)
TiEDdemo
1 1 exp(—cy(z;)
~ — cy(7;) +log — _ (2.12)
N TiEDZdemo M Tj ez)Zsamp q(TJ)

Finn et al. (2016a) then compute the corresponding gradients, with respect to the

cost parameters, ¢, and denoting w; = % and Z = ; w;
J

dLger 1 Z dey 1 dey
— == —(n)— = Z wj—-(15) (2.13)
d¢ N TiGZ)demo d¢ Z TJGDS“mP d¢
The parameters of the cost function, ¢, can thus be updated iteratively, using
this gradient. As the cost function is represented by a NN, Finn et al. (2016a)
back propagate —% for each trajectory 7; € Dsamp and % for each trajectory

7; € Dyemo and update the weights of the NN based on the resulting gradients.

2.6.2 The GCL Policy Optimization Step

GCL optimize both a cost function and a policy. As part of the algorithm, a policy is
optimized as a step in estimating the background distribution p(7) used in the cost
optimization. As described in Finn et al. (2016a), this step in the GCL algorithm
uses the method of Levine and Abbeel (2014). Their method is highly similar
to the GPS algorithm described in Section 2.4. Similarly to the GPS approach
described in Levine et al. (2016), the policy optimization procedure consists of
iteratively generating samples from p(u;|x;), fitting the dynamics, p(x;+1|x;, u;), to
these samples, and updating p(u; |x;) under these fitted dynamics. One difference
between the method of Levine and Abbeel (2014) and Levine et al. (2016) is that
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the latter offers the simultaneous learning of a global, observation-based policy

Ty.



Chapter 3

Method

A main point of this project was to study the combination of cost function gen-
eration through Inverse Reinforcement Learning (IRL), and policy optimization
through deep Reinforcement Learning (RL). Through our literature study in Section
2, we found the approach and results of Finn et al. (2016a) Guided Cost Learning
(GCL) promising and, as a part of our research, decided to examine their approach

more deeply through implementing a version of the GCL algorithm.

To avoid confusion between our version of GCL and the method described in Finn
et al. (2016a), we refer to our as reworked GCL (rGCL). For the same reason, we
also refer to our altered version of the GPS implementation (Finn et al.; 2016b) as
reworked GPS (rGPS).

3.1 Python & Tensorflow

Our implementation builds upon Finn et al. (2016b), which is written in python.
For this reason, the continuation was kept in the same language. Python is an easy
and highly popular language that has an active community and a wide range of

compatible open source libraries and implementations.

Tensorflow (Tensorflow home page; 2017) is an open source software library, origi-
nally developed by Google for high-performance numerical computing such as in
the use of machine learning techniques like Neural Networks (NN). It is usable

through python and allows the user to construct a graph of data, in the form of

27
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tensors, and operations in a high-level python abstraction. A tensor is a symbolic
handle to the output of an tensorflow operation, and the passing of tensors as
input to other operations builds data flow connections. These graph structures
define the steps of a multi-step computation such as e.g. an NN. Though tensorflow
allows the user to build this structure using the Python language, the computations
themselves are calculated using high-performance C++. This way the user is able
to enjoy the high-level abstraction of python and tensorflow while still keeping the
benefits of highly optimized code. Tensorflow is able to use GPU for computation.

3.2 Reworked GCL Implementation

To the best of our knowledge, no open-source version of the GCL implementation
of Finn et al. (2016a) is currently available. Thus, in order to explore the GCL
method and its potential for use in USV steering, we implemented one as part of
the project. This was done by expanding on the open source GPS implementation
from Finn et al. (2016b) and combining it with IRL cost learning as described in
Finn et al. (2016a). Because GCL uses a method similar to Deep Maximum Entropy
IRL (Wulfmeier et al.; 2015), an open source implementation (Lu; 2017) of Deep
Maximum Entropy was chosen as a base for the GCL cost optimization. This code
was then significantly altered into the IRL algorithm of GCL. The resulting IRL
module was then combined with a slightly altered version of the GPS implementa-
tion to create reworked GCL (rGCL). An explanation of the rGCL implementation

is given below.

3.2.1 Implementation overview

GCL uses a method described by Levine and Abbeel (2014) to calculate the guiding
distribution and the samples used in the GCL cost optimization. Levine and Abbeel
(2014) uses a GPS method similar to Levine et al. (2016), both optimizing linear
gaussian distributions p(t) = p(x,);=1p(xss1]xs, ur)p(ue|x;). These Gaussian
distributions, local for the initial conditions, are what generates the samples used
in GCL cost optimization and in the calculation of the optimization gradients.
Thus, we chose to use the GPS implementation available open-source through
Finn et al. (2016b) in order to calculate these necessary distributions. We chose to

adapt the already existing code rather than creating a full GCL implementation
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Figure 3.1: A simplified illustration of the three modules, reworked_gcl,
reworked_gps and irl_cost, that make up our reworked GCL program.

from scratch due to the complexity of the task and the amount of time available to

us.

rGCL combines the open-source GPS implementation (Finn et al.; 2016b) with
the cost learning described in Finn et al. (2016a), using a Neural Network (NN) to
express the cost function. In our description, we focus mostly on the tree major

modules: reworked_gcl, reworked_gps, and irl_cost.

As indicated in Figure 3.1, rGCL alternates between running rGPS in module
reworked_gps and the cost optimization in module irl_cost. reworked_gps
executes GPS as described in section 2.4, and iteratively optimizes a policy to the
current cost function by running the controller in the environment. reworked_gps
is also responsible for generating sample trajectories to be used for cost optimiza-

tion in irl_cost.

3.2.2 irl_cost module

The irl_cost module contains one class, and one function. The class, GCL_cost_fc,
holds the cost function that is used for optimization of the policy in reworked_gcl.
When initialized, GCL_cost_fc builds a NN of two layers using tensorflow. Each
layer of the network has a number of neurons specified by the caller, reworked_gcl,
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Figure 3.2: An illustration of the irl_cost module. The illustration depicts the
class GCL_cost_fc, its functions and the neural network as well as the function
train_cost_fc. Simplified pseudo code for train_cost_fc is provided. dx and
du is the dimension of the sensor state, x, and the action parameter, u, respec-
tively. Otherwise, notation is as in Section 2.6.1. The dashed arrow represents the
reference to the class.

and the network maps two input arrays, input_x and input_u to a scalar output,
cost. The class contains functions for accessing the network and for adjusting its
weights. Outside of the class, is a function training the cost function. See Figure

3.2 for a visualization of the module.

The building of the individual layers of the NN and the class functions apply_grads ()
and get_theta remains the same as in the Deep Maximum Entropy IRL implemen-
tation Lu (2017) we started out with. apply_grads applies back-propagation and
weight adjustment to the network and get_theta grants access to the network
weights, e.g. for printing. All other code in irl_cost, has been created by us or

changed beyond recognition.

get_cost and get_cost_with_grads, both passes the input state and action
through the network to calculate the corresponding cost. However, get_cost_with_grads

returns more than just the cost, ¢. This second function also calculates the
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gradients of the cost with respect to the input, specifically c, ¢y, ¢xx, cyy and
cux (using the notation of this report), and returns it together with the cost.
These gradients are needed by the reworked_gps module during policy opti-
mizing. get_cost_with_grads is thus called from the reworked_gps module,
while get_cost is called during training, from train_cost_fc. In addition to
the aforementioned class functions, which are all directly related to the NN, an
additional function was added to the class, normalize_input. This function nor-
malizes the state-action pair before they are fed to the neural network and was
created to facilitate learning, motivated by the fact that fixing the input to zero
mean and unit variance is known to improve training speed (loffe and Szegedy;
2015). Given a deeper NN than we used for our testing, the extension to Batch

Normalization (Ioffe and Szegedy; 2015) might be a good idea.

3.2.3 reworked_gps module

The reworked_gps module performs GPS as described in Section 2.4, optimizing a
global policy 7y (u;|o;) by simultaneously optimizing local Gaussian distributions,
or linear-Gaussian controllers p(u;|x;), for each state, under linear-Gaussian esti-
mates of the dynamics p(x;+1|x;, u;). The optimization of p(u,|x;), is performed
by optimizing p(t) = p(x;)I1;=1p(xr41|xs, ur )p(us|x,) with respect to the expected
cost and it is this trajectory distribution, p(z), which is needed to perform the cost

optimization step in GCL.

In order to optimize the cost function, irl_cost needs both the trajectory distri-
bution, p(7), and a set of sample trajectories generated from it. As illustrated in
Figure 3.1, these are both calculated in reworked_gps. As we could not find any
explicit calculation of p(7) in the GCL implementation of Finn et al. (2016b), both

the calculation of p(r) and the sample trajectories were additions created by us.

The sample trajectories that are fed to cost optimization are generated by the use
of the estimated dynamics and the Gaussian controller mentioned in Section 2.4.

For each timestep in a trajectory, we have

u; = Kyxy + ky + Cholesky(Cy)v, (3.1)
X1 = fxeXe + furts + fer + Cholesky(F,)w, (3.2)
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where v; and w; are white noise variables, i.e. drawn from a Gaussian distribution
of zero mean and unit variance, and are assumptions of the Gaussian models.
The generated sample trajectories are collected in a list and sendt to irl_cost.
Cholesky() marks the Cholesky decomposition of the matrix. (Hofert; 2013)

In our program, p(7) takes the form of a list of probability densities. Each entry
in the list is the density of the corresponding entry in the list of trajectories. The

probability density of each sample trajectory is calculated using

p(ri) = Pdf(xo)HtTﬂPdf(ut—l|xt—1)Pdf(xt|xt—1, Ur—1) (3.3)

which is the same formula presented in Section 2.3.3 and 2.4, but with, what we feel,
is a more intuitive notation. The notation pd f() denotes, the probability density
function (PDF) of the distribution governing its variables. Thus, pd f(u;—1|x;—1)
denotes the the probability density of u;_; using the PDF of the Gaussian distri-
bution which parameterizes p(u;—1|x;—1). 7; in Equation 3.3, denotes generated

trajectory sample number i.

Because of problems with numerical underflow, the probability calculation, and

following use of it in cost optimizing, was performed in the logarithmic domain.

During optimization of the policy, reworked_gps uses the cost function, the NN,
of irl_cost. To achieve this, we added an interface between the two modules
by referencing to the GCL_cost_fc in the inner loop of the GCL algorithm and a
corresponding function to format the returned cost according to the module’s needs.
As portrayed in Figure 3.4, reworked_gps calls for the cost and its gradients from
irl_cost multiple times, once for each timestep in each trajectory. In addition to
this, it calls to irl_cost to normalize its state-action pair before feeding it to the

NN, but this relationship was omitted in Figure 3.4 for the sake of simplicity.

3.2.4 reworked_gcl module

reworked_gcl combines the IRL of irl_cost and the RL of reworked_gps into
one system. It is not especially clear from Finn et al. (2016a) how the alternation
between the cost optimization and the policy optimization is performed. We iden-
tified and implemented two possibilities, v1 and v2, illustrated in Figure 3.3. In one

loop of rGCL, v1 completes (possibly) several iterations of reworked_gps before
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irl_cost.train_cost_fc() sample batch

demo batch l
[ sample batch reworked_gps.run_inner_loop()

inner loop

] ]

Figure 3.3: A simplified flowchart of rGCL, v1 (left) and v2 (right). The illustration
was created using Draw.io.

updating the cost in irl_cost. Meanwhile, one iteration of rGCL v2 performs only
the outer loop of the GPS algorithm, i.e. only running the current controller in the
environment and estimating the dynamics, before the cost function is optimized.
Afterward, the inner loop of the GPS algorithm, the actual optimization of the
controller and policy, is performed. Thus, one iteration of v2 is shorter than one
iteration of v1 as it contains one less nested loop. Implementing v2 required a

larger change in the GPS interface than that of v1.

In GPS, the calculation of the step size (from KL-divergence), the deciding factor
for how much to change the current controller, is performed as part of the inner
loop of GPS. In rGCL v2 however, we decided to place this calculation as part of the
outer loop. We did this because Finn et al. (2016a) mentioned they calculated this

step based on the previous cost function. This is sensible because the controller



34 CHAPTER 3. METHOD

reworked_gcl irl_cost reworked_gps

run gps

get_cost_with_grads

€ Cx Cur Cxxo Cuw Cux

get_cost_with_grads

€5 Cx» Cu» Cxx> Cuwr Cux

get_cost_with_grads

€, Cx Cuy Cxxo Cuws Cux

get_sample_trajectories

samp_traj_list,
samp_traj_prob_list

train_cost_fc

\ 4 L % \ 4

Figure 3.4: A simplified illustration of the interface of the three modules
reworked_gcl, irl_cost and reworked_gps for rGCL v1. The illustration de-
picts the flow between the modules during one iteration of the reworked_gcl
main loop. The flow is slightly different for rGCL v2.

which is run in the environment in the current iteration was updated using the
previous cost function and will thus have a different expectation of cost than if it
was updated based on the current cost function. In v1, such a change has not been
made, meaning that when the reworked_gps loop starts, it uses the controller
which was updated based on the previous cost function, while the step size is

calculated based on the new cost function.
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Results

4.1 rGCL

In the following section we discuss the experiments performed with rGCL, the

results and possible improvements.

4.1.1 Experiment setup

The GPS implementation (Finn et al.; 2016b), which we build upon, contains a
few examples for testing. One of these is a Python box2d example, where a 2D,
two-joint arm were to learn how to reach an upright position from a fixed initial
position. We decided to use this simple example during our experiments with the
rGCL implementation. Finn et al. (2016b) also contained a Graphical User Interface
which was used during training. Figure 4.1 and 4.2 illustrates the experimental

setup, with the 2D arm and the GUI respectively.

During training, a set of 10 demonstrations of the arm rising to the upright position
was used as the IRL expert demonstrations. Before the rGCL loop, irl_cost per-
formed one loop of cost optimizing using all the demos and no sample trajectories.
This was performed as a pre-training step and was instated in an effort to initialize
the weights of the cost function to prepare for the training. The demonstrations
were performed by an agent who had learned the task using GPS (Finn et al.;
2016b), with a manually crafted cost function. In all of these demonstrations, the

arm rose to its target position using the shortest route.

35
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© Python Box2D Testbed - 2 Link Arm

Figure 4.1: The two-joint arm in its initial position. The yellow outline represents
the target position.

The specifications of the experiment are read into the rGCL program from a
hyperparamethers.py file. Below is a summary of some of the parameters used
in the experiments and a brief explanation of the reasoning behind them. However,

because of limited time, we have not properly tuned the parameters.

Specifications for v1:
« 18 iterations of the rGCL loop

« 5 iterations of the complete GPS loop

5 trajectory samples taken in the outer loop of GPS

« 10 sample trajectories generated for cost optimization

5 trajectories in demo batch in irl_cost

10 trajectories in sample batch in irl_cost
« 1 iteration of the training loop in irl_cost

+ Learning rate of irl_cost was 0.0001

Specifications for v2:
« 30 iterations of the rGCL loop
« 5 trajectory samples taken in the outer loop of GPS

« 10 sample trajectories generated for cost optimization
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Figure 4.2: The Graphical User Interface (GUI) of the GPS part of the program. For
each set of samples taken for the policy optimizing, the GUI presents the average
cost, step-multiplier (based on KL-divergency) and entropy (the randomness of a
distribution) in the top left corner. The mean cost is also expressed graphically in
the top right corner. In the graph to the lower left, the linear-gaussian controller
means and distribution is represented by the red crosses and lines respectively,
while the sampled trajectories are represented by the green lines.

« 5 trajectories in demo batch in irl_cost

« 10 trajectories in sample batch in irl_cost

« 1 iteration of the training loop in irl_cost

« Learning rate of irl_cost was 0.0001

The number of samples collected through the outer GPS loop was chosen based

on the default value present in the code. The more trajectories are collected, the
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more likely they are to capture the dynamics. On the other hand, collecting the
trajectories is the most time-consuming part of the training. Thus, a compromise

was made.

We use a batch size for the generated sample trajectories twice the size as the batch
size of the demonstrations. This was chosen in order to allow the cost function
to experience a larger set of variations, as the demonstrations are quite similar.

Similar reasoning lies behind the choice of a singular loop for cost optimization.

Backpropagation for the cost function is performed for every time step of every
demonstrated or sampled trajectory in their respective batches. Because the length
of each episode is 100 time steps, this means a total of 1500 back-propagations are
performed per rGCL loop. In order to smooth the learning and allow the rGPS to
guide it, we used a small learning rate. For both v1 and v2, a two-layered NN was

used as a cost function.

The running time of one training session of rGCL v1 and v2 with the parameters

above is approximately 40 minutes and 20 minutes respectively.

4.1.2 The training results

While the results of the training did not yield optimal solutions, rGCL shows
notable promise. 19 tests were performed with v2, whereas 10 learned to reach an
approximately upright position. In most of the tests, v2 showed a tendency towards
the goal position, even though it did not always reach it. 13 tests were performed
with v1, where 4 were learned to reach an approximately upright position. V1 thus
performed more poorly than v2, however, when v1 did learn to rise to its target, it

did so in a better way than v2.

Reaching the goal state

V1 had many unsuccessful runs, but when it did learn to rise, it did so rather well.
It always picked the optimal route and 3 out of its 4 successful runs, it reached its
goal pose and held it with a performance that rivaled that of the demonstrations
themselves. Some runs started out good from the start and might come as a result
of the pre-training, while others started out in the opposite direction and changed
course midway through training. All successful runs were taken using the shortest

path. Both v1 and v2 had a few runs where they learned to perform loops, rather
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than to rise.

In contrast to v1, v2 had no fully optimal runs and alternated between taking the
shortest run to the upright position and taking the long way around. V2 also had
less of a collected distribution, i.e. with larger variance. However, even more than
the 10 somewhat successful runs seemed to have grasped the fact that the goal

state was in the upward direction.

V2 thus seems to have gained a more general notion of the task of rising, but lack
the specifics of the goal state and how to get there, while v1 either performs the

task better than v2 or much worse.

Cost and step values

g 75 — mean cost
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10 0.20 0.20 0.60 -454.55
11 1.81 1.81 0.06 -452.39
12 0.07 0.07 0.30 -451.31
13 0.34 0.34 0.03 -449.88
14 0.22 0.22 0.01 -449.69
15 0.54 0.54 0.00 -449.69
16 0.81 0.81 0.00 -449.69
17 2.12 2.12 0.00 -449.69
18 1.70 1.70 0.00 -449.69
19 0.24 0.24 0.00 -449.69

Figure 4.3: Crop out from the training GUI during run time with v2. Only the first
two decimals of a number is shown, thus the printout may be misleading. E.g. the
GPS code reveals that step is never at a complete zero, but rather at a minimum
value.

Figure 4.3 shows an example of a print out during training with v2. The print out
indicates that the cost is going down. However, we experienced that this is more
due to the optimization of the cost function than the agent approaching an optimal
performance with respect to the task. We can also see that the step in trajectory
distribution is going down as the iterations increase to the point where it reaches
a minimum step. With such low steps, the agent barely changes its trajectory
distribution. This tendency was present in most runs with v2, and to a slightly
lesser extent with v1. This is likely the reason why most of the successful runs

happened before iteration 20.

Another concern is that judging from the printout from the cost optimization,
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the cost function seemed to converge to weights which offered little distinction
between suboptimal trajectories. This may be part of the reason why the step
seems to disappear. The reworked_gps uses the gradients of the cost with respect
to its input in addition to the cost itself. These are likely part of the reason why it

was able to learn a somewhat correct behavior despite poorly trained costs.

4.1.3 Possible improvements

As previously stated, rGCL is currently a bare bones implementation. GCL as
explained in Finn et al. (2016a) employ a number of tricks that we have not. One of
the differences is the fact that they seem to grow their set of samples, by keeping
those of older distributions, whereas we only use samples from the current iteration.
The larger dataset might be useful as it could give the cost function a more complete

picture.

The probability density of trajectories from previous distributions could be re-
fitted to the current controller, or they could be kept the same as when they were
sampled. However, based on the notation of p(7) in Finn et al. (2016a), we view
the first of the two as the more likely option. This way, the probability density
of out-dated trajectories are made smaller and, considering the expression of the
GCL gradients in Equation 2.13, they will have a larger impact on the updating of
the NN weights. Equation 2.13 is repeated below.

dr 1 dC¢ 1 qug
ol 5 St 5 oo e

7€ Ddemo TjEDsamp

with w; = %ﬁ;(fﬂ and Z = 3} wj.

As our optimization is a minimization problem, applying the positive gradients of
the demonstrations will result in a smaller output (a smaller cost) for their states.
Applying the negative gradients of the sampled trajectories, on the other hand,
will cause a greater cost for their input. With a smaller p(7;), a trajectory is less
likely to appear with the current distribution. This results in a smaller w; and
thus the trajectory makes a greater change in the network than those more likely
to appear. In other words, the outdated trajectories, those considered wrong to
the current distribution, will show the network what it should penalize, while the

demonstrated trajectories show the network what it should not penalize.
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Figure 4.4: Approximate illustration of obstacle avoidance during expert demon-
stration. The dark circle represents the obstacle in question.

rGCL has no recollection of past trajectories. In a way, it relies solely on short-term
memory. Because it only uses trajectories sampled from the current distribution to
update its cost function, the trajectories will always be probable and most of the
indication of what to penalize is lost. This might explain why the cost function
seems to converge to low costs for most trajectories, even though they are quite

different from the demonstrations.

The inclusion of older trajectories may not be all that hinders rGCL from better
performance, but it could be an improvement. In addition, we point out that
because of a lack of time, no tuning of the parameters was performed. Tuning
of the parameters may also contribute to a better performance. This is especially
true concerning the initialization of the weights in the cost function. Though the
initial training seemed to boost the results somewhat, a better initialization and
a deeper look into training strategies should be considered as the results of NNs

heavily rely on their initialization and training scheme (Goodfellow et al.; 2016).

4.1.4 From state to observation in rGCL

The cost optimization uses the full state of the system. This does, however, not
undermine GPS’s learning of observation based policy as the cost function is used
purely for training, not during testing. During testing, only the observation based
policy is used, as in regular GPS, because the cost function itself is not used during
testing. The difference is that the policy has been trained using a learned cost

function, rather than a pre-made one.

4.2 Expert data collection

One of the goals of this project was to collect a set of expert USV demonstrations,

to be used in the following master thesis. This was accomplished December
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4th, by the use of the USV, Odin, courtesy of the Norwegian Defence Research
Establishment. We traveled to Horten, Norway, where we performed sampling
of manual obstacle avoidance in two data sets. 19 demonstrated episodes were
collected in the first set and 47 in the second, making a total of 66 demonstrated
episodes collected over the course of the day. During both of these two runs, the
weather was dry and the water was relatively calm. This fact was beneficial to us
as more challenging weather would introduce further challenges into an already

difficult set of dynamics and task.

Each demonstration consisted of the USV being manually steered directly towards
an obstacle, before swerving either right or left to avoid collision and then steering
back to the previous course. An illustration of the procedure is presented in Figure
4.4. The obstacle being avoided was either a green or grey pole-shaped object,
where half the demonstrations were performed on each. The initial positions and
swerving point of the demonstrations varied. By varying the initial position, we

hope to make the cost function invariant to the initial state.

During each demonstration, sensor data and output data was sampled in a ROS-bag
file format. The sensor data collected included readings from Radar, LiDAR and
Heading. Some problems occurred during the first set of demonstration episodes,
hindering the LiDAR data from being sampled. Thus, only the second set contains
LiDAR readings. Because the input size cannot change during training, this means
that for the whole data set of 66 demonstrations to be used, the LiDAR readings
from the second set cannot be used. Though, it might be more beneficial to simply
use the second set. Whether 47 demonstrated episodes is enough to extract a good
cost function remains to be seen. However, it is worth noting that Finn et al. (2016a)
in their testing of the GCL approach on robotics tasks such as pouring from one
cup to another, used 30 or fewer demonstrations. Thus, our set of demonstrations

may be enough for the task of obstacle avoidance.

In addition to the previously mentioned sensor data, we were originally planning
to sample camera data. Unfortunately, neither the USVs IR camera nor its visual

camera was operational at the time.
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Conclusions and future work

Over the course of this project, we have accomplished three objectives. In our
literature study in Chapter 2, we studied Reinforcement Learning (RL) and Inverse
Reinforcement Learning (IRL) as well as an approach which combines the two
in Guided Cost Learning (GCL)(Finn et al.; 2016a). This provided the necessary
background for the next chapter of our project. In Chapter 3, we described our
implementation of the GCL algorithm, where we combined Guided Cost Learning
(Levine et al.; 2016; Finn et al.; 2016b) with cost optimization as described in
Finn et al. (2016a). We called our implementation reworked GCL (rGCL) and
tested it in a simple 2D environment, receiving results that were discussed in
Chapter 4. The results from testing revealed rGCL is not yet able to learn optimal
behavior from demonstrations. Yet, the results were promising as tendencies
towards the target state were noticeable. In the discussion of the results, a set of
possible improvements were suggested. The work put into the implementation
and analysis of its results, provided a deeper insight into GCL, GPS and Neural
Networks. Further results of the project come in the form of data collected from
an USV. A data set of expert demonstrations from manual obstacle avoidance was

collected for use in future work.

The project will continue in the following master thesis, where the focus will be
to create a steering model for end-to-end control of a USV. As of now, we have not
been working end-to-end as in e.g. the mapping of images to action parameters,
and this extension will be a relevant topic. In addition, GCL, and by extension,
rGCL, relies on the possibility to act in its environment during training. For an

USV, such practice is impractical and possibly dangerous. Thus, an alternative way
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of training should be explored, like the use of a simulator or a model.
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