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Abstract

A reliable Guidance, Navigation and Control (GNC) system is an important part of a suc-
cessfull target-tracking scenario. In this thesis, a GNC system is developed and compared
to state-of-the-art systems widely used today. The work includes the development of an
autopilot, guidance law, target tracking law and a reliable inertial navigation system for
precicely controlling an agile vehicle such as aircraft, missiles, etc. using available sen-
sor measurements. In this thesis the GNC system is simulated in a MATLAB/Simulink
enviroment using a non-linear generic missile model.

The first part of the GNC system to be investigated is the control system. Two autopilots
are considered:

The first design is the widely used three-loop autopilot. Based on desired acceleration
commands from the guidance system, the autopilot calculates optimal missile fin deflec-
tions to navigate towards a target. The second design consists of two decoupled autopilots
for lateral and longitudinal control using course and flight-path-angle as reference com-
mands. By using a Linear-Quadratic Regulator (LQR), based on the linearized generic
missile model, fin deflections are produced to achieve the desired missile orientation. Per-
formance and robustness properties are enhanced by using an additional feedback from
sideslip and angle-of-attack derivatives.

The second part of the GNC system to be investigated is the navigation system. With-
out reliable sensors and filters, other subsystems in the control loop will loose track of
the Position, Velocity and Attitude (PVA) of the vehicle. A Global Navigation Satellite
Systems (GNSS)-aided Multiplicative Extended Kalman Filter (MEKF) using gyro and
accceleration biases is derived to ensure convergence of the vehicle states. The MEKF
differs from the standard Extended Kalman Filter (EKF) by using quaternion multiplica-
tion to update the Inertial Navigation System (INS) estimations for the attitude, resulting
in the additional multiplicative property. In a target-tracking scenario, information about
the target position, velocity, and, in certain cases, acceleration is important when comput-
ing guidance commands. In addition to the estimated missile states provided by the INS,
a target-tracking Kalman Filter (KF) is implemented to keep track of the relative states
between the target and missile.

Finally, to conclude the GNC design, two guidance laws are compared. The well known
Proportional Navigation (PN) law in combination with the three-loop autopilot described
above, is compared to a Line-Of-Sight (LOS) design combined with the course and flight-
path-angle controlled autopilot. By assuming independent control of the horizontal and
vertical plane, the LOS guidance objective is to control the missile towards a vector be-
tween its launch platform and the estimated position of interception between the missile
and target.

The GNC system is simulated using Simulink and shows promising results in both refer-
ence tracking for the autopilot, as well as state-estimations using both KF designs.
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Sammendrag

Et pålitelig guiding-, navigasjons- og kontrollsystem (GNC) er en viktig del av et vellykket
målsporings-scenario. I denne avhandlingen vil et GNC-system bli utviklet, og sammen-
lignet med moderne systemer, mye brukt i dag. Dette inkluderer utvikling av en autopilot,
sporing, og et pålitelig treghetsnavigasjonssystem for nøyaktig styring av farkosten ved
hjelp av tilgjengelige sensormålinger. For denne oppgaven vil GNC-systemet simuleres i
et MATLAB / Simulink-miljø, ved hjelp av en ikke-lineær generisk missilmodell.

Den første delen av GNC-systemet som skal undersøkes er kontrollsystemet. To autopi-
loter sammenlignes:

Den første er den mye brukte three-loop autopiloten. Ved å utnytte akselerasjonskom-
mandoer beregner autopiloten optimale missilfinnebøyninger for å navigere mot målet.
Det andre autopilotsystemet består av to uavhengige autopiloter for horisontal og vertikal
kontroll ved hjelp av kursreferansekommandoer. Ved å bruke en lineær kvadratisk regu-
lator LQR basert på den lineære generiske missilmodellen, produseres finnebøyninger for
å oppnå ønsket missilretning. Egenskaper for ytelse og robusthet undersøkes, og tilpasses
ved bruk av en ekstra tilbakekobling fra den deriverte av sideslip og angrepsvinkel.

Den andre delen av GNC-systemet som skal undersøkes er navigasjonssystemet. Uten
pålitelige sensorer og filtre vil andre delsystemer i kontrollsløyfen miste kontrollen over
posisjon, hastighet og orientering av missilet. Et globalt navigasjonssatellittsystem GNSS
brukt for å veilede ett multipliserende utvidet Kalman-filter (MEKF) vil sikre konvergens
av missiltilstandene, inkludert gyro- og akselerasjonsforstyrrelser. MEKF er forskjellig fra
et standard utvidet Kalman filter da oppdatering av orienteringen ved hjelp av quaternion-
multiplikasjon resulterer i den ekstra multiplikative egenskapen. I et målsporingsscenario
er informasjon om posisjon, hastighet og noen ganger akselerasjon til målet viktig når
refansekommandoer skal regnes ut. I tillegg til å beregne missiltilstandene ved hjelp av
treghetsnavigasjonssystemet, vil et ekstra Kalman Filter implementeres for å holde over-
sikt over de relative tilstandene mellom målet og missilet.

Til slutt vil to guidingslover sammenlignes for å fullføre GNC-designet. Den velkjente
”Propoertional-Navigation”-loven i kombinasjon med ”three-loop” autopiloten beskrevet
ovenfor, vil bli sammenlignet med en LOS guidingslov kombinert med autopiloten for ho-
risontal og vertikal kontroll. Ved å anta uavhengig kontroll av horisontalt og vertikalt plan,
er målet for LOS guidingsloven å styre missilet mot en vektor mellom en utskytningsplat-
tform og den estimerte posisjonen for optimal kollisjon mellom missilet og målet.

GNC-systemet simuleres ved hjelp av Simulink og viser lovende resultater i både refer-
ansesporing for autopiloten, samt tilstandsestimering for begge Kalman filterdesignene.
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Chapter 1
Introduction

Historically, rockets dates all the way back to 1232, used by the Chinese as unguided
missiles against the Mongol besiegers. It was not until the first world war that the idea of
using guided missiles erupted (Siouris, 2004). Since then, the efficiency and precision of
guided missiles has radically improved.

The main difference between a guided missile and an unguided rocket is the ability to
change its course once it is airborne. Just like a cannon ball, an unguided rocket will follow
a ballistic trajectory. This makes it considerably inaccurate, making it easily affected by
external disturbances such as wind. In contrast to the unguided rocket, the guided missile is
able to alter its flight path after being launched. This gives the ability to control the missile,
either by a human operator or an autonomous system e.g. a weapon control system. In
order to do this, the missile must carry additional components compared to an unguided
rocket, including sensors and control systems.

Tactical missiles are able to intercept targets at a range of tens of kilometers, and are
mainly used to aim for military targets. Missiles have the possibility to be launched from
both air platforms as well as different ground based platforms, including sea-based plat-
forms. These capabilities establishes effective ways to achieve a wide varity of military
missions. This includes denying enemy communications or supply routes, establishing air
superiority and performing anti-ship cruise missile or ballistic missile defense (Palumbo,
2010). In order to efficiently achieve the goal of interception, a robust guidance navigation
and control system has to be implemented.

In this thesis, the focus will be to investiagte GNC-systems applied for defensive purposes.
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1.1 Research topic

The work behind this thesis is carried out with the means of a contribution to the Office of
Naval Research (ONR) Navy and Marine Corps FY2018 Basic Research Challenge (BRC)
Program.

Fom ”ONR Basic Research Challenge Topic 4” (p. 10 - 11) the background and some of
the research topics are given as (ONR, 2001):

“ State of the art methods for achieving guaranteed stability for both deterministic and
uncertain control systems are based on well-developed mathematical tools such as gain
margin analysis, µ analysis, etc. ”

“As multibody control systems play increasingly critical roles in the Navy’s ability to
project force, the need for improved analysis and design methods becomes more pressing.
Multibody control systems are increasingly prevalent in military and civilian applications
ranging from autonomous automobiles to defensive systems.”

“ The proposed research seeks to develop methods with computational cost similar to
stability analysis but with the power to provide a mathematically guaranteed assessment
of mission performance for multibody control systems.”

“ The success of this proposed research will be measured by how far the gap between
current capabilities for a single body system and the ability to mathematically guarantee
performance of a multibody system can be bridged. In practical terms, a successful re-
search program will also produce validation data for the mathematical framework. Since
this program will be limited to basic research, the validation data will be obtained numer-
ically via simulations. The main validation points are (1) correct performance prediction
for a multibody control system, and (2) algorithm efficiency relative to the Monte Carlo
method.”

My contribution has been to include uncertainty in the missile states and target tracking
information, contributing to a more realistic simulation environment for use in suitable
parts of the research.
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1.2 Motivation

Many functions must be carried out in order to intercept and negate the target. The purpose
of this thesis is to develop a Guidance, Navigation and Control (GNC) system for an tac-
tical missile, using a Global Navigation Satellite Systems (GNSS)/Inertial Measurement
Unit (IMU) integrated navigation system, applied for defensive purposes. In this thesis,
all the major parts of the GNC system will be investigated, and simulations for different
target-tracking scenarios will be carried out.

The main parts of the GNC system is as follows:

1. Guidance: The guidance system is responsible of computing essential guidance
commands in order to successfully track down and intercept a target. This can be
carried out using different algorithms, whereas two different methods will be inves-
tigated in this thesis.

2. Navigation: Keeping track of the current PVA of the missile is important. The
same goes for keeping track of the target state information. Accurate terminal po-
sition measurements are inevitable in order to achieve an engagement between the
missile and target. This is what the navigation system is responsible for. Without a
good inertial reference system for stabilizing target line-of-sight measurements and
keeping track of its own state information, computation of accurate missile guidance
commands are difficult.

3. Control: While the guidance system is responsible of computing guidance com-
mands, the control system is accountable of manipulating the missile actuators such
that these guidance commands are successfully achieved. For a missile, this is equiv-
ilant of performing fin deflections to manipulate its states using a robust and efficient
autopilot.
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1.3 Organization of thesis

Airframe (chapter 3)
• Actuator model. 
• 6 DOF generic missile model.
• Low fidelity linear models. 

Control (chapter 4)
• 3 –loop autopilot.
• course/flight-path-angle 

controlled autopilot.

Fin deflection 
commands

Sensor noise

Sensors (chapter 5)

• IMU and GNSS for INS state 
estimation.

• IR / RF Homing sensors.

Missile states

Target states

Target and asset GNC systems. 
(Different scenarios covered in chapter 7)

Guidance (chapter 6)

• Proportional Navigation (PN).
• LOS guidance with course/flight-

path-angle commands.

Guidance 
commands

Sensor data

Navigation (chapter 5)

• INS for state estimation using an error-state Extended Kalman Filter. 
• Kalman Filter for target-tracking. 

INS data INS data

Figure 1.1: Organization of thesis, including the primary content of the main chapters.

The relation between some of the chapters in this thesis, as well as some of the main
content is illustrated in Figure 1.1. The organization of the respective chapters are as
follows:

Chapter 2: Background

Chapter 2 contains notation and some basic background information.

Chapter 3: Airframe

Chapter 3 will address the generic missile modeling. This includes aerodynamics forces
and moments, coefficients and physical characteristics, all needed to construct a realistic
missile simulator. Both high-fidelity and low-fidelity models will be outlined. In addition
to this, an actuator model will be derived. Finally a reference model to filter out steps in
position and attitude references will be discussed.

Figure 1.1 shows that the Airframe is responsible of calculating the missile states based on
its previous states and fin deflection commands received from the control system.

Chapter 4: Control System

Today there are several different approaches for designing missile autopilots. This includes
different non-linear approach as well as the three-loop-autopilot, which is often the design
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topology of choice (Mracek and Ridgely, 2005). This relies on producing fin deflections
based on acceleration command inputs for separated pitch- and yaw-channels of the mis-
sile dynamics. With appropriate sign changes, the same feedback signals with the same
gains can be used for both channels.

One of the main objectives of this report is to investigate the development of a novel autopi-
lot design, using course angle and flight-path angle as reference signals. To ensure desired
robustness properties, a feedback from the derivatives of sideslip angle and flight-path an-
gle will be introduced, with the feedback gains as tuneable parameters. This topology will
then be compared and combined with the state-of-the-art three-loop autopilot to gain a
better insight in the actual performance of the design.

Figure 1.1 shows how the control system receives both data from the Inertial Navigation
System (INS), as well as guidance commands from the guidance system in order to pro-
duce the desired fin deflection commands. Note that the guidance commands can be both
in terms of accelerations and course/flight-path angles. The two different autopilots will
be able to transform the two different command types respectively, as outlined above.

Chapter 5: Navigation System

The thesis will also investigate the challenge of estimating the Position, Velocity and Atti-
tude (PVA) using a GNSS/Inertial Measurement Unit (IMU) integrated navigation system.
The IMU measurements are only valid for a short time without aiding, as sensors are vul-
nerable to noise and biases, causing drift in the state estimates (Qi and Moore, 2002).
Different approaches may be used to estimate the biases and then update the attitude, posi-
tion and velocity estimates. In this report, an error-state Multiplicative Extended Kalman
Filter (MEKF) with GNSS aiding will be designed. The measurement equations will be
calculated in two different ways, one including an additional Kalman Filter (KF) serving
as a differentiator for calculating a specific force reference vector.

In addition to this, a 9-state KF will be introduced to estimate the target states based on
available target-tracking sensors.

Chapter 6: Guidance System

The state-of-the-art Proportional Navigation (PN) law is widely used in several differ-
ent applications. This includes surface-to-air, air-to-air and air-to-surface missile engage-
ments, as well as space applications (Palumbo et al., 2010c). The PN law computes ac-
celerations commands which are translated into fin deflection commands in the control
system. This well known guidance law will be combined with the three-loop autopilot in
contribution of the first GNC system used in later simulations.

The second guidance law derived in chapter 6 is using the Line-Of-Sight (LOS) angle
between the predicted target position at the optimal interception time and a launch platform
to compute course and flight-path angle commands directly. This differs from the PN law,
as it doesn’t apply any acceleration commands. The LOS guidance law will be combined
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with the course and flight-path angle autopilot derived in chapter 4, which contributes to
the second GNC system.

Chapter 7: Implementation

Chapter 7 describes how the GNC system is implemented. Different maneouvers will be
used, and a three-body simulation scenario involving an interceptor, threat and a friendly
asset will be investigated.

Chapter 8: Simulation Results

Description of cases studies, simulation parameters and simulation results will be carried
out. Performance of the navigation system using different sampling rates will be investi-
gated, and a comparison between the guidance laws will be carried out.

Chapter 9: Conclusion and further work

Conclusion of the thesis, as well as suggestions for further work are presented.

1.4 Mission objective

In this thesis, a surface-to-air tactical missile, also named the interceptor, is implemented
with the purpose of tracking and intercepting an aerial target, also refered to as the threat.
The aerial target is trying to intercept with a friendly asset. The mission objective is to
protect the asset, by successfully destruct the threat before it is able to intercept with the
friendly asset.

1.5 Requirement spesification

R.1 Implementation of an INS with accurate state estimations.

R.2 Implementation of an INS showing convergence of all state biases.

R.3 Successfull missile/target interception under different conditions, including target
doing evasive manouvers.

R.4 Accurate target tracking using KF state estimations.

R.5 Comparing and validating two GNC systems with different guidance and control
algorithms.
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1.6 Contributions

The main contributions and work done in this thesis are:

Chapter 1: Littearature study and presentation of the missile GNC overview.

Chapter 3: Combination of a 6 Degrees Of Freedom (DOF) missile airframe with an actuator
and reference model to create a realistic simulation enviroment. Derivation of low
fidelity linearized models based on a high fidelity non-linear model.

Chapter 4: Derivation of a novel autopilot design by using a Linear-Quadratic Regulator (LQR)
approach on the low-fidelity model from Chapter 3. The autopilot robustness prop-
erties are investigated and improved by using the derivatives of sideslip and angle-
of-attack feedback in addition to integral action. This an extended and generalized
design compared to the one in my TTK4550 specialization project report. The de-
sign is different than the three-loop autopilot in terms of course and flight-path angle
references instead of acceleration.

Chapter 5: An INS with an error-state MEKF is derived. Different ways to calculate the mea-
surement equations are explored, including the use of an KF differentiator for spe-
cific force reference calculation. This extends and generalizes the work in my spe-
cialization project report, where some other measurement equations were used in a
simpler simulation environment. The combination of measurement equations and
state parametrization in the error-state filter contributes to a design I have not been
able to find elsewhere in the litterature.

Chapter 6: A novel guidance law is derived, designed to be used together with the course-
controlled autopilot from chapter 4.

Chapter 7: MATLAB/Simulink implementation of the complete GNC system, able to success-
fully guide a missile towards a target in a realistic target-tracking scenario. This
includes the two different autopilots and guidance systems. The INS with the error-
state MEKF is implemented. The simulation enviroment also includes the three-
body scenario with asset, threat and interceptor.

A way to visualize the rigid body following the given trajectory is derived. By
translating Computer Aided Design (CAD) files to a format MATLAB is able to
comprehend, and by plotting in a 3D MATLAB plot, the simulations are visualized
in an elegant way. This includes better understanding of the rigid body attitude, in
addition to better distinction between asset, threat and interceptor.

Chapter 8: Testing and verification of the GNC system through different simulation scenar-
ios. Thoroughly testing the performance by using various sampling rates, initial
conditions, maneouvers and different sensor characteristics. The novel methods in-
troduced in this thesis is compared to the state-of-the-art methods presented. The
different methods are compared in various ways, including target interception accu-
racy, state estimation accuracy, total force applied to the rigid body and effectiveness
in terms of total flight time until interception.
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Chapter 2
Background

2.1 Notation

The identity matrix is denoted IN×N ∈ RN , while (.)T is the transpose of a matrix.

Coordinate frames are denoted {.}. Throughout this thesis vectors will be written in bold,
while matrices will be written in bold capital letters. Vectors have superscripts to denote
what frame the vector is composed in. Superscripts are used to describe relative frames.

Example

ωbb/n angular velocity of {b} with respect to {n} expressed in {b}

2.2 Coordinate systems

When describing the relationship between different states, calculating navigation equa-
tions and deriving the equations of motions for the system, different Cartesian coordinate
systems are used:

2.2.1 Inertial Frame

Netwon’s laws of motion are formulated in the inertial frame, which is denoted {i}. The
Earth Centered Inertial (ECI) frame is often used as an approximation of the inertial frame,
and is an orthogonal frame that follows the Earth. The ECI frame has its origin at the center
of earth, x-axis in the equatorial plane point towards vernal equinox, z-axis pointing along
the Earth’s rotational axis while the y-axis is completing the right-hand frame.
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2.2.2 North-East-Down

The North East Down (NED) frame {n} = (xn, yn, zn) has its origin in an arbitrary point
on the surface of the earth. The x-axis points towards north, the y-axis points towards east,
while the z-axis points towards the center of the earth, completing the right-hand frame.
The xy-plane is therefore tangential to the surface of the Earth. In the aircraft and marine
craft control system litterature (Fossen, 2011), the Earth’s rotation are often neglected,
such that a local NED tangential frame can be used. This assumption is used for the rest
of this thesis, such that the intertial frame {i} is replaced by the NED frame {n}.

2.2.3 BODY

The BODY reference frame {b} = (xb, yb, zb) is fixed with respect to the missile. The x-
axis points towards the direction of the missile, the y-axis points to the left while the z-axis
points down towards the Earth’s surface. The origin of the coordinate system coincides
with the missile’s center of mass. The body-fixed axis are illustrated in Figure 2.1.

2.2.4 Transformation between BODY and NED

To represent the attitude, the unit quaternion is used. The quaternion is defined as

q =




η
ε1
ε2
ε3


 (2.1)

where η is the real part and ε = [ε1 ε2 ε3]
T is the imaginary part. The unit quaternion

is defined as a quaternion satisfying the property qTq = 1. By representing the attitude
with unit quaternions, a singularity-free representation is achieved, giving better stability
properties than by using e.g. Euler angles. The inverse of a unit quaternion is q−1 =
[η εT ]T

The unit quaternion is related to the axis and angle of a rotation by Markley (2008)

q =

[
η
ε

]
=

[
cos φ2
e sin φ

2

]
(2.2)

where e is a unit vector and φ is the angle of rotation.

Denoted as ⊗, the quaternion product between two unit quaternions produces a new unit
quaternion, satisfying

q1 ⊗ q2 =

[
η1η2− εT1 ε2

η1ε2 + η2ε1 + S(ε1)ε2

]
(2.3)
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The rotation matrix between two frames a and b is denoted Ra
b . The relationship between

the unit quaternion and the rotational matrix is

Rn
b (q) = I3x3 + 2ηS(ε) + 2S2(ε) (2.4)

where Rn
b represents the rotation between the BODY and NED frame, while S(.) is a

skew symmetric, satisfying

S(ε) =




0 −ε3 ε2
ε3 0 −ε1
−ε2 ε1 0


 (2.5)

For small values of δε, the following approximations holds:

R(δε) ≈ I3x3 + S(ag) (2.6)

R(δε)T ≈ I3x3 − S(ag) (2.7)

The derivative of the unit quaternion is

q̇ = T q(q)ω
b
b/n (2.8)

where

T q(q) =
1

2

[
−ε

ηI3x3 + S(ε)

]
(2.9)

Figure 2.1: Body-fixed axis illustrated on an aircraft.
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2.3 Course and flight-path angle

When developing the dynamic equations for the missile, it is important to remember that
the aerodynamic forces are not only related to the airspeed, but also to the surrounding air.
The relationship between the airspeed V a, ground speed V g and wind speed V w yields
(Beard and McLain, 2013)

V a = V g − V w (2.10)

Where V g can be expressed in the body frame along the body-fixed ib, jb, and kb axis
from Figure 2.1 (Weehong Tan et al., 2000) as

V b
g =



u
v
w


 (2.11)

Similarily, it can be shown in Beard and McLain (2013) that the expression for the velocity
of the rigid body with respect to the airspeed vector can be written as

V b
a =



ur
vr
wr


 =



u− uw
v − vw
w − ww


 (2.12)

By assuming that the wind can be negligible (2.11) and (2.12) are simplified to

V b
g = V b

a (2.13)

By inspecting Figure 2.2 and 2.3 (Beard and McLain, 2013) , the airspeed vector can be
related to the sideslip and angle of attack by



ur
vr
wr


 = V a



cosα cosβ

sinβ
sinα cosβ


 (2.14)

Inverting these relationships gives

Va =
√
u2r + v2r + w2

r (2.15a)

α = tan−1

(
wr

ur

)
(2.15b)

β = sin−1

(
vr

Ur

)
(2.15c)
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Which in absence of wind, simply gives

Va =
√
u2 + v2 + w2 (2.15d)

α = tan−1

(
w

u

)
(2.15e)

β = sin−1

(
v

U

)
(2.15f)

The course angle χ is the angle between the airspeed vector and the body-fixed x-z plane

χ = ψ + β (2.16)

and describes the direction of travel for the rigid body. For the lateral autopilot design,
it is desirable to control this instead of the heading, as the heading may be an inaccurate
approximation of the course if the sideslip angle is sufficiently large. The relationship
between these angles are shown in Figure 2.2.

The flight-path angle is the positive angle with respect to the airspeed vector that is used
to generate lift. This is defined as

γα = θ − α (2.17)

For the longitudinal autopilot, the flight-path angle is the commanded reference. The
longitudinal angles are shown in Figure 2.3. In the absence of wind, γα = γ, such that

γ = θ − α (2.18)
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Figure 2.2: Relationship between speed, side-slip and course. The crab angle χc equals zero in
absence of wind.

Figure 2.3: Relationship between speed, angle of attack and flight-path angle.

The combination of these control objectives, as well as the assumption of zero roll, are the
foundation of the autopilot design.
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Chapter 3
Airframe

3.1 Introduction

Actuators 6 DOF missile 
model

Autopilot Sensors

Figure 3.1: Actuator and rigid body model in relation to the rest of the GNC system.

Many flying objects such as aircraft and missiles can be approximated as rigid bodies
with gravitational and aerodynamic forces acting on them (Bryson, 2015). By giving the
position, velocity orientation and angular velocity of a set of body-fixed axis, it is pos-
sible to describe the motions of a rigid body. These parameters are the 6 DOF used in
the following model. The missile model used is a generic surface-to-air missile model,
and is axis-symmetric with cruciform wings. It is controlled using skid− to− turn, by
manipulating the fin deflections which are entering the system linearly. When using the
course-controlled autopilot, there is also a reference model used to filter out huge steps in
the commanded fin deflection δcmd. Figure 3.1 shows how this chapter relates to the rest
of the GNC system.
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3.2 Actuator
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Figure 3.2: Block diagram illustrating the actuator model.

There are three fin actuators, each controlling deflections in pitch, yaw and roll, denoted
[δP , δY , δR]. These actuators are generally acting independently, and are each driven by a
separate but often identical servomotor (Çimen, 2011). The actuator dynamics are mod-
eled using an actuator saturation that limits the position and rate of the aerodynamic control
surface. The saturation function yields

sat(δ, δmax) ,





δmax, δ > δmax

δ, |δ| ≤ δmax
−δmax, δ < −δmax

(3.1)

The actuator dynamics for each seperate actuator channel can be described using a second
order nonlinear differential equation (Çimen, 2011)

δ̈act = (δcmd − sat(δact, δmax))ω2
n − 2ζω2

n sat(δ̇act, δ̇max) (3.2)

Where ζ is the actuator damping ratio and ωn is the natural frequency. δmax = 25 degrees
and δ̇max = 4 degrees / sec are the saturations for fin deflection position and position rates
respectively.

The actuator block diagram, which also represents the Simulink implementation, is shown
in figure 3.2.

3.3 Assumptions

The following assumptions are made for the missile model to be valid
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• Rigid air frame, i.e. no flexible modes.

• Reference position coincides with the mass center of the missile.

• All sensors are mounted at the missile mass center.

• Good measurements or estimates of angle of attack, sideslip, accelerations and an-
gles are obtained.

• There are no roll, which results in p = φ = 0.

• The missile is operating at a constant speed.

3.4 State vector

The state variables used in the equations of motions for the missile is given in Table 3.1.
Even though Vm is treated as a state variable in the missile model, it is assumed to be
constant.

Notation Description

α Angle of attack
β Side slip angle
Vm Total speed of missile
p Roll angular velocity, rotation around x-axis
q Pitch angular velocity, rotation around y-axis
r Yaw angular velocity, rotation around z-axis

Table 3.1: High fidelity missile model states
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3.5 Aerodynamic coefficients and physical missile char-
acteristics

3.5.1 Aerodynamic forces and moments

The aerodynamic forces and moments are modeled in terms of the aerodynamic coeffi-
cients, and are given by (Weehong Tan et al., 2000)

Fx = −1

2
ρV 2

mA [Cdap + Cday + CD] (3.3a)

Mx =
1

2
ρV 2

mA

[
Cl,PY + Cl,αR,δδR +

Cl,pd

2Vm
p

]
(3.3b)

Fz =
1

2
ρV 2

mACNz (3.3c)

My =
1

2
ρV 2

mA

[
CMy +

CMtdd

2Vm
q

]
(3.3d)

Fy =
1

2
ρV 2

mACNy (3.3e)

My =
1

2
ρV 2

mA

[
CMz +

CMtdd

2Vm
r

]
(3.3f)

Where ρ is the air density, A is the reference area and d is the reference distance. Since
the roll motion is controlled to zero, δR will be assumed equal to zero throughout the rest
of the thesis.

3.5.2 Aerodynamic coefficients

By the use of wind-tunnel experiments, good approximations of the aerodynamic coeffi-
cients are obtained. By assuming a constant speed of Vm = 3 Mach, equal to 1020 m/s,
the coefficients are given by Weehong Tan et al. (2000) as

Normal force coefficient:

CNz(α, δP ) = −21α− 24.5α3 − (2− 0.1
√
|α|) 6

π
δP (3.4a)

Pitch moment coefficient:

CMy(α, δP ) = −15.75α− 36.75α3 − (2− 0.1
√
|α|)42

π
δP (3.4b)

Side force coefficient:

CNy(β, δY ) = −21β − 24.5β3 − (2− 0.1
√
|β|) 6

π
δY (3.4c)

Yaw moment coefficient:

CMz(β, δY ) = 15.75β + 36.75β3 + (2− 0.1
√
|β|) 6

π
δY (3.4d)
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Axial force coefficient due to pitch motions:

Cdap(α, δP ) = 0.5(α+ δP )
2 (3.4e)

Axial force coefficient due to yaw motions:

Cday(β, δY ) = 0.5(β + δY )
2 (3.4f)

Roll moment coefficient:

Cl,PY (α, β) = −2.63α2
R sin 4φA (3.4g)

Roll fin effectiveness:

Cl,αR,δ(α, β) = 2.5− 1.25 cos(παR) (3.4h)

Axial drag coefficient:
CD = 0.2 (3.4i)

Damping coefficients:

CMtd(M = 3) = −720 Cl,p(M = 3) = −10 (3.4j)

3.5.3 Physical characteristics

Since the dynamic pressure 1
2ρV

2
m is related to the speed and altitude of the missile, it is

necessary to approximate both the altitude and velocity. The altitude h of the missile is
assumed to be about 7500 meter, while the speed as stated above is 3 Mach. The mass of
the missile is 17 kg, while the diameter is 0.15 meter.

3.6 High-fidelity model

For the high fidelity model, the 6 DOF non-linear model described in Weehong Tan et al.
(2000) is used. The equations of motions (EoM) yields

α̇ = cos2 α

[
FzQαβ
mVm

− p tanβ
]
+ q − sinα cosα

[
FxQαβ
mVm

− r tanβ
]

(3.5)

q̇ =
1

Iyy
[My + (Izz − Ixx)rp] (3.6)

β̇ = cos2 β

[
FyQαβ
mVm

+ p tanα

]
− r − sinβ cosβ

[
FxQαβ
mVm

− q tanα
]

(3.7)
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ṙ =
1

Izz
[Mz + (Ixx − Iyy)pq] (3.8)

˙Vm =
1

mQαβ
[Fx + Fy tanβ + Fz tanα] (3.9)

ṗ =
1

Ixx
[Mx + (Iyy − Izz)qr] (3.10)

Where Qαβ is defined as

Qαβ =

√
1 + tan2 α+ tan2 β

While

I =



Ixx −Ixy −Ixz
−Ixy Iyy −Iyz
−Ixz −Iyz Izz




is the moment of inertia matrix, with zero elements except on the diagonal.

3.7 Airframe variables

The state variables from section 3.4 will be used to calculate the necessary variables
needed for the rest of the GNC system . All the variables are contained in the vector
yrb:

yrb =




Vm
α
β

ωbb/n
f b

vbb/n
Θnb

pnb/n
vnb/n




(3.11)

ωbb/n = [p q r]T is the angular velocity and f b = [Nx Ny Nz]
T is the specific

force. vbb/n = [u v w]T is the velocity given in body frame, and is calculated from
(2.14).
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Θnb = [φ θ ψ]T is the attitude. The relationship between Θ̇nb and the angular velocity
ωbb/n is (Fossen, 2011)

Θ̇nb = TΘ(Θnb)ω
b
b/n (3.12)

where

TΘ(Θnb) =



1 sin(φ) tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ cos θ cosφ cos θ




The attitude can then be calculated by integrated ωbb/n after the rotation in (3.12), given
that an initial attitude is provided.

The velocity in the NED frame vnb/n is calculated by a simple rotation vnb/n = Rn
b v

b
b/n

while the position in NED frame is obtained from integrating ṗnb/n = vnb/n given an initial
position.

3.8 Low-fidelity model

To calculate the feedback terms of the autopilot, a simplified model is used. Separation be-
tween the roll, pitch and yaw channel is a common assumption when designing autopilots
for tactical missiles (Mracek and Ridgely, 2005). The low-fidelity model is therefore a de-
coupled and linearized version of the original high fidelity model about a given operating
point.

In order to understand the dynamics of the system and to design a autopilot working in
both lateral and longitudinal direction, it is often useful to linearize the system. This can,
for instance, be done using gain scheduling. Gain scheduling is a common technique for
controlling nonlinear systems. The dynamics of the system will often change from one
operating condition to another. If the dynamics change in such a way that a single set of
controller gains obtained around one set of operating points are insufficient, gain schedul-
ing may be a considerable approach. The technique involves linearizing the system about
different operating points, such that different sets controller gains are obtained. This will
provide the desired performance and stability throughout the entire range of operating con-
ditions for the system.
When deriving the course and flight-path-angle autopilot in this thesis, the model is only
linearized about the equilibrium point for both the longitudinal and lateral dynamics. This
will affect the system and will aggravate the performance when operating far from the lin-
earized operating point. The three-loop autopilot on the other hand, is using Gain Schedul-
ing. This is done by students under supervision of Professor Murat Arcak during the spring
semester 2019.
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3.8.1 Linearized lateral model

When deriving the equations for the lateral dynamics, (3.7) and (3.8) from the equations
of motion is considered. By assuming decoupled roll, pitch and yaw dynamics, the sim-
plification yields

β̇ = cos2 β
FyQαβ
mVm

− r − sinβ cosβ
FxQαβ
mVm

(3.13)

ṙ =
Mz

Izz
(3.14)

This is linearized about β∗ = 0, r∗ = 0, δY ∗ = 0 and can then be expressed as

[
β̇
ṙ

]
=

[
−2.11 −1
423.97 −1.44

] [
β
r

]
+

[
0.39
719.75

]
δY (3.15)

3.8.2 Linearized longitudinal model

When deriving the autopilot for the longitudinal dynamics, it is only necessary to consider
(3.5) and (3.6) from the equations of motion. By asuming decoupled roll, pitch and yaw
dynamics, (3.5) and (3.6) can be further simplified as

α̇ = cos2 α
FzQαβ
mVm

+ q − sinα cosα
FxQαβ
mVm

(3.16)

q̇ =
My

Iyy
(3.17)

By linearizing this about α∗ = 0, q∗ = 0 and δP ∗ = 0 the linearized equations of motion
for the longitudinal motion can be expressed as

[
α̇
q̇

]
=

[
−0.07 1
−423.79 −1.44

] [
α
q

]
+

[
0

−719.75

]
δP (3.18)
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3.9 Reference model

For trajectory tracking, a third order reference model is typically chosen to filter steps in
the position and attitude reference (Fossen, 2011). For course control, consider the transfer
function

ηd
rn

(s) =
ω3
n

s3 + (2ζ + 1)ωns2 + (2ζ + 1)ω2
ns+ ω3

n

(3.19)

where rn denotes the reference input, while ηd = [χd χ̇d χ̈d]
T is the desired course

vector.

The state-space representation yields

η̇d = Arηd +Brr
n (3.20)

where

Ar =




0 1 0
0 0 1
−ω3

n −(2ζ + 1)ω2
n −(2ζ + 1)ωn


 (3.21)

and

Br =




0
0
ω3
n


 (3.22)

satisfying
lim
t→∞

ηd(t) = rn (3.23)

Note that by using the third-order reference model, information about χ̇d and χ̈d is ob-
tained, giving more flexibility when it comes to choosing reference trajectories for the
control system design.

23



24



Chapter 4
Control System

4.1 Introduction

3-loop autopilot
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Figure 4.1: The autopilots uses information from the INS and guidance commands to calculate
desired fin deflection commands. In this thesis, two different designs will be compared.

The design goal of missile autopilot is to produce a stable response to a given set of com-
mand inputs. The implementation of such autopilots has successfully been employed over
the last 50 years, and the classical three-loop autopilot has been the desirable design topol-
ogy (Mracek and Ridgely, 2005). Due to the acceleration command input, many of the
design challenges presented by the homing missile relates to the need of integrating the
autopilot into the guidance loop without heading errors in the terminal phase as well as
avoiding stability problems (Horton, 1995). The controllers are usually designed to use
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gain scheduling in order to operate in large flight envelopes (Mracek and Ridgely, 2005).
Two different autopilots will be discussed in this chapter - the first one is the widely used
three-loop autopilot, while the other one will be designed to rely on course and flight-path-
angle command inputs.

4.1.1 Three-loop autopilot

Figure 4.2: Classical three loop topology for pitch control. The same topology can be used for yaw
control by applying the correct sign changes (Mracek and Ridgely, 2005).

The classic three loop autopilot uses acceleration and angular rate feedback as the sensed
quantities to produce the desired fin deflections. There are several different typology’s that
uses the given feedback quantities to produce the desired performance. The robustness of
several different topology’s was studied by Mracek and Ridgely (2005), which concluded
that the classical three-loop-autopilot gave the overall best robustness properties.

The basic longitudinal dynamics can be written, according to Mracek and Ridgely (2005),
as

ẋ = Ax+Bu (4.1a)
y = Cx+Du (4.1b)

where

x =

[
α
q

]
u = δp y =

[
Azm
qm

]
(4.1c)

The classic three loop topology are shown in figure 4.2. Azc represents the commanded
acceleration, Azm is the measured linear acceleration, while qm is the measured angular
velocity about the perpendicular axis. These measured quantities are obtained by using an
IMU. The same topology is valid for both pitch and yaw channel autopilots, by appropriate
sign changes in the feedback signals (Mracek and Ridgely, 2005).
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Figure 4.3: Acceleration response when a step input is applied to the classical three loop autopilot
design (Mracek and Ridgely, 2005).

It is worth noticing that there is a integrator in the topology shown in figure 4.2. This pre-
vents an infinite command rate as the system sees a step command on the input. However,
this causes the system to be non-minimum phase, resulting in the missile moving in the
wrong direction before moving in the commanded direction, as seen from the step response
in figure 4.3. This problem may be handled using different approaches than the classical
designs, e.q. an Model Predictive Control approach (Sefastsson, 2016). This problem will
not be present when implementing the course-controlled autopilot presented in this thesis.

By using different feedback typologies, the open-loop properties will be different. This
means that the different three-loop designs will have varied robustness properties, despite
identical closed loop responses.
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4.2 Course-commanded lateral autopilot
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Figure 4.4: Course commanded autopilot for lateral control.

A reliable autopilot design with appropriate command structures are crucial to achieve the
overall desired performance of the missile. This means that different autopilot commands
may be necessary during different phases, e.g. during launch, mid-course and when the
missile is closing up upon the target (Çimen, 2011). For agile turns and during vertical
launches, angle of attack and sideslip angle commands may be preferred, while flight-
path-angle and course is sometimes used during the launch phase.

For the autopilot design investigated in this report, course and flight-path-angle command
inputs are applied. In contradiction to the three-loop autopilot, the course and flight-path-
angle can now be controlled directly, without any additional outer-loop controller. This
is illustrated in Figure 4.4, where χcmd denotes the commanded course, while βm and
ψm denotes measured quantities. Note that the optimal feedback control does not involve
feedback from the measured angular velocity rm, even though it is designed as a full-state-
feedback system.

Furthermore, an additional feedback from β̇m and, for the pitch channel α̇m, grants an ad-
ditional way to alter the robustness properties of the system. By introducing the additional
feedback from β̇m, the course controlled design is able to adjust these properties through a
tuneable parameter. This gives a robustness-tuning flexibility not present in the three-loop
autopilot.

As there is no pure integrator in this autopilot design, the minimum-phase problem will
not be an issue. When it comes to handling steps on the reference inputs, an additional
reference model will be used to introduce saturation on the command rate.
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The LOS steering law makes it easy to produce the desired course and flight-path angle
given a LOS vector with the desired look-ahead distance (Fossen, 2011). Since the autopi-
lot controls the course directly, the parameters needed, and consequently the complexity
of the autopilot, may be reduced compared to the traditional three-loop autopilot.

When deriving the autopilot for the longitudinal dynamics, the linearized expression for
the yaw motion (3.15) is considered. The purpose of the autopilot is to control the course
χ, and it is therefore necessary to augment the model with another state. By introducing
ψ as a third state, the model becomes



β̇
ṙ

ψ̇


 =



−2.11 −1 0
423.97 −1.44 0

0 1 0





β
r
ψ


+




0.39
719.75

0


 δY (4.2)

Since the relationship between the state vector and the course χ is

χ =
[
1 0 1

]


β
r
ψ


 (4.3a)

The C matrix related to the state-space model is simply written as

C =
[
1 0 1

]
(4.3b)

When designing autopilots, the robustness properties of the system will be related to the
performance of the system. The systems robustness properties will generally be improved
by the expense of the performance of the system. It is desirable to be able to adjust these
properties by design, and therefore a new feedback term from β̇ to χd with a gain Kβ̇ is
introduced. This will represent a tuneable parameter in the state space representation of
the linearized system.

The augmented input to the system is formulated as

δY = δ′Y +Kβ̇ β̇ (4.4)

Such that (4.2) becomes


1 0 0
0 1 0
0 0 1





β̇
ṙ
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 =



−2.11 −1 0
423.97 −1.44 0

0 1 0





β
r
ψ


+




0.39
719.75

0


 δ′Y +




0.39Kβ̇

719.75Kβ̇

0


 β̇

(4.5a)

The new feedback term is subtracted from the identity matrix on the left side


1− 0.39Kβ̇ 0 0

−719.75Kβ̇ 1 0

0 0 1





β̇
ṙ

ψ̇


 =



−2.11 −1 0
423.97 −1.44 0

0 1 0





β
r
ψ


+




0.39
719.75

0


 δ′Y (4.5b)
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The left hand matrix is inversed


β̇
ṙ

ψ̇


 =



1− 0.39Kβ̇ 0 0

−719.75Kβ̇ 1 0

0 0 1



−1 

−2.11 −1 0
423.97 −1.44 0

0 1 0




︸ ︷︷ ︸
A



β
r
ψ


 (4.5c)

+



1− 0.39Kβ̇ 0 0

−719.75Kβ̇ 1 0

0 0 1



−1 


0.39
719.75

0




︸ ︷︷ ︸
B

δ′Y (4.5d)

This can be summarized by writing the system in state-space form, such that it becomes

ẋ = Ax+Bu (4.6a)
y = Cx+Du (4.6b)

where

x =



β
r
ψ


 u = δY y = χ (4.6c)

C = [1 0 1] D = 0 (4.6d)

While A and B are given in (4.5c).

By investigating the bode plot in figure 4.5, it is clear that the parameter Kβ̇ is reducing
the bandwidth of the system, making it slower. In many cases, is it desirable to achieve
the highest bandwidth as possible, as this makes the reaction time and performance of the
system better (Balchen et al., 2004). For a missile, the response time and performance is
of course important, but without a robust system, the missile will, at worst, not be working
at all. As seen in Figure 4.6, feedback from β̇ gives damping to the system, removing
oscillations from the step reponse.

From figure 4.5, it is worth noticing that the feedback term Kβ̇ prevents the phase from
dropping far below 180 degrees. This is an important robustness property, as gain crossover
frequency close to the phase crossover frequency can make the system closed-loop unsta-
ble.
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Figure 4.5: Bode plot of the closed-loop lateral autopilot for different values of Kβ̇
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Figure 4.6: Step Response of the closed-loop lateral autopilot for different values of Kβ̇

In Table 4.1, different characteristics of the system is given for different values of Kβ̇
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Table 4.1: Stability characteristics for different values of Kβ̇

Kβ̇ Phase margin Gain margin Bandwidth Closed loop stable?

-0.2 NaN NaN 78.1 No

0.0 -0.3 0 24.37 No / Marginal

0.2 45.2 33.7 5.68 yes

0.4 33.5 41.3 4.15 yes

0.6 27.8 46.9 3.42 yes

0.8 24.3 52.5 2.98 yes

1.0 21.9 NaN 2.68 yes

As Table 4.1 shows, a robust system is achieved at the expense of the system performance.
0 < Kβ̇ ≤ 0.4 is used in further simulations.

4.2.1 Integral action

As the system will experience disturbances such as gravity and wind, the convergence of
the LQR controller might leave the system with a small offset compared to the commanded
value. The missile is dependent on hitting a target with high precission, such an offset can’t
be tolerated. Adding an integral term to the controller will remove this undesired offset.

Consider a state-space model on the form

ẋ = Ax+Bu (4.7)
y = Cx (4.8)

The system is now augmented with the new intergral state z, where

ż = y = Cx (4.9)

which is used to extract the integral states from the state vector. The system can now be
rewritten as a standard LQR problem on the form

ẋa = Aaxa +Bau (4.10)

where xa = [zT xT ]T and

Aa =

[
0 C
0 A

]
, Ba =

[
0
B

]
(4.11)
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The importance of including integral action in the LQR controller is shown in Figure 4.7.
The figure shows how the missile react to commanded flight path angles in the vertical
plane. As the gravity is pulling the missile downwards with a constant acceleration, the
flight path angle will converge to a value slightly lower than the commanded flight path
angle. If this offset is too large, this may result in the missile to intercept a point slightly
below the target. This problem is solved when integral action is included, as the flight path
angle now converges towards the commanded flight path angle without any offset.
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Figure 4.7: Autopilot performance with and without intergral action.

4.2.2 LQR design for trajectory tracking

In order to design the linear optimal control law, the system must be shown to be control-
lable. The state and input matrices A and B from (4.6) must satisfy the controllability
condition to ensure that a control u(t) can drive any arbitrary state x(t0) to another arbi-
trary state x(t1) for t1 > t0. The condition requires the controllability matrix C to have
full rank (Fossen, 2011):

C = [B |AB | . . . | (A)
n−1

B] (4.12)

For Kβ̇ = 0.4, the matrices A and B from (4.6) becomes

A =



−2.50 −1.18 0
295.13 −342.16 0

0 1.0 0


 B =




0
719.75

0


 (4.13)
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Where x = [β r ψ]T

By adding integral action, the state-space model can be written on the form as in (4.10),
where

Alat =




0 1 0 1
0 −2.50 −1.18 0
0 295.13 −342.16 0
0 0 1 0


 Blat =




0
0

719.75
0


 (4.14)

where the augmented state vector is

xlat = [zlat β r ψ]
T (4.15)

where
żlat = C x = χ (4.16)

C =
[
Blat |AlatBlat |A2

latBlat |A3
latBlat

]
can easily be shown to have full rank using

the MATLAB command rank(ctrb(A, B)), thus proving the system to be controllable.

Optimal control theory involves finding the optimal control law under certain predefined
criteria. For a LQR with tracking reference xd = 0, the optimal controller is found by
minimizing the quadratic cost function (Fossen, 2011)

J = min
u

{
1

2

∫ T

0

(
y>Qy + u>Ru

)
dt

=
1

2

∫ T

0

(
x>C>QCx+ u>Ru

)
dt

} (4.17)

where R = RT > 0 and Q = QT > 0 are weighting matrices. The steady-state solution
to this problem is

u = −R−1B>P∞x︸ ︷︷ ︸
G

(4.18)

Where P∞ is found by solving the algebraic Ricatti equation

P∞A+A>P∞ − P∞BR−1B>P∞ +CTQC = 0 (4.19)

For a time-varying reference signal, the LQ trajectory-tracking problem can be trans-
formed into an LQR problem by formulating the states as error states:

e = x− xd (4.20)
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For a linear time-invariant system, the approximation of the steady-state solution is found
by solving

J = min
u

{
1

2

∫ T

0

(
e>Qe+ u>Ru

)
dt

}
(4.21)

Where T → ∞. By solving (4.19), it is shown by Fossen (2011) that the optimal steady-
state control law can be written as

u = G1x+G2yd +G3w (4.22)

where yd is the reference feedforward and w is a constant disturbance that are assumed
measured, and

G1 = −R−1BTP∞ (4.23)

G2 = −R−1BT (A+BG1)
−TCTQ (4.24)

G3 = R−1BT (A+BG1)
−TP∞E (4.25)

The matrices G1,lat, G2,lat and G3,lat are calculated using the lqtracker.m function in the
MSS toolbox (Fossen, 2011):

G1,lat =




Kzlat

Kβ

Kr

Kψ


 =




−0.71
−0.79

0
−1.16


 (4.26)

G2,lat =

(
Kχ

0

)
=

(
0.71
0

)
(4.27)

G3,lat = 0 (4.28)
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4.3 Flight-path angle commanded longitudinal autopilot

Z

<latexit sha1_base64="5YKVstUnDY713XB7LeyZEQqcyBI=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA2lM120y7d3YTdiVBC/4IXD4p49Q9589+YtDlo64OBx3szzMwLYiksuu63s7a+sbm1Xdop7+7tHxxWjo7bNkoM4y0Wych0A2q5FJq3UKDk3dhwqgLJO8HkLvc7T9xYEelHnMbcV3SkRSgYxVzqC42DStWtuXOQVeIVpAoFmoPKV38YsURxjUxSa3ueG6OfUoOCST4r9xPLY8omdMR7GdVUceun81tn5DxThiSMTFYayVz9PZFSZe1UBVmnoji2y14u/uf1Egxv/FToOEGu2WJRmEiCEckfJ0NhOEM5zQhlRmS3EjamhjLM4ilnIXjLL6+Sdr3mXdbqD1fVxm0RRwlO4QwuwINraMA9NKEFDMbwDK/w5ijnxXl3Phata04xcwJ/4Hz+ACP2jk0=</latexit>

O
<latexit sha1_base64="YTCd3ElP9AetZhBL5EqydVnvkcU=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA0lM120y7dZMPuRCilP8OLB0W8+mu8+W/ctDlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8l/udJ66NUMkjTlIexHSYiEgwilbye6EYKhQxN+V+perW3DnIKvEKUoUCzX7lqzdQLIt5gkxSY3zPTTGYUo2CST4r9zLDU8rGdMh9SxNqtwTT+ckzcm6VAYmUtpUgmau/J6Y0NmYSh7Yzpjgyy14u/uf5GUY3wVQkaYY8YYtFUSYJKpL/TwZCc4ZyYgllWthbCRtRTRnalPIQvOWXV0m7XvMua/WHq2rjtoijBKdwBhfgwTU04B6a0AIGCp7hFd4cdF6cd+dj0brmFDMn8AfO5w8HrpEV</latexit>

O
<latexit sha1_base64="YTCd3ElP9AetZhBL5EqydVnvkcU=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA0lM120y7dZMPuRCilP8OLB0W8+mu8+W/ctDlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8l/udJ66NUMkjTlIexHSYiEgwilbye6EYKhQxN+V+perW3DnIKvEKUoUCzX7lqzdQLIt5gkxSY3zPTTGYUo2CST4r9zLDU8rGdMh9SxNqtwTT+ckzcm6VAYmUtpUgmau/J6Y0NmYSh7Yzpjgyy14u/uf5GUY3wVQkaYY8YYtFUSYJKpL/TwZCc4ZyYgllWthbCRtRTRnalPIQvOWXV0m7XvMua/WHq2rjtoijBKdwBhfgwTU04B6a0AIGCp7hFd4cdF6cd+dj0brmFDMn8AfO5w8HrpEV</latexit>

O
<latexit sha1_base64="YTCd3ElP9AetZhBL5EqydVnvkcU=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA0lM120y7dZMPuRCilP8OLB0W8+mu8+W/ctDlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8l/udJ66NUMkjTlIexHSYiEgwilbye6EYKhQxN+V+perW3DnIKvEKUoUCzX7lqzdQLIt5gkxSY3zPTTGYUo2CST4r9zLDU8rGdMh9SxNqtwTT+ckzcm6VAYmUtpUgmau/J6Y0NmYSh7Yzpjgyy14u/uf5GUY3wVQkaYY8YYtFUSYJKpL/TwZCc4ZyYgllWthbCRtRTRnalPIQvOWXV0m7XvMua/WHq2rjtoijBKdwBhfgwTU04B6a0AIGCp7hFd4cdF6cd+dj0brmFDMn8AfO5w8HrpEV</latexit>

+
<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>+

<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>

+
<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>

+
<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>+

<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>

+
<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>

+
<latexit sha1_base64="OLcOZxrPECc2YEys6xv7ZWQV0sg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoM6MFjAuYByRJmJ73JmNnZZWZWCCFf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWcKoYNFotYtQOqUXCJDcONwHaikEaBwFYwup35rSdUmsfywYwT9CM6kDzkjBor1S96xZJbducgq8TLSAky1HrFr24/ZmmE0jBBte54bmL8CVWGM4HTQjfVmFA2ogPsWCpphNqfzA+dkjOr9EkYK1vSkLn6e2JCI63HUWA7I2qGetmbif95ndSEN/6EyyQ1KNliUZgKYmIy+5r0uUJmxNgSyhS3txI2pIoyY7Mp2BC85ZdXSbNS9i7LlfpVqXqXxZGHEziFc/DgGqpwDzVoAAOEZ3iFN+fReXHenY9Fa87JZo7hD5zPH3NtjLU=</latexit>

�<latexit sha1_base64="3HPQHuI+0Qa0erG62/VUPl5XH6o=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgxbAbBT0G9OAxAfOAZAmzk95kzOzsMjMrhJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781hMqzWP5YMYJ+hEdSB5yRo2V6he9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCG3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2qVL3L4sjDCZzCOXhwDVW4hxo0gAHCM7zCm/PovDjvzseiNedkM8fwB87nD3Z1jLc=</latexit>

↵̇m
<latexit sha1_base64="gbEjBxpONtsSkmhXrMBgdKAbwV0=">AAAB9HicbVDLSgMxFL3js9ZX1aWbYBFclZkq6LLgxmUV+4B2KJk004YmM2Nyp1CGfocbF4q49WPc+Tem7Sy09UDgcM493JsTJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03TZxqxhsslrFuB9RwKSLeQIGStxPNqQokbwWj25nfGnNtRBw94iThvqKDSISCUbSS3+3HSLpUJkPaU71S2a24c5BV4uWkDDnqvdKXzbNU8QiZpMZ0PDdBP6MaBZN8WuymhieUjeiAdyyNqOLGz+ZHT8m5VfokjLV9EZK5+juRUWXMRAV2UlEcmmVvJv7ndVIMb/xMREmKPGKLRWEqCcZk1gDpC80ZyokllGlhbyVsSDVlaHsq2hK85S+vkma14l1WqvdX5dpDXkcBTuEMLsCDa6jBHdShAQye4Ble4c0ZOy/Ou/OxGF1z8swJ/IHz+QOMe5IB</latexit>

↵m
<latexit sha1_base64="jiOr1pONp8VwLrF0c1pmwM6BvHQ=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCF49V7Ie0oUy2m3bpbhJ2N0IJ/RVePCji1Z/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqKGvSWMSqE6BmgkesabgRrJMohjIQrB2Mb2Z++4kpzePowUwS5kscRjzkFI2VHkkPRTLCvuyXK27VnYOsEi8nFcjR6Je/eoOYppJFhgrUuuu5ifEzVIZTwaalXqpZgnSMQ9a1NELJtJ/ND56SM6sMSBgrW5Ehc/X3RIZS64kMbKdEM9LL3kz8z+umJrz2Mx4lqWERXSwKU0FMTGbfkwFXjBoxsQSp4vZWQkeokBqbUcmG4C2/vEpatap3Ua3dXVbq93kcRTiBUzgHD66gDrfQgCZQkPAMr/DmKOfFeXc+Fq0FJ585hj9wPn8AbGCQNg==</latexit>

�cmd
<latexit sha1_base64="O/pJe6yLrOpKyoSaO6ge3UNekyE=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGK/YAmlMlm2y7dTcLuRiihf8OLB0W8+me8+W/ctjlo64OBx3szzMwLU8G1cd1vZ219Y3Nru7RT3t3bPzisHB23dZIpylo0EYnqhqiZ4DFrGW4E66aKoQwF64Tj25nfeWJK8yR+NJOUBRKHMR9wisZKvj9EKbGfUxlN+5WqW3PnIKvEK0gVCjT7lS8/SmgmWWyoQK17npuaIEdlOBVsWvYzzVKkYxyynqUxSqaDfH7zlJxbJSKDRNmKDZmrvydylFpPZGg7JZqRXvZm4n9eLzODmyDncZoZFtPFokEmiEnILAASccWoERNLkCpubyV0hAqpsTGVbQje8surpF2veZe1+v1VtfFQxFGCUziDC/DgGhpwB01oAYUUnuEV3pzMeXHenY9F65pTzJzAHzifP1oakfA=</latexit>

✓m
<latexit sha1_base64="OhSS6vzqhmW1fkEEDaZtSVvDWL0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCF49V7Ae0oWy2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GNzO//cS1EbF6wEnC/YgOlQgFo2ilTg9HHGk/6pcrbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fja/d0rOrDIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms+fJQGjOUE4soUwLeythI6opQxtRyYbgLb+8Slq1qndRrd1dVur3eRxFOIFTOAcPrqAOt9CAJjCQ8Ayv8OY8Oi/Ou/OxaC04+cwx/IHz+QMuhJAc</latexit>

�p
<latexit sha1_base64="F8JV0QiwKFt7eQ7KrDRdC71mq4Q=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCF49V7Ae0oWw2m3bpZhN3J0Ip/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEph0HW/ncLa+sbmVnG7tLO7t39QPjxqmSTTjDdZIhPdCajhUijeRIGSd1LNaRxI3g5GNzO//cS1EYl6wHHK/ZgOlIgEo2ilTi/kEmk/7ZcrbtWdg6wSLycVyNHol796YcKymCtkkhrT9dwU/QnVKJjk01IvMzylbEQHvGupojE3/mR+75ScWSUkUaJtKSRz9ffEhMbGjOPAdsYUh2bZm4n/ed0Mo2t/IlSaIVdssSjKJMGEzJ4nodCcoRxbQpkW9lbChlRThjaikg3BW355lbRqVe+iWru7rNTv8ziKcAKncA4eXEEdbqEBTWAg4Rle4c15dF6cd+dj0Vpw8plj+APn8wcgjZAT</latexit>

Figure 4.8: Flight-path angle commanded autopilot for longitudinal control.

In this section the autopilot for longitudinal control is derived. The topology is much alike
the one for the lateral control, as can be seen in figure 4.8.

When deriving the autopilot for the longitudinal dynamics, the linearized expression for
the yaw motion (3.18) is considered. The purpose of the autopilot is to control the flight
path angle γ, and it is therefore necessary to augment the model with another state. By
introducing θ as a third state, the model becomes



α̇
q̇

θ̇


 =



−0.07 1 0
−423.79 −1.44 0

0 1 0





α
q
θ


+




0.39
−719.75

0


 δP (4.29)

Since the relationship between the state vector and the flight path angle γ is

γ =
[
−1 0 1

]


α
q
θ


 (4.30)

The C matrix related to the longitudinal state space model is written as

C =
[
−1 0 1

]
(4.31)

Like for the lateral autopilot, it is desirable to introduce a feedback term to improve the
performance of the system.
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The augmented input to the system is formulated as

δP = δ′P +Kα̇α̇ (4.32)

Such that (4.29) becomes


1 0 0
0 1 0
0 0 1





α̇
q̇

θ̇


 =



−0.07 1 0
−423.79 −1.44 0

0 1 0





α
q
θ


 (4.33a)

+



−0.39
−719.75

0


 δ′P +



−0.39Kα̇

−719.75Kα̇

0


 α̇ (4.33b)

The new feedback term is subtracted from the identity matrix on the left side


1 + 0.39Kα̇ 0 0
719.75Kα̇ 1 0

0 0 1





α̇
q̇

θ̇


 =



−0.07 1 0
−423.79 −1.44 0

0 1 0





α
q
θ


+



−0.39
−719.75

0


 δ′P

(4.33c)

The left hand matrix is inversed in the same way as for the lateral system:



α̇
q̇

θ̇


 =



1 + 0.39Kα̇ 0 0
719.75Kα̇ 1 0

0 0 1



−1 

−0.07 1 0
−423.79 −1.44 0

0 1 0




︸ ︷︷ ︸
A



α
q
θ


 (4.33d)

+



1 + 0.39Kα̇ 0 0
719.75Kα̇ 1 0

0 0 1



−1 

−0.39
−719.75

0




︸ ︷︷ ︸
B

δ′P (4.33e)

This can be summarized by writing the system in the same form as (4.6), such that

x =



α
q
θ


 u = δP y = γ (4.34a)

C = [−1 0 1] D = 0 (4.34b)

While A and B are given in (4.33).
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4.3.1 Integral action

By adding integral action in the same manner as for the lateral autopilot, the augmented
system becomes

Along =




0 −1 0 1
0 −1.85 0.87 0
0 107.15 −250.69 0
0 0 1 0


 Blong =




0
0

−622.54
0


 (4.35)

where the state vector is
xlong = [zlong α q θ]

T (4.36)

where
żlong = C x = γ (4.37)

4.3.2 LQR control

As the system can be shown to have full rank, an LQR control law can be implemented in
the same way as for the lateral dynamics. Again, by using the lqtracker.m function in the
MSS toolbox (Fossen, 2011) to calculate the matrices G1,long , G2,long and G3,long:

G1,long =




Kzlong

Kα

Kq

Kθ


 =




0.71
−0.40

0
−1.39


 (4.38)

G2,long =

(
Kγ

0

)
=

(
−0.71

0

)
(4.39)

G3,long = 0 (4.40)

4.4 Calculation of α̇ and β̇

As shown in the previous sections, both α̇ and β̇ are used as feedback terms in the autopilot
designs. As these parameters are not obtained directly as measurements, these must be
calculated based on already available information. From (2.15), we have that

α = tan−1
(w
u

)
(4.41)

such that the derivative can be expressed as

α̇ =
1√

1 +
(
w
u

)2
ẇu− u̇w√
u2 + w2

(4.42)
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From (2.15), we have that

β = sin−1
( v
U

)
(4.43)

such that the derivative can be expressed as

β̇ =
1√

1 +
(
v
U

)2
v̇U − U̇v√
v2 + U2

(4.44)

(4.45)

From (5.12) u̇, v̇ and ẇ can be expressed in terms of accelerometer and gyro measurements
from the IMU. By assuming that the biases are estimated and compensated for, we have
that

u̇ = ax − qw + rv − g sin θ (4.46)
v̇ = ay − ru+ pw + g cos θ sinφ (4.47)
ẇ = az − pv + qu+ g cos θ cosφ (4.48)

In case U is not constant, the expression for U̇ is

U̇ =
1

U
(2vv̇ + 2uu̇+ 2wẇ) (4.49)

The results in expression for α̇ and β̇ where all the involved variables are either estimated
or measured.
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Chapter 5
Navigation System

5.1 Introduction

NAVIGATION

INS estimates
Guidance

Control

Inertial Navigation 
System

Extended
Kalman

Filter

Sensors

IMU measurements

GNSS measurements

Estimation errors

Figure 5.1: Navigation system

The navigation system is reponsible of obtaining accurate state estimations based on sen-
sor measurements. In this chapter, an error-state Kalman Filter will be used to calculate
error corrections in the navigation equations, such that the Guidance and Control systems
receives more precise state estimates. Since the INS calculates PVA based on integration
of sensor measurements (see section 5.5), errors will occur as the measurements are only
valid for a short time. This is caused by drift from noisy measurements and biases. Figure
5.1 shows how the navigation system for the interceptor state estimations are designed.
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Note that the frequency of IMU and GNSS measurement updates typically are not the
same. As an IMU operates at a much higher frequency than what can be expected from a
GNSS receiver, the INS system is able to calculate estimates at a much higher frequency
than what is possible with a direct Kalman Filter design, where the sampling rate are sat-
urated based on the GNSS update frequency.

Two different methods of computing the measurement equations for the MEKF will be
discussed. The first one involves using an additional Kalman Filter for calculating the
specific-force reference, while the other one relies on estimation using sensor measure-
ments directly.

There will also be derived a Kalman Filter for keeping track of the relative PVA between
the interceptor and target. This is explained in section 5.8.

5.2 The Indirect Extended Kalman Filter process

There are two classical ways to implement a Kalman filter. The two different approaches
are known as the direct and indirectKalman filter. Both designs are built upon a discrete-
time state-space model (Bryne and Fossen, 2016):

x[k + 1] = Ad[k]x[k] +Bdu[k] +Edw[k] (5.1a)
y[k] = C[k]x[k] +Dd[k]u[k] + ε[k] (5.1b)

where Ad, Bd, Ed describes the the process model, Cd, Dd describes the measurement
model, Ed and ε are the process and measurement noise vectors.

For the indirect Kalman filter, the states are formulated as error-states. The filter can then
be used to calculate the errors in terms of state errors and bias errors. This stands out from
the direct approach of the Kalman filter, as the states of the filter is the error dynamics
instead of only the regular states. The error state-space model is formulated as:

δẋ[k + 1] = Ad[k]δx[k] +Edδw[k] (5.2a)
δy[k] = Hd[k]δx[k] (5.2b)

where δ(.) denotes the error state.

When dealing with an indirect/error-state Kalman filter, we differentiate between the true,
nominal and error-state of the system, where the true state is the composition between the
nominal state and the error-state (Solà, 2017). The IMU measurement is considered as
a large signal, while the error state is a small signal. Nominal state values are obtained
by integrating the high frequency IMU data. These dead-reckoning positioning states do
not take noise and biases into account, and as a consequence of this, they will drift. In
parallel to the integration of the nominal state, the indirect Kalman filter is used to provide
corrections for the nominal state. When new aiding measurements arrive, the error-state’s
mean are injected into the nominal state, and afterwards reset to zero. The correction steps
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are shown in (5.3). The ⊕ symbols represents the appropriate compositions, either sums
or quaternion products. The co-variance matrix is then updated according to this reset.
Figure 5.2 (Bryne and Fossen, 2016) shows how the indirect Kalman filter behaves:

x̂ins[k]← x̂ins[k]⊕ δx̂+[k] (5.3a)

δx̂+[k]← 0 (5.3b)
k ← k + 1 (5.3c)

Figure 5.2: Indirect (feedback) Kalman filter for INS.

The estimation of δx̂+ is done every time step according to

δx̂+[k] = δx̂−[k] +K[k](δy[k]− h(δx̂−[k])) (5.4)

while the Kalman gain and co-variance updates are calculated as

K[k] = P̂
−
[k]HT

d [k](Hd[k]P̂
−
[k]HT

d [k] +Rd[k])
−1 (5.5)

P̂
+
[k] = (I −K[k]Hd[k])P̂

−
[k](I −K[k]Hd[k])

T +K[k]R[k]KT [k] (5.6)

P̂
−
[k + 1] = Hd[k]P̂

+
[k]H+

d [k] +Ed[k]Qd[k]Ed[k]
T (5.7)

where

K is the Kalman gain
δx̂−, δx̂+ are the priori and apostriori error measurements
Qd,Rd is the co-variance matrices for process and measurement noise, and
P̂

−
, P̂

+
are the apriori and apostriori co-variance matrix estimates.

Since the error δx̂+[k] is reset before the arrival of a new measurement, the last term of
(5.4) becomes redundant, and can be simplified to

δx̂+[k] = δx̂−[k] +K[k]δy[k] (5.8)
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5.3 Sensors
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Figure 5.3: Sensors in relation to the rest of the control system.

The states of a rigid body can be estimated using different kind of sensors, often by using
accelerometer and gyroscope readings. The IMU contains a cluster of three accelerom-
eters, three gyroscopes and three magnetometers. The IMU readings will provide esti-
mations for the acceleration and angular rates respectively, which by integration are used
to obtain the PVA of the rigid body. This leads to dead-reckoning position and attitude
estimates, and may be inaccurate due to noise and bias contamination of the sensor read-
ings. To be able to estimate the biases, aiding techniques based on GNSS measurements
of position and velocity, magnetometer readings and relative force estimation is used.

5.3.1 Rate gyro measurement

Ring laser gyros and Fiber Optic Gyros (FOG) has been used for some time, and are
expected to be the standard for high accuracy strap-down inertial systems (Fossen, 2011).
Traditionally, Micro Electrical Mechanical Systems (MEMS) has been expected to be used
for low and medium cost applications. However, this assumption has been challenged by
new MEMS systems as the UTC Aerospace Systems TITAN® MEMS IMU, which offers
performance to rival that of a FOG (UTC Aerospace Systems, 2017). The TITAN® MEMS
IMU provides the characteristics for the sensor parameters used in simulations.

By assuming that the sensors are mounted in the body-frame origin with small misalign-
ment error, the gyro output can be expressed according to (Fossen, 2011) as

ωbimu ≈ ωbb/n + bbars + ωbars (5.9)
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where bbars = [bbars,φ bbars,θ bbars,ψ]
T is the unknown bias modeled as a Wiener process

ḃ
b

ars = ωb,ars

and ωbars is Gaussian white noise.

5.3.2 Accelerometer measurement

By employing a proof mass held in place by a suspension, the relative displacement of
the mass can be used to measure the acceleration of the sensor. The displacement of the
acceleration transducers can easily be converted to acceleration by using a simple force
balance analysis:

mẍ+ kẋ = ky(t) (5.10)

where x is the inertial position of the proof mass, while y(t) is the inertial position of the
sensor housing.

Accelerometers measure the specific force in the body frame of the vehicle. The measured
acceleration is therefore the total acceleration of the casing, minus the gravity pulling the
casing towards the center of the earth. The mathematical expression of accelerometer
measurements can be modeled as (Beard and McLain, 2013) (Fossen, 2011):

f bimu =



ax
ay
az


 =

dv

dtb
+ ωbb/i × v − Rbn



o
o
g


+ bbacc + ωbacc (5.11)

Where ωb/i is is the angular rotation in body-frame with respect to the inertial frame.

bbacc = [bbacc,x bbacc,y bbacc,z]
T is the unknown bias modeled as a Wiener process

ḃ
b

acc = ωb,acc

and ωbacc is Gaussian white noise.

For local navigation, the NED frame can be assumed inertial, which gives

ωbb/i ≈ ωbb/n

ax = u̇+ qw − rv + g sin θ + bacc,x + ωacc,x

ay = v̇ + ru− pw − g cos θ sinφ+ bacc,y + ωacc,y

az = ẇ + pv − qu− g cos θ cosφ+ bacc,z + ωacc,z

(5.12)

From (5.12) it is seen that the accelerometer measures linear acceleration, Coriolis accel-
eration and gravitational acceleration.
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5.3.3 Magnetometer measurement

The last part of the IMU measurements are obtained from a cluster of three magnetome-
ters. The magnetic field of the earth can be compared to a simple bar magnet. Originating
at a point near the South Pole and stretching to a point near the North Pole, the magnetic
field is varying in both strength and direction about the face of the Earth (Fossen, 2011).
The magnetic field is different all over the globe. The magnetic field in the horizontal plane
is known, and can easily be found by using an online calculator. In Berkeley, CA the mag-
netic field is approximately1 mn = [22494.35 5372.67 42301.72]T . By mounting
the magnetometers orthogonal and aligned with the body axes, the magnetometer readings
can be transformed to the horizontal plane accoriding to (Fossen, 2011)

m b
imu = Rb

nm
n + bbmag +wb

mag (5.13)

where mn = [mN mE mD] represents the magnetometer measurements.

bbmag = [bbmag,x bbmag,y bbmag,z]
T is the unknown bias modeled as a Wiener process

ḃ
b

mag = ωb,mag

and ωbmag is Gaussian white noise.

5.3.4 Global Navigation Satellite System

The GNSS, uses space satellites to achieve position and navigation measurements, and is
widely used in both civil and military applications (Zhang et al., 2017). While the INS
provides fast high-precision PVA estimates for a short time, they will, after some time,
start drifting because of the sensor bias and noise. The integration of GNSS measurements
will provide highly accurate position aiding, preventing the estimations from drifting over
time. By using the carrier phase Doppler measurements, the velocity of the receiver may
also be calculated with a standard deviation ranging from 0.01 to 0.05 m/s (Beard and
McLain, 2013).

The majority of GPS receivers nowadays are updated with a frequency of 1 Hz. For some
low speed application, the position and velocity updates can be received with a frequency
as low as 0.1 Hz, while for high speed navigation, sampling rates as high as 10 Hz is often
necessary (Salih et al., 2013). The Trimble® Serial Embdedded GPS Receiver (SEGR) is a
family of Embedded GPS Receivers (EGR) that supports airborn and other high accuracy
applications. According to their datasheet (Trimble, 2012), an aiding rate of 1-50 Hz is
obtainable.

1http://geomag.nrcan.gc.ca/calc/mfcal-en.php
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5.4 Attitude model

As the attitude is assumed unknown, it has to be estimated using an attitude estimator.
There are different options for how to represent the attitude, and therefore a comparison
between Euler angles and the Hamilton quaternion follows. When using Euler angles, the
attitude is represented by the three parameters

Θ = [φ θ ψ]T (5.14)

The matrix representation of the attitude yields (Fossen, 2011)

Rn
b (Θnb) =



cψcθ −sψcφ+ cψsθsφ sψsφ+ cψcφsθ
sψcθ cψcφ+ sφsθsψ −cψs+ φ+ sθsψcφ
−sθ cθsφ cθcφ


 (5.15)

It follows that
ψ̇ = q

sinφ

cos θ
+ r

cosφ

cos θ
(5.16)

And it is easy to see that the pitch angle θ = 90 degrees represents a singularity, resulting
in only local stability for an observer using Euler angles.

The four-parameter quaternion attitude representation q = [η ε1 ε2 ε3]
T does not

have any singularities, and can achieve almost-global or semi-global stability (M.Innocenti
and D.Fragopoulos, 2004). Quaternions are therefore chosen to represent the attitude of
the system.

In extended Kalman filtering problems the error terms may be treated additive, i.e. q =
q̂ + δq (Crassidis et al., 2007). This common approach represents a non singular param-
eterization of the attitude in the filter state vector. However, adding two unit quaternion
together will not produce a new unit quaternion, a problem that often are solved with
frequent renormalizations (Maley, 2013). An elegant alternative is to use the quaternion
product between the estimated quaternion q̂ and the error quaternion δq to produce the
injection term for the approximation of the true state:

q = q̂ ⊗ δq ⇔ δq = q̂−1 ⊗ q (5.17)

Rn
b (q) = Rn

b (q̂ ⊗ δq) = Rn
b̂
(q̂)Rb̂

b̂
(δq) (5.18)

Where {b̂} is the estimated body-frame. Another benefit of using the error quaternion
multiplication is that the terms needed for parametrization are reduced from four to three,
since η easily can be produced by taking η =

√
1− εT ε when q = [η ε1 ε2 ε3]

T is a
unit quaternion.
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The time derivative of the error δq is found by differentiating (5.17)

δq̇ =

[
δη̇
δε̇

]
= q̂−1 ⊗ q̇ (5.19)

=
1

2
q̂−1 ⊗ q ⊗

[
0

wb
b/n

]
(5.20)

=
1

2
δq ⊗

[
0

wb
b/n

]
(5.21)

The vector part δε̇ is then written as

δε̇ =
1

2
[I3x3

√
1− δεT δε+ S(δε)]ωbb/n (5.22)

5.5 Inertial Nagivation System equations

The vehicle is assumed to be equipped with an IMU consisting of three accelerometers,
three angular rate sensors and three magnetometers.

The sensors models are augmented with Gaussian white noise and and time-varying biases
such that the IMU measurements can be described as in (5.9) and (5.11):

f bimu = (Rn
b )
Tf bn + bbacc +wb

acc (5.23)

ωbimu = ωbb/n + bbars + ωbars (5.24)

Where f bn is the true specific force and ωbb/n is the true angular rate.

bb∗ is the unknown bias modeled as a Wiener process

ḃ
b

∗ = ωb,∗

and ω∗ is Gaussian white noise.

Solving the sensor measurements for the true specific force and angular rate gives

fnb = Rn
b (f

b
imu − bbacc −wb

acc) (5.25a)

ωbb/n = ωbimu − bbars − ωbars (5.25b)

The INS sensor estimates are defined as

fnins = Rn
b̂
(q̂)(f bimu − bbins,acc) (5.26a)

ωbins = ωbimu − bbins,ars (5.26b)
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For the inertial frame, the strap-down navigation equations with quaternion representation
for the attitude are given by Jay (2008):

ṗn
b/n = vn

b/n (5.27a)

v̇n
b/n = fnb + gn (5.27b)

q̇ =
1

2
q ⊗

[
0

ωbb/n

]
(5.27c)

By inserting (5.26) into (5.27) we obtain PVA estimates as well as bias estimates. The
inertial navigation equations yields

ṗn
ins = vn

ins (5.28)

v̇n
ins = Rn

b̂
(q̂)(f bimu − bbins,acc) + gn (5.29)

q̇ins =
1

2
qins ⊗

[
0

ωbimu − bbins,ars

]
(5.30)

ḃ
b

ins,ars = 0 (5.31)

ḃ
b

ins,acc = 0 (5.32)

(5.33)

5.6 Error-state equations

Due to modeling errors, sensor drift and noise, there will be an error propagation between
the INS estimates and the true states. The error between these two states has to be esti-
mated and compensated to assure that the system behaves in a satisfactory manner. This is
where the EKF explained in section 5.2 will be used.

The error-state equations between the true states and the INS measurements are introduced
as

δpnb/n = pnb/n − pins (5.34)

δvnb/n = vnb/n − vins (5.35)

q = qins ⊗ δq (5.36)
δbars = bars − bins,ars (5.37)
δbacc = bacc − bins,acc (5.38)

As the error state equations includes the quaternion multiplicative term ⊗ for quaternion
estimation, the name multiplicative extended Kalman filter MEKF is used to describe
the filter.
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5.6.1 Gibbs vector

There are several ways to parametrize the quaternion, including the use of Euler angles and
Hamilton quaternion as explained in section 5.4. For the quaternion error in the MEKF,
the Gibbs vector will be used as parametrization. The Gibbs vector is given by Markley
(2008) as

ggibbs =
δε

δη
(5.39)

By scaling the Gibbs vector by the factor 2, the variance will be given in radians squared,
which is equivalent to angle errors using a first-order approximation. By defining

ag
2

=
δε

δη
(5.40)

where ag denotes a rotation such that

ag
2

= e tan
φ

2
(5.41)

where e is a unit vector and φ is an angle of rotation as defined in (2.2). It can be seen
in (5.41), that this parametrization ensures that the magnitude of ag approximates φ for
small rotations (Markley, 2008).

The imaginary part ε of the quaternion error can be calculated from ag as follows:

ag = 2
δε

δη
(5.42a)

a2
g = 4

δε2

δη2
= 4

δε2

1− δε2 (5.42b)

a2
g

4
(1− δε2) = δε2 (5.42c)

a2
g − a2

g δε
2 − 4δε2 = 0 (5.42d)

δε2 [4 + a2
g] = a2

g (5.42e)

which finally gives

δε =

√
a2
g

4 + a2
g

(5.42f)

=
ag√
4 + a2

g

(5.42g)

Now the quaternion error can be expressed in terms of ag as:

δq(ag) =

[
δη
δε

]
=

1√
4 + a2

g

[
2
ag

]
(5.43)
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The Kalman filter equations are based on the discrete system explained in (5.2a). Consider
the following model:

δẋ = f(x, u)+Ew (5.44)
δy = h(δx) + v (5.45)

By defining

δx = [(δpn)T (δvn)T aTg (δbars)
T (δbacc)

T ]T (5.46)

The non-linear equations describing the system will be derived.

The position error is simply given as

δṗnb/n = δvnb/n (5.47)

for the velocity error, the equations given in section 5.5, as well as the relationship given
in (5.4) is considered

δv̇nb/n = v̇nb/n − v̇nins (5.48)

= R(q̂)R(ag)(f
b
imu − bins,acc − δbins,acc −wacc) + gn (5.49)

−R(q̂)(f bimu − bins,acc)− gn (5.50)

By using (2.6), this can be approximated as

≈ R(q̂)(1 + S(ag))(f
b
imu − bins,acc − δbins,acc −wacc) (5.51)

−R(q̂)(f bimu − bins,acc) (5.52)

= −R(q̂)S(f bimu − bins,acc − δbins,acc −wacc)ag (5.53)
−R(q̂)(δbins,acc −wacc) (5.54)

By substituting ag in (5.22), and by using (5.26), the following expression for ȧg is ob-
tained:

ȧg =

(
I3x3 +

1

4
aTg ag

)(
ωbb/n − ωbins

)
− 1

2
S(ωbb/n + ωbins)ag (5.55)

This expression is identical to the one in Markley (2008). Ignoring higher order terms,
gives

ȧg ≈
(
ωbb/n − ωbins

)
− 1

2
S(ωbb/n + ωbins)ag (5.56)

From (5.25) and (5.26):

ωbb/n = ωbimu − bbars −wb
ars (5.57)

ωbins = ωbimu − bbins,ars (5.58)
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Which implies that

ωbb/n + ωbins = 2ωbimu − bars − bins,ars −wb
ars (5.59)

ωbb/n − ωbins = −δbars −wb
ars (5.60)

By substituting (5.59) and (5.60) into (5.56), the expression for ag can be written as

ȧg ≈ −δbars −wb
ars −−

1

2
S(2ωbimu − bars − bins,ars −wb

ars)ag (5.61)

ȧg ≈ −S(ωbimu − bins,ars)ag − δbars −wars +
1

2
S(δbars +wars)ag

(5.62)

The bias errors are modeled as first order Gauss-Markov processes, which are simply given
by

δḃars = −
1

Tars
δbars +wb,ars (5.63)

δḃacc = −
1

Tacc
δbacc +wb,acc (5.64)

5.7 Measurement Equations

The measurement vector is defined as

y = [(pnb/n)
T (vnb/n)

T (f bimu)
T (mb

imu)
T ]T (5.65)

While the corresponding INS estimates yields

yins = [(pnins)
T (vnins)

T (f bins)
T (mb

ins)
T ]T (5.66)

The measurement equations are expressed as the error between the measurements and the
predicted measurements from the INS. It can be written in terms of the error state δx as

δy = y − yins = h(δx) + v (5.67)

The position and velocity errors are simply given as

pnb/n − pins = δpnb/n (5.68)

vnb/n − vins = δvnb/n (5.69)

(5.70)
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While the magnetometer measurement equation can be written as

mb
imu −mb

ins = [R(ag)
TR(q̂)T −R(q̂)T ]mn +wmag + bbmag (5.71)

= [R(ag)
T − I3x3]R(q̂)Tmn +wmag + bbmag (5.72)

≈ −S(ag)R(q̂)Tmn +wmag + bbmag (5.73)

These measurement equations can be summarized and expressed in the form given in
(5.67) as

δy =




pnb/n − pins
vnb/n − vins

f bimu − f bins
mb
imu − f bins


 =




δpnb/n
δvnb/n

−S(ag)R(q̂)Tfnins
−S(ag)R(q̂)Tmn +wmag




︸ ︷︷ ︸
h(δx)

+




wpos

wvel

wacc + bbacc
wmag + bbmag




︸ ︷︷ ︸
v

(5.74)

(5.75)

While pnins, v
n
ins and mb

ins are all easily obtained from the Navigation equations. The
estimate of f bins in the measurement equations will be derived using the two diferent
methods shown next.

5.7.1 Estimation of f b
ins

Measurements of fnins is not obtained directly from the navigation equations, so two dif-
ferent methods of estimation will be presented. The first one involves the design of a KF
serving as a fast differentiator, estimating fnins by integration of pnins and vnins from the
INS output. The second method relies on using a pseudo-measurement, involving the use
of angular velocity for calculation. The two different methods are illustrated in figure 5.4.
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Figure 5.4: Two different methods to estimate f b
ins. Method 1 uses a fast differentiator for position

and velocity integration, while the second method uses pseudo measurements.

Method 1: Kalman Filter differentiator

9-state KF will serve as a differentiator for estimation of fnins. The KF uses the position
and velocity estimates pnins and vnins from the INS to calculate an estimate of fnins. Unlike
the KF previously discussed, a direct linear KF is sufficient.

The KF equations for continous time yields

ẋ =



ṗnins
v̇nins
ḟ
n

ins


 =



0 I3x3 0
0 0 I3x3

0 0 0




︸ ︷︷ ︸
A



pnins
vnins
fnins


+



03x1
I3x1
03x1




︸ ︷︷ ︸
B

gn +




0
0

I3x3




︸ ︷︷ ︸
E

wacc (5.76)

with measurements

y =

[
I3x3 03x3 03x3

03x3 I3x3 03x3

]

︸ ︷︷ ︸
C

x+

[
vpos
vvel

]
(5.77)

Where v∗ and w∗ are white noise, gn = u = [0 0 9.81m/s2]T is the standard accel-
eration of gravity on Earth.

The Kalman gain and co-variance updates are obtained by

K[k] = P̂
−
[k]CT

d [k](Cd[k]P̂
−
[k]CT

d [k] +Rd[k])
−1 (5.78)

P̂
+
[k] = (I −K[k]Cd[k])P̂

−
[k](I −K[k]Cd[k])

T +K[k]R[k]KT [k] (5.79)

P̂
−
[k + 1] = Cd[k]P̂

+
[k]C+

d [k] +Ed[k]Qd[k]Ed[k]
T (5.80)
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The state corrections yields

x̂+[k] = x̂−[k] +K[k](y[k]−Cdx̂
−[k]) (5.81)

and finally the new states are predicted as

x̂−[k + 1] = Adx̂
+[k] +Bd[k]u[k] (5.82)

The performance of the filter is shown in Figure 5.5, which verifies that the filter tracks
the true value of fnins in a satisfactory manner.
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Figure 5.5: fn
ins estimation using method 1.

The accelerometer measurement equation for method 1 can be written as

f bimu − f bins = [R(ag)
TR(q̂)T −R(q̂)T ]fnins +wacc + bbacc − bbacc,ins (5.83)

= [R(ag)
T − I3x3]R(q̂)Tfnins +wacc + δbacc (5.84)

≈ −S(ag)R(q̂)Tfnins +wacc + δbacc (5.85)

= S(R(q̂)Tfnins)ag +wacc + δbacc (5.86)

Method 2: Pseudo measurement

Instead of using the differentiator proposed in the previous section, estimation of f bins can
be obtained by the following expression.
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vnins = R(q̂)vbins (5.87)

f bins = v̇nins = Ṙ(q̂)vbins +R(q̂)v̇bins (5.88)

= R(q̂)
[
v̇bins + S(ωbimu − bins,ars)v

b
ins

]
(5.89)

By assuming v̇bins << vbins, the expression can be further simplified to

v̇nins ≈ R(q̂)S(ωbimu − bins,ars)v
b
ins (5.90)

This assumption may be inaccurate during phases where the interceptor is doing maneou-
vers which involves rapid movements. When v̇nins is considerably large, this measurement
equations will cause oscillations compared to the actual value of f bins.

For the second method, the measurement equation will be slightly different. The ac-
celerometer measurement equation for method 2 yields

f bimu − f bins = [R(ag)
TR(q̂)T −R(q̂)T ]fnins +wacc + bbacc − bbacc,ins (5.91)

≈ [R(ag)
T − I3x3]R(q̂)TR(q̂)S(ωbimu − bins,ars)v

b
ins +wacc + δbacc

(5.92)

≈ S(ωbimu − bins,ars)v
b
insag +wacc + δbacc (5.93)

5.7.2 Method 1 and 2 comparison

Table 5.7.2 shows state estimation errors for the two different methods described in sub-
section 5.7.1. The table shows that there is a decent amount of equivalence between the
methods.

The second method provides a significant lower final error of the attitude estimation than
what the first method is able to. This might be a result of the second method including the
angular velocity directly in the measurement equation.

In comparison the specific force will not contribute with any information about the yaw
angle. Both the roll and pitch angle will directly affect how the gravity contributes to the
specific force vector. The yaw angle will on the other hand stay the same. This will serve
as a disadvantage for the first method.

Also note that the RMS values are slightly higher for the second method, probably caused
by ocillations in the f bins estimations due to large values of v̇nins.

FIgure 5.6 shows the error in bias calculations using the two different methods. The errors
are computed according to

b∗,err =

M∑

j=1

N∑

i=1

|b∗(j, i)− b∗,ins(j, i)| (5.94)
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Table 5.1: Two different methods of estimating f b
ins for use in MEKF measurement equation, as

described in subsection 5.7.1 and 5.7.1 . The table shows estimation errors for the different states.
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where N is the number of bias samples, and M is the bias vector dimension. M equals to
three for both the acceleration bias (north, east, down) and gyro bias (roll, pitch, yaw).

Example: bars,ins(2, 35) corresponds to the the 35th bias sample for INS estimate of the
pitch bias.

Notice how the gyro bias converges faster for method 1 than method 2. This might be
related to the assumption in (5.87). When v̇nins, the measurement equation will be inaccu-
rate, which may cause slower convergence of the bias estimate.

It is reason to be believe that this might affect the accuracy of state estimations as well.
Table 5.7.2 shows that the RMS values for the attitude error for method 2 is higher for
pitch and yaw angle, while the roll angle is slightly lower. The fact that metod 2 gives
generally higher RMS values substantiates to the statement above, as the second method
is more vulnerable as a result of large values of v̇nins.

For the rest of the simulations carried out in this thesis, the first method will be used, as it
shows better bias estimation performance.
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Figure 5.6: Comparison between error in bias estimation using the two different methods described
in subsection 5.7.1 and 5.7.1.

58



5.7.3 Discrete-time matrices

To get the system on the form as in (5.2a), the error state and measurement equations need
to be discretized. Discretizing the system with the Euler method gives

Ad = I15 + h
∂fk
∂xk

∣∣∣∣∣
xk=x̂k

=

I15 + h




0 I3x3 0 0 0

0 0 −R(q̂)S(f bimu − bins,acc) 0 −R(q̂)
0 0 −S(ωbimu − bins,ars) −I3x3 0

0 0 0 − I3x3

Tars
0

0 0 0 0 − I3x3

Tacc




(5.95)

Ed = h




0 0 0 0
−R(q̂) 0 0 0

0 −I3x3 0 0
0 0 I3x3 0
0 0 0 I3x3




(5.96)

Finally, the discrete-time measurement matrix Hd, applying method 1 for fnins estimation,
yields

Hd =
∂hk
∂δxk

∣∣∣∣∣
xk=x̂k

=




I3x3 0 0 0
0 I3x3 0 0
0 0 S(R(q̂)Tfnins) 0
0 0 S(R(q̂)Tmn) 0


 (5.97)

where
Qd ≈ σ2

wk
I15x15 (5.98)

Rd ≈ σ2
vk
I15x15 (5.99)

and the property δε̂ = 0 has been used.

5.8 Target tracking

Inertial guidance systems may be sufficient to guide ballistic missiles to a target with
fixed coordinates, for example, a place on earth known in advance. The problem is that
these methods are not well suited for guiding towards moving targets with unpredictable
coordinates like enemy cruise-missiles or other threats. When the target coordinates are
not known in advance of the missile launch, real-time target sensing and corresponding
manouvering changes are required for an interception to occur.

The missile flight can be divided into three phases: The boost, midcourse and terminal
phase. In the boost phase, onboard inertial guidance systems are usually used to calculate
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an arrival point at the end of the boost-phase. In the midcourse, off-board target tracking
methods are often used to produce the desired course of the missile, to bring it close to
the target. When the missile is close to the target, onboard sensors are usually taking over
as the missile enters terminal phase. The terminal phase can begin anywhere from tens of
seconds down to only a few seconds before intercept, depending on the missile capability
and the mission objective. As the boost and midcourse phases may accumulate residual
errors, the terminal phase serves to reduce the final distance between the interceptor and
target below a specified level Palumbo (2010).

5.9 Homing systems

Homing systems can be classified in three general groups:

5.9.1 Passive homing systems

A passive system is designed to detect by measuring natural emanations or radiation such
as heat, light and sound waves Siouris (2004). The passive system is therefore based on
using the characteristics of radiation from the target itself to measure the angular direction
of the target relative to the missile. Passive systems do not provide target range or closing
velocity information, which may be an disadvantage as some guidance techniques, includ-
ing PN, requires this information. Common examples of passive systems are infrared and
radio-frequency seekers Palumbo (2010).

5.9.2 Semiactive homing systems

While the passive system only uses emitted signals from the target, semiactive systems
uses a reflected wave emitted by a beam of light, laser, IR or RF from an external source,
i.e. a radar. In addition to angular direction, semiactive systems are able to provide missile-
target closing velocity and angular direction to the target, which can help the overall guid-
ance accuracy in some instances. Due to the fact that an external source is used to pro-
duce the emitted signal, the semiactive system has the advantage that no additional size or
weight to the missile is necessary Palumbo (2010).The illumination must be present at all
times during the flight of the missile Siouris (2004).

5.9.3 Active homing systems

In an active system, the target is illuminated and tracked by an on-board sensor on the
missile itself. An advantage is that the active system can provide relative range, range
rate, and angular direction measurements. The additional information can improve the
guidance accuracy even more. As the missile carries the tracking equipment, the active
system comes with a high cost of additional power drain and weight. This usually restricts
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active systems to be used before the terminal phase of the flight, after some other form
of guidance has brought the missile to within a short distance of the target Palumbo et al.
(2010c).

5.10 Target-tracking filter

By assuming a semiactive or active homing systems, the measured quantities can be used
to produce measurements of relative position between the missile and the target.

As shown in Palumbo et al. (2010b), relative position ”measurements” can be obtained
as pseudo-measurements composed of noisy LOS angle and relative range measurements
between the interceptor and target Palumbo et al. (2010c). Hence, these measurements
must be filtered, and estimates of the relative velocity must be obtained from these noise
pseudo-measurements of the relative position, as these measurements are required by the
PN-algorithm. Some guidance laws also requires measurements of the target acceleration
perpendicular to the missile-target LOS, so this information will also be estimated based
on the relative position measurements.

To achieve this, a 9-state linear KF, similar to the one introduced in section 5.7.1 will be
used. The stochastic continous-time model yields


ṗr(t)
v̇r(t)
ȧT (t)


 =



0 I3x3 0
0 0 I3x3

0 0 0





pr(t)
vr(t)
aT (t)


+




0
−13x1

0


aI +




0
0

I3x3


wT,acc (5.100)

with measurements

y =
[
I3x3 0 0

]


pr(t)
vr(t)
aT (t)


+ vr,pos (5.101)

Where pr and vr are relative position and velocity, while aI is the interceptor’s accelera-
tion. vr,pos is white noise modeled as a wiener process.

By discretizing, the following model is obtained:



ṗr[k + 1]
v̇r[k + 1]
ȧT [k + 1]


 = I9x9+h



0 I3x3 0
0 0 I3x3

0 0 0





pr[k]
vr[k]
aT [k]


+h




0
−13x1

0


aI+h




0
0

I3x3


wT,acc

(5.102)

The Kalman gain, covariance and new state updates are computed as explained in (5.78) -
(5.82).
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For initialization of the filter, four position samples {pm(1),pm(2),pm(3),pm(4)} are
obtained, such that the initial values can be estimated as (Palumbo et al., 2010c)

p̂r[0] =

4∑

i=1

pm(i)

4
(5.103)

v̂r[0] =
pm(4)− pm(3)

∆t
(5.104)

âT [0] =
v̂r[0]

2∆t
− pm(2)− pm(1)

2∆t2
(5.105)

where ∆t is the time between each position sample measurement.
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Chapter 6
Guidance System

6.1 Introduction.

Proportional 
Navigation (PN)

Navigation Autopilot

LOS Guidance
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Figure 6.1: Two different guidance laws are implemented. The first one is the state-of-the-art
Proportional Navigation law, while the second one is a LOS guidance law.

It is the guidance law that mainly distinguish an unguided projectile from a guided missile.
The primary function of the guidance law is to generate steering guidance commands given
some information about the missile and target as inputs. Usually, the guidance laws are in
form of the magnitude and direction of normal acceleration that the missile needs to apply
(NPTEL, 2012).

63



6.1.1 Line of Sight (LOS)

Some of the most classical guidance laws are based on the LOS vector (NPTEL, 2012).
The idea is to guide the missile on a LOS course in an attempt to keep it on a line between
the reference point and the target. The line of sight vector is defined as the vector between
the waypoint/target and a reference point. The reference point might be a control station
on-ground, but if the target tracker is on-board of the missile, the LOS vector will be the
straight line between the missile and target.

6.2 Proportional navigation (PN)

Proportional navigation is perhaps the most commonly used guidance laws in modern
missile guidance. The guidance law has nothing to do with navigation. The reason behind
the somewhat misleading name comes from the limitation of the vocabulary of guidance
litterature back in the early days of development (NPTEL, 2012).

When the interceptor and target is on a collision course, there is no relative velocity be-
tween the two bodys perpendicular to the LOS vector between them. This means that the
LOS rate is equal to zero, while the closing velocity is positive. This is the idea behind the
PN law - if the LOS rate at anytime is non-zero, then the guidance law should command
the autopilot to do a fin deflection to cancel the LOS rate (NPTEL, 2012). If we assume a
planar engagement, the expression for the commanded missile acceleration aMc

is defined
as (Palumbo et al., 2010a)

aMc = NVcλ̇ (6.1)

Where N is called the navigation constant, Vc is the closing velocity and λ̇ is the LOS
rate in an inertial reference frame. For a three dimensional case, the LOS rate must simply
be measured by two seperate instruments mutually perpendicular to the sensor boresight.
Information about the LOS rate λ̇ and closing velocity Vc are derived based on target sensor
measurement that are available. To obtain good estimates, a semi-active or active system
with on-board sensors are necessary. From (3), (4) and (6) in Palumbo et al. (2010a):

v̄ ,
∂

∂t
r̄ = Ṙ1̄r +R

∂

∂t
1̄r (6.2)

n̄ ,
∂

∂t
1̄r (6.3)

1̄ω , 1̄r × 1̄n (6.4)

where v̄ is the relative velocity, R is the distance, r̄ is the LOS vector between the missile
and target. n̄ is the LOS rate vector. 1̄∗ is a unit vector. These vectors are all illustrated in
figure 6.2 (Palumbo et al., 2010a).

(6.5)
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By combining (6.2) - (6.4):

v̄ = Ṙ 1̄r +R|n̄| 1̄n (6.6)

1̄r × v̄ = Ṙ (1̄r × 1̄r) +R|n̄| (1̄r × 1̄n) (6.7)
1̄r × v̄ = R|n̄| (1̄r × 1̄n) (6.8)
1̄r × v̄ = R|n̄| 1̄w (6.9)

(6.4) can be rewritten as
1̄w × 1̄r = 1̄n (6.10)

the LOS rate vector n̄ yields

n̄ = λ̇ = (1̄r × v̄)× 1̄r
R

(6.11)

Finally, it follows from 6.5 that the range rate can be expressed as

Ṙ = −Vc = v̄ · 1̄r (6.12)

This shows how the required parameters for the PN law can be derived by the use of
relative position and relative velocity measurements obtained from a semi-active or active
seeker.

Figure 6.2: LOS coordinate frame used for PN law derivation.
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6.3 LOS guidance with course and flight-path-angle com-
mands

While the PN algorithm needs information about relative position and relative velocity,
the course and flight-path-angle autopilot design only relies on information about relative
position. This makes it possible to use low-cost sensors on the ground, in addition to
tracking threats further away from the asset/interceptor than what is possible with sensors
available on-board of the interceptor.

In a practical system, it is highly advantageous to keep the software as simple as pos-
sible. By utilizing the autopilot with course and flight-path-angle commands explained
in Chapter 4, an intuitive design based on trigonometric relationship is derived. While
most classical LOS guidance laws produces acceleration or angular velocity commands
(NPTEL, 2012), this guidance law produces the desired course and flight-path-angle as
commands directly. The design has a lot of similarities to the enclosure based steering for
waypoint tracking, explaned in section 6.3.1.

In section 6.2 it was explained how the PN law needs information about the relative ve-
locity, and produces acceleration commands instead of course and flight-path-angle com-
mands for calculating fin deflections. One advantage with this approach, is the ability to
easier control the turning rate of the missile. This makes the PN law more robust against
threats doing evasive and unpredictable manouvers, compared to a design that does not
use velocity information directly in computation of fin deflection commands. By changing
from the LOS to the PN guidance law when the interceptor is closing up on the target,
i.e. entering the terminal phase of the flight, might therefore improve the chance of inter-
ception. As the accuracy in tracking of the target degrades with distance from the control
station, the chances are that the tracking is not precise enough to cause an interception
(Palumbo et al., 2010a). By switching to on-board sensors during the terminal-phase, this
problem could be avoided.

6.3.1 Enclosure based steering for waypoint tracking

Several path and waypoint tracking methods are based on LOS steering laws. By consid-
ering the vertical plane, the idea is to properly assign a value to χ(t) to obtain satisfactory
steering control. One of these methods are called enclosure based steering. By considering
a circle with sufficient large radius R > 0, enclosing pn = [x, y]T , two intersections on
the straight line between the last and next waypoint are obtained. The method computes
desired course angle χd as

χd(t) = atan2(ylos − y(t), xlos − x(t)) (6.13)

where
[[xlos − x(t)]2 + [[ylos − y(t)]2 = R2 (6.14)
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tan(αk) =
ylos − yk
xlos − xk

= constant (6.15)

must be solved in order to obtain pnlos Fossen (2011). A submarine moving towards a
waypoint using enclosure based steering is shown in figure 6.3. This well-established
method for waypoint tracking represents the basic ideas for designing the target tracking
guidance law presented below.

6.3.2 LOS guidance for target tracking

For missile guidance the LOS vector is often defined as the straight line between a ground
station and the target Fossen (2011). This differs from the illustration in Figure 6.3 (Fos-
sen, 2011), where the LOS vector is defined as the straight line between the marine vessel
and the next waypoint. Also, the target position is no longer constant. The basic principle
is to guide the missile on a course in an attempt to keep it on the straight line joining the
target/threat and the control point/launch station.

Figure 6.3: Encolsure based steering.

Similar to the course and flight path angle controlled autopilots, the LOS guidance track-
ing equations are assuming decoupling between the north/down and north/east planes.
Figure 6.4 shows the trigonometric relationship between the launch platform, target and
interceptor. The interceptor’s position is denoted pI = (xI , yI , zI), the threat position
is pT = (xT , yT , zT ) and the launch platform is pL = (xL, yL, zL). The interceptor’s
position decomposed in the north/east plane is given as PIxy

.

67



Figure 6.4: Illustration of the guidance system in three dimensions.

6.3.3 Vertical guidance system

The angles between north, threat and interceptor in the vertical plane are calculated as

γNT = sin−1

(
zT − zL
|pT − pL|

)
(6.16)

γNI = sin−1

(
zI − zL
|pI − pL|

)
(6.17)

θv = γNI − γNT (6.18)

where pc = (xc, yc, zc) corresponds to the reference position in the vertical plane used to
calculate the commanded flight path angle. The distance between the launch platform and
the interceptor in the vertical plane is

RLIv = cos (χNI)RLI (6.19)

while the distance between the interceptor and threat is

RITv =
√
(xT − xI)2 + (zT − zI)2 (6.20)
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Furthermore, ev, rv and finally the desired commanding flight path angle γc is calculated
as

ev = sin (θv)RLIv (6.21)

rv =
√
R2
LIv − e2v (6.22)

|pc − pL| = rv + kv

√
R2
ITv − e2v (6.23)

zc = sin (γNT ) |pc − pL| (6.24)
γc = −atan2 (zc − zI , xc − xI) (6.25)

where kv is used to adjust what point on the LOS vector between the launch platform and
threat that the interceptor will aim at.

Figure 6.5: The guidance system decomposed in the vertical plane.
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6.3.4 Horizontal guidance system

The angles between north, threat and interceptor in the horizontal plane are calculated as

χNT = tan−1

(
yT − yL
xT − xL

)
(6.26)

χNI = tan−1

(
yI − yL
xI − xL

)
(6.27)

ψh = χNT − χNI (6.28)

where pc = (xc, yc, zc) corresponds to the reference position in the vertical plane used to
calculate the commanded flight path angle. The distance between the launch platform and
the interceptor in the horizontal plane is

RLIh = cos (γNI)RLI (6.29)

while the distance between the interceptor and threat is

RITh = cos (γNI)
√

(xT − xI)2 + (yT − yI)2 (6.30)

Furthermore, eh, rh and finally the desired commanding flight path angle χc is calculated
as

eh = sin (ψh)RLIh (6.31)

rh =
√
R2
LIh − e2h (6.32)

|pc − pL| = rh + kh

√
R2
ITh − e2h (6.33)

zc = sin (χNT ) |pc − pL| (6.34)
χc = atan2 (yc − yI , xc − xI) (6.35)

where kh is used to adjust what point on the LOS vector between the launch platform and
threat that the interceptor will aim at.
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Figure 6.6: The guidance system decomposed in the horizontal plane

6.3.5 Future target position estimation

The guidance system described above involves controlling the missile towards the straight
line between the launch platform and the target. As long as the target has a non-zero
velocity, the result will be that the missile is following a trajectory that is clearly not
optimal in terms of total distance traveled.

If estimating the targets position in a future time, the guidance law can be modifed to track
a point that is ahead of the target. By defining ∆t := t∗− t where t is the current time and
t∗ is a future time, the targets position at time t∗ can be estimated as

pT (t
∗) = pT (t) + vT (t)∆t (6.36)

∆t will be chosen as the time which it will take the missile to intercept the target or to
arrive at the Closest Point of Approach (CPA). In the littearture, this is known as time-to-
go tgo (Palumbo et al., 2010b). Figure 6.7 shows the engagement geometry between the
missile and target.
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Figure 6.7: Missile-target engagement geometry.

By defining the relative position as pr := pT −pI and the relative velocity vr := vT −vI ,
the future target-missile relative position at time t∗ can be stated as (Palumbo et al., 2010b):

r̄(t∗) = r̄(t) + v̄(t)∆t (6.37)

By inspecting figure 6.7, illustrated by the parpendicual line between the target and CPA,
it is easy to see that the following condition holds:

r̄(t∗) · v̄(t∗) = 0 (6.38)

By combining (6.37) and (6.38), and by assuming constant velocity, the expression for
tgo := ∆t yields

tgo = −
pr(t) · vr(t)
vr(t) · vr(t)

(6.39)

Now that estimation of tgo is obtained, the targets predicted position at can be estimated
from (6.36) as

p̃T = pT (t) + vT (t)tgo (6.40)

where p̃T is the predicted position of the target at the closest point of approach, given that
both the missile and the target is moving with a constant velocity.

Even though the prediction assumes information about relative velocity, the calculation of
tgo is only used as an approximate reference for calculation of the future estimation of the
targets position. This relaxes the need of precise measurements. It is therefore assumed
that the KF derived in section 5.10 from on-ground measurements will give a good enough
approximation of the relative velocity. On the other hand, the lower precission might
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cause the inteceptor to miss the target during the terminal phase. The PN law has higher
demands regarding preciseness of the estimates as it is directly involved in calculations of
the commanded acceleration, making the need of on-board sensors desired.

Figure 6.8: Missile tracking the current target position, pT . Interception time: 8.725 sec
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Figure 6.9: Missile tracking an estimated future target position, p̃T . Interception time: 8.250 sec

Figure 6.8 and 6.9 shows how the interceptor is tracking and intercepting a target. The
initial position of the threat in NED is pT (0) = [7000 3100 − 3200]T while it is
moving at a constant velocity of vT = [2100 0 0]T . The target is modeled as a
point mass. The interceptor has the initial position pI(0) = [0 0 0]T , initial attitude
Θ(0) = [0 0 0]T and is traveling with a constant velocity magnitude of Vm = 1000
m/s. In figure 6.8, the guidance algorithm is following the LOS vector between the launch
platform at pL = [0 0 0]T and the targets position pT . In figure 6.9, the LOS vector is
pointing from the launch platform towards the predicted location of the target p̃T , as given
in (6.40). While the missile is able to successfully intercept in both simulations, the result
in figure 6.9 gives a reduction of 0.475 seconds (or 5.5%) in the total time from launch to
interception.
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Figure 6.10: Time-to-go estimation error.

Figure 6.10 shows the error between the calculated tgo from (6.39) and the actual time
remaining until interception. The time error is clearly closer to zero throughout the whole
simulation when p̃T is used.

As tgo uses CPA for calculation, the deviation from zero can be interpreted as a mea-
surement of how optimal the trajectory is. The peak with amplitude 3.8 for pT after 1.4
seconds shows that pT is not the optimal choice. This can be intuetively confirmed by
insepecting the beginning of the trajectory shown in figure 6.8.
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Chapter 7
Implementation

7.1 Introduction

The complete GNC system, including all subsystems described in this thesis have been im-
plemented in a MATLAB/Simulink enviroment. This chapter will address some important
features and aspects regarding the implementation.

In order to meet the mission objective described in section 1.4, an asset and threat needs
to be present in the simulation enviroment in addition to the interceptor.

Figure 7.1 shows the interaction between asset, threat and interceptor. The dark square in
7.1 can be replaced by the light squares in figure 1.1, and vice versa.

The bullet points in 7.1 describes the different maneouvers, control and navigation systems
that are available.

Switch blocks are introduced to easily switch between using the true states and the esti-
mated states from INS and tracking KF. The three-loop autopilot and PN law is placed in
a single subsystem, while the course/flight-path angle autopilot and the LOS guidance is
placed in another. This makes it easy to switch between the different GNC systems, by
introducing another switch block.

Some of the coding, including the three-loop autopilot, a video recording of missile tra-
jectories, PN law and an M-S function for the rigid bodies are implemented in a Simulink
environment by students under the supervision of Professor Murat Arcak during the spring
semester 2019. The three-loop autopilot has been implemented using Gain Scheduling.
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7.2 Simulation environment

Interceptor dynamics and GNC system, as 
explained in chapter 2-6

Asset maneuver

• Straight line
• Sine wave
• Corc Screw

Asset dynamics and 
control

• 6 DOF missile model
• 3-loop autopilot

Threat dynamics and 
control

• 6 DOF missile model
• 3-loop autopilot

Guidance
• PN law used to guide the threat 

towards the asset.
• Full state feedback is assumed.

Acceleration 
commands Asset states

Acceleration 
commands

Threat states

Threat states

Figure 7.1: Relationship between the three rigid bodies and their control systems.

There are three parties involved in the simulations, all of them modeled as a rigid body
using the equations of motions from chapter 3.

7.2.1 Interceptor

The interceptors mission is to intercept a threat before the threat is able to hit the asset.
The three-loop autopilot with the PN law, the course/flight-path-angle autopilot with LOS
guidance is both implemented and compared for different scenarios described in the next
chapter. The interceptor will also be using sensor models, the MEKF and target-tracking
filters will be implemented and tested under different circumstances. The interceptor will
track the threat independently of the asset maneuver, and will not have any knowledge in
advance about the threat’s guidance system or trajectory.

7.2.2 Threat

The threats objective is to hit the asset before the interceptor is able to destroy it. It is
assumed full-state feedback for the threat, that means filters for state estimation and asset
tracking is unnecessary. For tracking and trajectory calculation, the threat is applying the
three-loop autopilot combinated with the PN law. The threat has no knowledge about the
interceptor, so the guidance law will not optimize its trajectory in terms of avoiding being
destroyed by the interceptor.
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7.2.3 Asset

The asset is moving independently of both the threat and interceptor. Full-state feedback
is assumed, and the trajectory is calculated by using the simple maneuvers described in
section 7.4. No information about the threat or interceptor is obtained, so the asset will not
choose its maneuvers based on the trajectory of the incoming threat or interceptor.

7.3 Missile animation

For better visualization of the attitude and trajectory of the missile, an animation of the
missile’s body is introduced. While a simple marker in a 3D plot will visualize the tra-
jectory in a satisfactory manner, a body animation of the missile will further improve
the ability to investigate the missile’s attitude. It is reasonable to assume that the course
and flight-path-angle may be different than the missile’s attitude, as sideslip and angle-
of-attack can not be expected to be equal zero. By modifing the code from Riley (2003),
verticies and faces of a CAD file are extracted as a .mat file (see cad2mat.m). Further, by
modifying the code from Scordamaglia (2016) a 3D body of the .mat file is displayed in
the same orientation as the missile’s attitude. Finally, this is displayed as a 3D animation,
showing the trajectory of both the interceptor and threat. Figure 7.2 shows an example
of how an interceptor tracking a point mass can be visualized. The black line shows the
missile’s trajectory, while the red line corresponds to the point mass. This simulation was
done using the guidance law derived in section 6.3.

Figure 7.2: Missile chasing a moving point mass.
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7.4 Maneuvers

Instead of using one of the proposed guidance laws to track a target, some simple maneu-
vers can be implemented in order to create a desired trajectory. These maneuvers are used
for asset simulation, and in some cases, for the threat as well. The different maneuvers
described in this section calculates acceleration commands which are fed into the three-
loop autopilot described in chapter 4. It is assumed that the rigid body is initialized with a
predefined initial position p0, velocity v0 and attitude Θ0.

7.4.1 Straight line

The straight line maneouver is the simplest one. The straight line trajectory is given by
simply choosing the acceleration command to zero

ac = [0 0 0]

The three-loop autopilot will then try to keep the rigid body moving on a straight line.

7.4.2 Sine wave in yaw

The acceleration command used to create a sine wave yields

ac = [0 0 aψ]

where

aψ = 1.5 sin(2πt)

7.4.3 Corc Screw

The acceleration command used to create a corcscrew maneouver is calculated as

ac = [0 aθ aψ]

where

aθ = 1.5 sin(2πt+ π/2)

and

aψ = 1.5 sin(2πt)

Figure 7.3 shows the corc screw maneouver performed by the asset.
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Figure 7.3: Asset performing the corc screw maneouver.

7.5 Quaternion normalization

Numerical round-off errors may occur, and will cause a violation of the unit constraint on
the quaternion. To prevent this, the following normalization is used

q[k + 1] =
q[k + 1]

|q[k + 1]| (7.1)
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Chapter 8
Simulation results

8.1 Description of case studies

As a measurement of the performance, the result is given as Root Mean Square (RMS)
errors, calculated by the following formula

RMS =

√√√√ 1

N

N∑

i=1

(x̂(i)− xtrue(i))2

8.1.1 Stop condition

The simulation will automatically finish if the missile either miss or intercepts the target.
To simulate an interception, the missile has to pass the target within a predefined distance.
The range is chosen to be 6 m, as it is assumed that an explosion within this distance is
sufficient in order to successfully destroy the target. If a miss between the interceptor and
threat occurs, the distance between them will start increasing instead of decreasing. In
other words, the range rate Ṙ will become negative.
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The following stop conditions are then obtained:

if R < 6 then
print ’interception sucessfull’;
return true;

else if R > 6 and Ṙ < 0 then
print ’interception unsucessfull’;
return true;

else return false;

Naturally, these conditions apply both between the interceptor and threat, as well as be-
tween the threat and asset. If one of the interceptions suceeds, the other interception is
automatically considered unsucsessfull.

8.2 Parameters and initial conditions

The system is sampled with a constant sample step size of h = 0.005 seconds, identical to
the IMU sampling rate of 200 Hz.

8.2.1 Kalman filter parameters

The following discrete KF tuning matrices have been used for the MEKF

Qk,mekf = diag (1e−101×3 1e−141×2 1e−13 1e−81×2 1e−7 1e−121×3)

Rk,mekf =
1

tmekf
diag (101×3 1e−31×3 51×3 1e−21×3)

P̂0,mekf = diag (1e−11×3 1e−21×3 1e−101×3 2e−61×3 5e−21×3)

For target tracking, the Kalman filter tuning matrices yields

Qk,tkf = diag (1e−61×3 1e−51×3 1e−81×3)

Rk,tkf =
1

ttkf
diag (11×3)

P̂0,tkf = diag (1e−21×3 2.251×3 201×3)

The Kalman filter used for fnins estimation, is initialized as

Qk,fkf = diag (1e91×3 1e81×3 1e11)

Rk,fkf =
1

tfkf
diag (101×3 1e−31×3)

P̂0,fkf = diag (1e−51×9)
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8.2.2 Autopilot and reference model parameters

The autopilot feedback gains are chosen as

Kα̇ = 0.1

Kβ̇ = 0.1

The tracking and input weight matrices for the flight-path-angle controller are chosen as

Qγ = diag (1 1.5) Rγ = 2

while the tracking and input weight matrices for the course controller are

Qχ = diag (1 1.5) Rχ = 2

For the reference model, ωn = 100 and γ = 1 are used for both the lateral and longitudinal
autopilot.

8.2.3 Guidance law parameters

For the LOS guidance, kh = 0.9 and kv = 0.9 are used. The guidance controller is also
programmed to intercept at the predicted target position p̃.

The proportional navigation constant for the PN law is set to be N = 5.

8.2.4 Interceptor initial conditions

The interceptor is modeled as the rigid body with the characteristics given in chapter 3.

Initial position:

pnI (0) = (−2000m − 100m 0)
T (8.1)

Initial velocity:

vnI (0) = (3000m/s 0 0)
T (8.2)

Initial attitude:

ΘnI (0) = (0 0 0)
T (8.3)

(8.4)

The interceptor is intercepting the threat using the proportional navigation algorithm. The
Interceptor uses filters from chapter 5 for INS estimation and for threat tracking.
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8.2.5 Threat initial conditions

The threat is modeled as the rigid body with the characteristics given in chapter 3.

Initial position:

pnT (0) = (6000m 6000m − 6000m)
T (8.5)

Initial velocity:

vnT (0) = (2600m/s 0 0)
T (8.6)

Initial attitude:

ΘnT (0) = (0 0 0)
T (8.7)

(8.8)

The threat is intercepting the asset using the proportional navigation algorithm. It is as-
sumed that the threat has full knowledge about its own and the assets states, that is, full
state feedback.

8.2.6 Asset initial conditions

The asset is modeled as the rigid body with the characteristics given in chapter 3.

Initial position:

pnA(0) = (12000m 0 0)
T (8.9)

Initial velocity:

vnA(0) = (2000m/s 0 0)
T (8.10)

Initial attitude:

ΘnA(0) = (0 0 0)
T (8.11)

(8.12)

The asset is using the Cork-screw maneuver to evade from the threat.

Simulations are carried out using a gyro measurement bias defined as

bbacc := [bbacc,x bbacc,y bbacc,z]
T

modeled as a Wiener process. The bias is initialized as

bbars,0 = (1.3e−2 rad/s 1.6e−2 rad/s 1.9e−2 rad/s)T
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where
ḃ
b

ars = ωb,ars

and ωb,ars is white noise. The bias is saturated such that

−1.4 bbars,0 ≤ |bbars| ≤ 1.4 bbars,0

to avoid the bias to grow far from the initial value. The estimated gyro bias is defined as

b̂
b

ars := [b̂bars,φ b̂bars,θ b̂bars,ψ]
T

Simulations are carried out using a acceleration measurement bias defined as

bbacc := [bbacc,x bbacc,y bbacc,z]
T

modeled as a Wiener process. The bias is initialized as

bbacc,0 =
(
1.3 m/s2 1.6 m/s2 1.9 m/s2

)T

where
ḃ
b

acc = ωb,acc

and ωb,acc is white noise. The bias is saturated such that

−1.4 bbacc,0 ≤ |bbacc| ≤ 1.4 bbacc,0

The estimated acceleration bias is defined as

b̂
b

acc := [b̂bacc,x b̂bacc,y b̂bacc,z]
T

8.3 State estimation

The objective of the first case study is to investigate the error-state MEKF performance.

The first case study is carried out using three different sets of INS sampling rates. The
time step for the Simulink system is h = 0.005 seconds for all cases.

For the first simulation, both the IMU and GNSS measurements are obtained at a sampling
rate of tgnss = timu = 200 Hz. This is an unrealistic simulation scenario, as GNSS re-
ceivers is not able to maintain such a high aiding rate, see subsection 5.3.4. The reason
behind this case study is to investigate the MEKF’s performance to give precise state es-
timations for more realistic sampling rates, by comparing them to the ideal but unrealistic
scenario presented in this case.

For the second case GNSS data is obtained at a reduced frequency of tgnss = timu

20 = 10
Hz. This means that the INS equations will still be updated at the same rate as the high-
frequency IMU measurements, but the corrections will be computed at a lower frequency.
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For the third case, the aiding updates will be further decreased to tgnss = timu

100 = 2 Hz.

The target tracking measurements are assumed to be obtained at a rate of ttkf = 200 Hz
for all the three simulation.

Case 1:
timu = 200 Hz
ttkf = 200 Hz
tgnss = 200 Hz
tmekf = 200 Hz

Case 2:
timu = 200 Hz
ttkf = 200 Hz
tgnss = 10 Hz
tmekf = 10 Hz

Case 3:
timu = 200 Hz
ttkf = 200 Hz
tgnss = 2 Hz
tmekf = 2 Hz

8.3.1 Simulation results

Figure 8.1: Case 2: Trajectory

Figure 8.1 shows the trajectories for the asset, threat and interceptor. Both the interceptor
and threat are using PN, while the asset is using a corc screw manouver.
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Figure 8.2: Case 2: Bias estimation.
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Figure 8.3: Case 2: Atittude estimation.
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Figure 8.2 shows that the system is able to estimate all the gyro and accelerometer biases.
The figure illustrates bias estimation using the sampling rate in Simulation 2. This shows
acceptable estimations for cases where the IMU measurements and the GNSS measure-
ments are obtained at different sampling rates. Figure 8.3 shows estimations and estima-
tion errors for the interceptors attitude. Notice that the attitude error is mainly present in
the first six seconds of the simulation. This is an expected result, as it corresponds to the
time of convergence for bias estimation shows in Figure 8.2.
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Figure 8.4: Case 2: Position error estimation.

Figure 8.4 shows how the GNSS noise is seemingly completely filtered out from the posi-
tion measurements.

Table 8.3.1 shows state estimation errors for the three different simulations. Max error
is the maximum difference between the true state and the estimated state throughout the
simulation. Final error is the difference between the true state and the estimated state at
the end of the simulation. RMS is the RMS value as explained in section 8.1.

Notice that case 1 and case 2 gives almost the same RMS values. This verifies that the
a sampling rate of tgnss = 10 Hz and timu = 200 Hz is sufficient to obtain promising
state estimations. When the sampling conditions given in case 3 are applied, the state
estimation accuracy is slightly decreased .
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8.3.2 Target tracking

Figure 8.5 shows the error between true and estimated relative position, relative velocity
and threat’s acceleration. Figure 8.6 shows how the linear KF performance for the north,
east and down directions seperately. Here, relative position measurements are obtained
with a standard deviation of σr = 2 m.
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Figure 8.5: Target tracking estimation errors.

Figure 8.6 shows estimated position errors compared to the measurement errors, which
gives satisfactory results.
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The filter uses its state estimates to linearize the state equations on the fly. It may quickly
diverge if the estimation error becomes too great or if the process is modeled incorrectly.
That is, the performance of the target-tracking KF is directly related to the estimation
accuracy of the MEKF, as information about the interceptor’s acceleration in inertial frame
needs to be accurate.

8.4 Guidance law comparison

This section will aim to investigate the main differences, disadvantages and advantages
between the two different guidance laws.

8.4.1 Force acting on interceptor

By using the same conditions presented in the previous section, the specific force L2-norm
acting on the interceptor’s body is illustrated in figure 8.7
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Figure 8.7: Specific force acting on interceptor following a threat. σr is the standard deviation of
the relative position measurement noise. The bottom subplot shows the accumulated force over time.

Figure 8.7 shows that after a while, the PN law will start to acheive a larger accumulated
force acting on the missile than the LOS law. As the LOS law is predicting the future po-
sition of target at interception time, one can assume that the force acting on the interceptor
will be larger at the initial part of the launch. The PN law on the other hand, will apply
the most agressive fin deflections when closing up upon the target. This can be verified
by looking at the figure. How much impact this has in a real scenario is hard to say, but
it is closely related to fuel usage. If fuel consumption is a issue, there might be scenarios
where the LOS law will make the missile able to cover a larger distance before the fuel
runs out.

This can also be interpreted as a way to show noise sensitivity of the two guidance laws.
As σr affects both the relative position and relative velocity estimates which again is used
in the PN law, it is reasonable to say that the PN law may be more vulnerable to inaccurate
measurements than the LOS law.

Furthermore, three different case studies has been carried out to measure the difference
in simulation time, specific force L2-norm, final distance and interception verification.
Videos of the simulations are saved in the folder ”animation” in the .zip file.
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Figure 8.8: Interceptor following a threat moving on a straight line. The LOS law is calculating
the optimal trajectory towards the point of interception, that is on a striaght line from the launch
platform. See ”StraightLine LOS.avi” and ”StraightLine PN.avi” in .zip file for video of simulation.

8.4.2 Case 1: Threat moving on a straight line

In the first case, the threat is simulated to move on a straight line, such that the acceleration
input to the threat becomes ac = [0 0 0]. This is a predictale trajectory, and the LOS
guidance should therefore be able to predict the point of interception well.

8.4.3 Case 2: Threat doing sine wave

In the second case, the threat is experiencing a sine wave input in the yaw channel ac =
[0 0 aψ] where aψ = 1.5 sin(2πt). This is a more unpredictable trajectory, as (6.40)
gives inaccurate estimations when the velocity is rapidly changing. This will cause the
interceptor to constantly alter its trajectory. Figure 8.9 shows how the interceptor behaves
using two different guidance laws. Note that the PN law is able to guide the interceptor
on a straighter path towards the threat than the LOS law, which compliance the reasoning
above.
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Figure 8.9: Interceptor following a threat doing the sine wave maneuver. The LOS law is not doing
well when the threat is using an unpredictable maneuver. See ”Sine LOS.avi” and ”Sine PN.avi” in
.zip file for video of simulation.

8.4.4 Case 3: Threat intercepting an asset

This case study is similar to the one in section 8.3, as the asset applies the PN law to
intercept an asset, using the corc screw maneuver.
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Figure 8.10: Interceptor following a threat applying the PN law to intercept an asset. Similar to the
sine wave maneuver, this makes the target maneuver unpredictable. See ”Intercept LOS.avi” and
”Intercept PN.avi” in .zip file for video of simulation.

8.4.5 Simulation results

Table 8.4.5 shows simulation results for all three cases. Time is the total simulation time
from missile being launched till either successful or unsuccessful interception. Force is
the L2-norm of the summation of the specific force acting on the missile throughout sim-
ulation. Distance is the final distance between the interceptor and threat. Interception
is a Boolean variable determining if the interception is successful or not. FSF means full
state feedback such that all states are known in advance. This is synonymous to removing
the INS system, and just use the missile states from the airframe as input to the guidance
and control blocks shown in Figure 1.1.

Case 1, where the threat moves on a straight line, results in successful interceptions with
both the LOS and PN for full state feedback, and σr = 0.5. This is expected, as the
threat’s trajectory is predictable, and easy to follow for both laws. Notice that the LOS law
is able to intercept the target even when σr = 5. This is reasonable, as the LOS law is less
sensitive to measurement noise than the PN law.
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LOS PN

FSF σr = 0.5 σr = 5 FSF σr = 0.5 σr = 5

Case 1
Time [s] 14.0 14.0 14.1 13.7 13.8 13.9

Force [N] 5.7e5 7.3e5 1.1e6 8.9e5 1.3e6 2.2e6

Distance [m] 5.3 5.0 4.4 5.3 4.2 8.7

Interception ✓ ✓ ✓ ✓ ✓ ✗

Case 2
Time [s] 17.8 17.8 17.8 13.6 13.6 13.6

Force [N] 3.6e6 3.4e6 3.7e6 1.4e6 1.7e6 2.3e6

Distance [m] 10.0 9.8.0 11.7 5.4 4.6 5.8

Interception ✗ ✗ ✗ ✓ ✓ ✓

Case 3
Time [s] 13.4 13.4 13.4 13.5 13.5 13.6

Force [N] 1.1e6 1.3e6 1.4e6 2.1e6 2.4e6 2.9e6

Distance [m] 11.5 12.1 11.4 4.8 2.6 8.3

Interception ✗ ✗ ✗ ✓ ✓ ✗

Table 8.2: Interception time, accumulated specific force and interception information for different
simulation cases using PN and LOS guidance laws.

Case 2, where the threat moves in a sine wave, shows bad performance for the LOS law.
The LOS law computes its trajectory by predicting the threat’s position at the closest point
of approach. Since the threat has a highly time-varying attitude caused by the sine wave,
this position will vary a lot. This can be seen in Figure 8.9, as the interceptor’s trajectory
for LOS results in a wave with significantly higher amplitude than for the PN law. From
Table 8.4.5, both the simulation time, force and final distance is notably higher for LOS
than PN.

Case 3, where the threat tries to intercept an asset, shows similar simulation time results
for both methods, but the final distance is generally larger for LOS than PN. Note that for
both this case and for the straight line tracking presented in Case 1, the specific force norm
is much higher for PN than LOS.
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Chapter 9
Conclusion and further work

9.1 Conclusion

Different GNC designs for a missile-target engagement have been implemented and tested:

• Three-loop autopilot with PN guidance law.

• Course / flight-path angle autopilot with LOS guidance law.

• Quaternion based MEKF with GNSS aiding.

• KF differentiator used to estimate MEKF measurement reference, compared to an-
other approach using pseudo-measurements from the INS.

• Kalman Filter for target tracking.

• Three-body simulation enviroment including 6-DOF models of asset, threat and in-
terceptor.

Simulations has been carried out using different scenarios, to observe the effect on state
estimations, as well as the overall performance of the two GNC systems. The three-body
simulation enviroment using high-fidelity models is used to produce more realistic results,
where both the threat and interceptor have specific objectives.

The simulation results shows promising results for missile state-estimations, even with
sample frequencies as low as 2 Hz. The KF differentiator for f ins reference calculation
results in fast bias estimations, while the pseudo-measurement method, which uses yaw
angle estimation, shows better accuracy with an final error as low as 9.3e−3 for the sim-
ulation in section 5.7. Both methods result in simulations where the interceptor is able to
complete the mission objective successfully.
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The two different guidance and control systems have been tested and compared. The
calculated trajectories are slightly different for the two methods, and their strengths and
weaknesses are shown to be dependent of the threat’s trajectory.

The LOS guidance law shows good performance when the threat moves in a predictable
way, such as on a straight line. As the LOS guidance uses the predicted threat’s position
at CPA, straight line maneouvers result in the missile following a seemingly optimal tra-
jectory. Since the LOS guidance law uses course and flight-path angle commands, it is
shown to have problems intercepting a threat conducting evasive or unpredictable move-
ments right before interception, even though it is able to guide the missile to a point close
to the threat. The LOS law is also shown to have a lower magnitude of specific force acting
on the missile. This is due to the fact that the missile estimates the threat’s position, and
that the guidance commands do not involve rapid changes in attitude.

The PN law shows good overall performance when tracking down and intercepting the
target, both for straight-line tracking, sine wave tracking and for the three-body scenario.
However, the PN law has reduced performance when the relative position estimate for
the target-tracking filter has a high magnitude. Simulations shows that a relative position
standard deviation of σr = 5 m results in unsuccessfull interception for the straight-line
case and the three-body case, when the requirement for interception is R ≤ 6 m. By
increasing the standard deviation of the relative position noise, the PN law also shows
exponential growth in total specific force acting on the rigid body. This problem does not
seem to be present for the LOS guidance law.

9.2 Further Work

In this thesis, the course and flight-path-angle controllers are calculated by using a lin-
earized low-fidelity model about a fixed operating point. The controller performance may
therefore be improved by using Gain scheduling, such that the controller gains are cal-
culated for different operating points in the flight envelope, saved in i.e. a look-up table.
This approach is used for the three-loop autopilot, implemented by the students under
supervision of Professor Murat Arcak.

Section 8.4 shows that even though the PN law is better at achieving successful intercep-
tions, both laws are able to compute a trajectory that brings the interceptor close to the
target. Therefore, it may be interesting to combine the two guidance laws by utilizing a
switch at a predefined distance or time-to-go estimate from the target. This may result in
a more optimal trajectory than when using each guidance law separately.
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Appendix A

Simulink Diagrams
This appendix includes some of the most important parts of the Simulink environment.
For the full system, see the attached .zip file.

The following colors are used to distinguish between different block types:

• Subsystems are colored light blue.

• Embedded Matlab functions are colored orange.

• Stop condition subsystems are gray.

• ”In” and ”From workspace” are colored Cyan.

• ”Out” is colored Magenta.

• ”To workspace” is colored yellow.

• The remaning blocks are white.
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Figure 9.1: Threat-Asset-Interceptor Simulink System.
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Figure 9.14: Three-loop autopilot (Implementation by Professor Arcaks students, UCB).

113



114



Appendix B

MATLAB code
This appendix contains some of the MATLAB code used in this thesis. Only some of the
main embedded MATLAB functions used in the Simulink environment are attached.

An overview of all the Matlab simulation files and their descriptions are found in Table
9.1. ”UCB” in the Author column means that the code is made by the Professor Arcaks
students at UC Berkeley.

The Asterisk ”*”, is used when there are several files with similar names and functionality.
Example: mTM*.slx refers to several different threat maneuvers, for example the corc
screw maneuver (mTMCorkScrewAcc.slx) and the straight line maneuver (mTMCon-
stantVel.slx).

Table 9.1: MATLAB / Simulink files and descriptions.

Filename Description Author
DRIVER.m Main file to run simulations. Ward/UCB
mTop.slx Main file for Simulink environment. Ward/UCB
mTopParams.m Parameter file. Ward/UCB
MEKF.m Multiplicative extended Kalman filter. Ward
KF f ins.m Kalman filter for f ins estimation. Ward
INS equations.m Inertial Navigation System equations. Ward
autopilot longitudinal.m Longitudinal autopilot (pitch). Ward
autopilot lateral.m Lateral autopilot (course). Ward
LOSGuidance.m LOS guidance law algorithm. Ward
eps2euler.m Returns the Euler angles from ε. Ward
linearizations.m Linearization of the missile model. Ward
Yaw analysis.m Stability analysis of linearized yaw dynamics. Ward
euler2rotm.m Returns a rotation matrix with Euler angles as input. Ward
randNoise.m Returns gaussian noise with std as input. Ward
alpha beta dot.m Calculates α̇/β̇ from INS data. Ward

LQR control.m
Computes the optimal feedback gains based

on a linear state-space model.
Ward

y rb calc.m Calculates the airframe variables vector yrb. Ward

LinStateSpace yaw.m
Returns the linear state space representation

in yaw, for a given Kβ̇ . Ward

LinStateSpace pitch.m
Returns the linear state space representation

in pitch, for a given Kα̇.
Ward

refModel.m Third order reference model. Ward
Continued on next page
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Table 9.1 – continued from previous page
Filename Description Author

eps2q.m Build quaternion from ε. Ward
*GPNLaw.slx PN guidance law for interceptor, threat andasset. Ward/UCB
ExtractResults.m Extract data from ”To Workspace” vectors. Ward/UCB
ProcessResults.m Store data in structures. Ward/UCB
PlotResults.m Returns all the plots and saves simulation video. Ward/UCB
m*RigidBody.slx Simulink files for rigid bodies and navigation system. Ward/UCB
Interceptor P6DOFwT.m 6DOF rigid body model for Interceptor. Ward/UCB
load mdlrefs.m Loads all referenced models. UCB
set param mdlrefs.m Does set param to all the referenced model. UCB
ModelOptions.m Option file for maneuver, dynamics and guidance laws. UCB
mTM*.slx Simulink files for different threat maneuvers. UCB
mAM*.slx Simulink files for different asset maneuvers. UCB
m*PointMass.slx Double integrator point mass model. UCB
Threat P6DOFwT.m 6DOF rigid body model for threat. UCB
Asset P6DOFwT.m 6DOF rigid body model for Asset. UCB
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MEKF
1 f u n c t i o n e r r = MEKF( f n i n s , GPS , y imu , y i n s , MEKFinit )
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % M u l t i p l i c a t e e x t e n d e d Kalman f i l t e r
4 %
5 % I n p u t :
6 % f n i n s − s p e c i f i c f o r c e r e f e r e n c e from KF d i f f e r e n t i a t o r
7 % GPS − GPS measurements
8 % y imu − IMU s e n s o r measurements ( a c c e l e r o m e t e r , gyro , magne tomete r )
9 % y i n s − measurements from INS

10 % q i n s − q u a t e r n i o n measurement
11 % b i n s a r s − b i a s e s t i m a t i o n f o r gyro
12 % w b nb − a n g u l a r v e l o c i t y
13 % h − s a m p l i n g r a t e
14 %
15 % Outpu t :
16 % e r r − e r r o r −s t a t e from MEKF, i n j e c t i o n te rm f o r INS
17 %
18 % Notes :
19 % comment / uncomment f b i n s 2 and t h e 4 t h l i n e i n H m a t r i x t o s w i t c h

between
20 % method 1 and 2 f o r f b i n s r e f e r e n c e c o m p u t a t i o n
21 %
22

23 % Author : Henning Ward
24 % Date : June 2019
25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
26

27 %%
28

29 Z3 = z e r o s ( 3 ) ;
30 I3 = eye ( 3 ) ;
31 e r r = z e r o s ( 1 6 , 1 ) ;
32 h = MEKFinit . h ;
33

34 m ned = [ 2 2 4 9 4 . 3 5 5372 .67 4 2 3 0 1 . 7 2 ] ’ ; %m a g n e t i c f i e l d (UC Berke ley
, USA) [ nT ]

35 p e r s i s t e n t R Q P h a t
36

37

38 i f i s e m p t y (R)
39 R = MEKFinit . R ;
40 Q = MEKFinit .Q;
41 P h a t = MEKFinit . P h a t ;
42

43 end
44

45 Tar s = MEKFinit . Ta r s ;
46 Tacc = MEKFinit . Tacc ;
47

48 e p s i n s = y i n s ( 7 : 9 ) ;
49 q i n s = eps2q ( e p s i n s ) ;
50 %q i n s n o r m a l i z a t i o n t o p r e v e n t n u m e r i c a l e r r o r s
51 q i n s = q i n s / norm ( q i n s ) ;
52 R i n s = Rquat ( q i n s ) ;

117



53

54

55 p n n b = GPS ( 1 : 3 ) ;
56 v n n b = GPS ( 4 : 6 ) ;
57 f b i m u = y imu ( 1 : 3 ) ;
58 m b imu = y imu ( 7 : 9 ) / norm ( y imu ( 7 : 9 ) ) ;
59 y = [ p n n b ; v n n b ; f b i m u ; m b imu ] ;
60

61 p i n s = y i n s ( 1 : 3 ) ;
62 v i n s = y i n s ( 4 : 6 ) ;
63

64 b i n s a r s = y i n s ( 1 0 : 1 2 ) ;
65 b i n s a c c = y i n s ( 1 3 : 1 5 ) ;
66

67 w b nb = y imu ( 4 : 6 ) ;
68

69 f b i n s = R ins ’ * f n i n s ;
70

71 %uncomment f o r method 2
72 %f b i n s = Smtrx ( w b nb − b i n s a r s ) * R ins ’ * v i n s ;
73

74 m b i n s = R ins ’ * ( m ned / norm ( m ned ) ) ;
75

76

77 y i n s = [ p i n s ; v i n s ; f b i n s ; m b i n s ] ;
78

79 ag param = 2 ; %g i b b s p a r a m e t r i z a t i o n
80 a g = ag param * q i n s ( 2 : 4 ) / q i n s ( 1 ) ;
81

82 A = [ Z3 I3 Z3 Z3 Z3
83 Z3 Z3 −R i n s * Smtrx ( f b i m u − b i n s a c c ) Z3 −R i n s
84 Z3 Z3 −Smtrx ( w b nb − b i n s a r s ) −I3 Z3
85 Z3 Z3 Z3 −I3 / Ta r s Z3
86 Z3 Z3 Z3 Z3 −I3 / Tacc ] ;
87

88 E = [ Z3 Z3 Z3 Z3
89 −R i n s Z3 Z3 Z3 %w acc
90 Z3 −I3 Z3 Z3 %w ar s
91 Z3 Z3 I3 Z3 %a r s b i a s ( n o i s e )
92 Z3 Z3 Z3 I3 ] ; %a c c b i a s ( n o i s e
93

94

95 H = [ I3 Z3 Z3 Z3 Z3
96 Z3 I3 Z3 Z3 Z3
97 Z3 Z3 Smtrx ( f b i n s ) Z3 Z3
98 Z3 Z3 Smtrx ( m b i n s ) Z3 Z3 ] ;
99

100

101 %uncomment f o r method 2
102 % H = [ I3 Z3 Z3 Z3 Z3
103 % Z3 I3 Z3 Z3 Z3
104 % Z3 Z3 Smtrx ( Smtrx ( w b nb − b i n s a r s ) * R ins ’ * v n n b ) Z3 Z3
105 % Z3 Z3 Smtrx ( m b i n s ) Z3 Z3 ] ;
106

107 % D i s c r e t e−t ime model
108 Ad = eye ( 1 5 ) + h * A;
109 Ed = h * E ;
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110

111 dy = y − y i n s ;
112

113

114 %% KF u p d a t e
115 % KF g a i n
116 K = P h a t * H’ / (H * P h a t * H’ + R) ;
117

118 % new x h a t
119 x e s t = K * dy ;
120 % −−−−−−−−−−−
121 p e s t = x e s t ( 1 : 3 ) ;
122 v e s t = x e s t ( 4 : 6 ) ;
123 a g e s t = x e s t ( 7 : 9 ) ;
124 q e s t = 1 / s q r t ( ag param ˆ2 + a g e s t ’* a g e s t ) * [ ag param a g e s t ’ ] ’ ;
125

126 b i n s a r s e s t = x e s t ( 1 0 : 1 2 ) ;
127 b i n s a c c e s t = x e s t ( 1 3 : 1 5 ) ;
128 % −−−−−−−−−−−
129

130 % C o v a r i a n c e u p d a t e
131 P h a t = ( eye ( 1 5 )−K*H) * P h a t * ( eye ( 1 5 ) − K*H) ’ + K*R*K’ ;
132 P h a t = ( P h a t + P ha t ’ ) / 2 ;
133

134

135 % C o v a r i a n c e p r e d i c t o r ( k +1)
136 P h a t = Ad * P h a t * Ad’ + Ed * Q * Ed ’ ;
137

138

139 e r r = [ p e s t ; v e s t ; q e s t ; b i n s a r s e s t ; b i n s a c c e s t ] ;

Listing 9.1: MEKF.m
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INS equations
1 f u n c t i o n y i n s = I N S e q u a t i o n s ( y ins , y imu , e r r , I N S i n i t )
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % I n e r t i a l N a v i g a t i o n System ( INS ) e q u a t i o n s
4 %
5 % I n p u t :
6 % y i n s − INS e s t i m a t e s
7 % y imu − IMU measurements
8 % e r r − e r r o r from MEKF
9 % y i n s − measurements from INS

10 % I N S i n i t − INS i n i t i a l i z a t i o n
11 %
12 % Outpu t :
13 % y i n s − INS e s t i m a t e s
14 %
15 % Author : Henning Ward
16 % Date : May 2019
17 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
18

19 %%
20

21 v b = z e r o s ( 3 , 1 ) ;
22 y i n i t = z e r o s ( 1 5 , 1 ) ;
23 y i n s = y i n s + y i n i t ;
24 e r r i n i t = z e r o s ( 1 6 , 1 ) ;
25 e r r = e r r + e r r i n i t ;
26 h = I N S i n i t . h ;
27

28 p e r s i s t e n t i n s i n i t p r e v E r r
29

30 %i n i t i a l i z a t i o n
31 i f i s e m p t y ( i n s i n i t )
32

33 newMeasurement = f a l s e ;
34 i n s i n i t = y i n s ;
35 v b = i n s i n i t ( 4 : 6 ) ;
36 e r r = z e r o s ( 1 6 , 1 ) ;
37 e r r ( 7 ) = 1 ;
38 y i n s = I N S i n i t . x i n s ;
39 y i n s ( 1 0 : 1 5 ) = 0 . 0 0 0 0 0 1 ;
40 p r e v E r r = e r r ;
41

42 e l s e
43 newMeasurement = f a l s e ;
44 i f e r r ( 7 ) < 0 .001
45 e r r ( 7 ) = 1 ; %q u a t e r n i o n i n i t i a l i z a t i o n q 0 = [1 0 0 0]
46 end
47

48 i f ( p r e v E r r ˜= e r r )
49 newMeasurement = t r u e ;
50 end
51 p r e v E r r = e r r ;
52

53 f b i m u = y imu ( 1 : 3 ) ;
54 w b nb = y imu ( 4 : 6 ) ;
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55

56 x d o t i n s = z e r o s ( 1 5 , 1 ) ;
57

58 p i n s = y i n s ( 1 : 3 ) ;
59 v i n s = y i n s ( 4 : 6 ) ;
60 e p s i n s = y i n s ( 7 : 9 ) ;
61 q i n s = eps2q ( e p s i n s ) ;
62 %q i n s n o r m a l i z a t i o n t o p r e v e n t n u m e r i c a l e r r o r s
63 q i n s = q i n s / norm ( q i n s ) ;
64 b i n s a r s = y i n s ( 1 0 : 1 2 ) ;
65 b i n s a c c = y i n s ( 1 3 : 1 5 ) ;
66 R i n s = Rquat ( q i n s ) ;
67

68

69 f n i m u = R i n s * f b i m u ;
70

71

72 i f ( newMeasurement )
73 %% Move e r r o r and r e s e t
74 p i n s = p i n s + e r r ( 1 : 3 ) ;
75 v i n s = v i n s + e r r ( 4 : 6 ) ;
76 q i n s = q u a t m u l t i p l y ( q i n s ’ , e r r ( 7 : 1 0 ) ’ ) ’ ;
77 q i n s = q i n s / norm ( q i n s ) ;
78 b i n s a r s = b i n s a r s + e r r ( 1 1 : 1 3 ) ;
79 b i n s a c c = b i n s a c c + e r r ( 1 4 : 1 6 ) ;
80 y i n s = [ p i n s ; v i n s ; q i n s ( 2 : 4 ) ; b i n s a r s ; b i n s a c c ] ;
81 end
82

83 %% Strapdown INS e q u a t i o n s
84 x d o t i n s ( 1 : 3 ) = y i n s ( 4 : 6 ) ;
85 x d o t i n s ( 4 : 6 ) = f n i m u − R i n s * b i n s a c c ;
86 q i n s d o t = 0 . 5 * q u a t m u l t i p l y ( q i n s ’ , [ 0 ; w b nb − b i n s a r s ] ’ ) ;
87 x d o t i n s ( 7 : 9 ) = q i n s d o t ( 2 : 4 ) ;
88 x d o t i n s ( 1 0 : 1 2 ) = 0 ;
89 x d o t i n s ( 1 3 : 1 5 ) = 0 ;
90

91 y i n s = y i n s + h * x d o t i n s ;
92 end
93

94 y i n s = y i n s ;

Listing 9.2: INS equations.m
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f ins estimation
1 f u n c t i o n f n i n s = K F f i n s ( GPS , K F f i n i t )
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % KF d i f f e r e n t i a t o r f o r f i n s r e f e r e n c e c a l c u l a t i o n
4 %
5 % I n p u t :
6 % GPS − GPS measurements
7 % K F i n i t − I n i t p a r a m e t e r s
8 %
9 % Outpu t :

10 % f n i n s − f i n s e s t i m a t i o n
11 %
12 %
13 % Author : Henning Ward
14 % Date : May 2019
15 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
16

17 %%
18

19 m2fee t = 1 / 0 . 3 0 4 8 ;
20 p e r s i s t e n t R Q P h a t I3 Z3 x h a t g
21

22 f n i n s = z e r o s ( 3 , 1 ) ; %memory a l l o c a t i o n
23

24 p meas = GPS ( 1 : 3 ) ;
25 v meas = GPS ( 4 : 6 ) ;
26 h = K F f i n i t . h ;
27

28 %i n i t i a l i z a t i o n
29 i f i s e m p t y (R)
30 Z3 = z e r o s ( 3 ) ;
31 I3 = eye ( 3 ) ;
32 g = 9 .81 * m2fee t ;
33 x h a t = K F f i n i t . x h a t ;
34

35 P h a t = K F f i n i t . P h a t ;
36 Q = K F f i n i t .Q;
37 R = K F f i n i t . R ;
38

39 e l s e
40

41

42

43 % E r r o r model
44 A = [ Z3 I3 Z3
45 Z3 Z3 I3
46 Z3 Z3 Z3 ] ;
47

48 B = [ z e r o s ( 1 , 5 ) ones ( 1 , 1 ) z e r o s ( 1 , 3 ) ] ’ ;
49

50 E = [ I3 Z3 Z3
51 Z3 I3 Z3
52 Z3 Z3 I3 ] ;
53

54 C = [ I3 Z3 Z3
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55 Z3 I3 Z3 ] ;
56 %%
57

58 % D i s c r e t e−t ime model
59 Ad = eye ( 9 ) + h * A;
60 Ed = h * E ;
61

62 % Measurements
63 y = [ p meas ; v meas ] ;
64

65 % KF g a i n
66 K = P h a t * C’ / (C * P h a t * C’ + R) ;
67

68 % c o r r e c t o r
69 x h a t = x h a t + K * ( y − C * x h a t ) ;
70 P h a t = ( eye ( 9 )−K*C) * P h a t * ( eye ( 9 ) − K*C) ’ + K*R*K’ ;
71 P h a t = ( P h a t + P ha t ’ ) / 2 ;
72

73 x h a t = Ad * x h a t + h * B * g ;
74

75 P h a t = Ad * P h a t * Ad’ + Ed * Q * Ed ’ ;
76

77 end
78 f n i n s = x h a t ( 7 : 9 ) ;

Listing 9.3: KF f ins.m
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Target tracking KF
1 f u n c t i o n x h a t = t a r g e t t r a c k i n g K F ( dP , aI , TKF)
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % KF f o r t a r g e t t r a c k i n g
4 %
5 % I n p u t :
6 % dp − r e l a t i v e p o s i t i o n measurement
7 % a I − I n t e r c e p t o r a c c e l e r a t i o n measurement from INS
8 % TKF − TKF i n i t
9 % T − T h r e a t / T a r g e t s t a t e s

10 %
11 % Outpu t :
12 % x h a t − T h r e a t / T a r g e t e s t i m a t e d s t a t e s
13 %
14 % Notes :
15 % Because o f h igh v a l u e s f o r a c c e l e r a t i o n , t h e p o s i t i o n e s t i m a t e s t e n d s t o
16 % d r i f t i f sample t ime i s t o o low .
17 %
18 % Author : Henning Ward
19 % Date : May 2019
20 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
21

22 %%
23

24 h = TKF . h ;
25 Z3 = z e r o s ( 3 ) ;
26 I3 = eye ( 3 ) ;
27

28 p e r s i s t e n t R Q P h a t x h a t
29

30 % i n i t i a l i z a t i o n
31 i f i s e m p t y (R)
32 x h a t = TKF . x h a t ;
33 P h a t = TKF . P h a t ;
34 Q = TKF .Q;
35 R = TKF . R ;
36

37 e l s e
38

39 % E r r o r model
40 A = [ Z3 I3 Z3
41 Z3 Z3 I3
42 Z3 Z3 Z3 ] ;
43

44 B = [ z e r o s ( 3 , 3 ) −eye ( 3 ) z e r o s ( 3 , 3 ) ] ’ ;
45

46 E = [ Z3 Z3 I3 ] ’ ;
47

48 C = [ I3 Z3 Z3 ] ;
49

50 % D i s c r e t e−t ime model
51 Ad = eye ( 9 ) + h * A;
52 Ad ( 1 , 3 ) = 0 . 5 * h ˆ 2 ;
53 Ed = h * E ;
54
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55 % Measurements
56 y = dP ;
57

58 % KF g a i n
59 K = P h a t * C’ / (C * P h a t * C’ + R) ;
60

61 % c o r r e c t o r
62 x h a t = x h a t + K * ( y − C * x h a t ) ;
63 P h a t = ( eye ( 9 )−K*C) * P h a t * ( eye ( 9 ) − K*C) ’ + K*R*K’ ;
64 P h a t = ( P h a t + P ha t ’ ) / 2 ;
65

66 x h a t = Ad * x h a t + h * B * a I ;
67

68 P h a t = Ad * P h a t * Ad’ + Ed * Q * Ed ’ ;
69

70 end
71

72 x h a t = x h a t ;

Listing 9.4: target tracking KF.m
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LOS guidance law
1 f u n c t i o n [ ch i , gamma , t g o ] = LOSGuidance ( xha t , T , y r b )
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % LOS g u i d a n c e law
4 %
5 % I n p u t :
6 % x h a t − I n t e r c e p t o r / T h r e a t r e l a t i v e s t a t e e s t i m a t e s
7 % T − T h r e a t p o s i t i o n , v e l o c i t y and a c c e l e r a t i o n
8 % y r b − R i g i d body s t a t e s
9 %

10 % Outpu t :
11 % c h i − Course a n g l e
12 % gamma − f l i g h t p a t h a n g l e
13 % t g o − t ime−to−go
14 %
15 % Author : Henning Ward
16 % Date : May 2019
17 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
18

19 %%
20

21 p e r s i s t e n t i n i t f u n c
22

23 %i n i t i a l i z a t i o n
24 i f i s e m p t y ( i n i t f u n c )
25 i n i t f u n c = t r u e ;
26 c h i = 0 ;
27 gamma = 0 ;
28 t g o = 0 ;
29 e l s e
30

31 %p o s i t i o n t h r e a t
32 pT = T ( 1 : 3 ) ;
33 vT = T ( 4 : 6 ) ;
34

35 %p o s i t i o n i n t e r c e p t o r
36 pI = y r b ( 1 9 : 2 1 ) ;
37 vI = y r b ( 1 6 : 1 8 ) ;
38

39 %p o s i t i o n Launcher
40 pL = [0 0 0 ] ’ ;
41

42 pR = x h a t ( 1 : 3 ) ;
43 vR = x h a t ( 4 : 6 ) ;
44 t g o = −(pR ’ * vR ) / ( vR ’ * vR ) ;
45

46 vT = vI + vR ;
47 pT = pT + vT * t g o ;
48

49 %d i s t a n c e between l a u n c h p l a t f o r m and i n t e r c e p t o r
50 RLI = norm ( p I − pL ) ;
51

52 %a n g l e between h o r i z o n t a l p l a n e and i n t e r c e p t o r
53 gammaNI = a s i n ( p I ( 3 ) / RLI ) ;
54
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55 %a n g l e between NORTH and i n t e r c e p t o r
56 ch iNI = a t a n 2 ( p I ( 2 ) − pL ( 2 ) , p I ( 1 ) − pL ( 1 ) ) ;
57 %angEM = a t a n 2 (pM( 2 ) − pL ( 2 ) , pM( 1 ) − pL ( 1 ) ) ;
58

59 %d i s t a n c e between l a u n c h p l a t f o r m and t h r e a t
60 RLT = norm ( pT − pL ) ;
61

62 %a n g l e between h o r i z o n t a l p l a n e and t h r e a t
63 gammaNT = a s i n ( ( pT ( 3 ) −pL ( 3 ) ) / RLT) ;
64

65 %a n g l e between NORTH and t h r e a t
66 chiNT = a t a n 2 ( pT ( 2 ) − pL ( 2 ) , pT ( 1 ) − pL ( 1 ) ) ;
67 %t h e t a = a t a n 2 ( pT ( 2 ) − pL ( 2 ) , pT ( 1 ) − pL ( 1 ) ) ;
68

69 %% COURSE ( h o r i z o n t a l )
70 %a n g l e between i n t e r c e p t o r and t h r e a t h o r i z o n t a l p l a n e
71 t h e t a h = chiNT − ch iNI ;
72 %d i s t a n c e between l a u n c h p l a t f o r m and i n t e r c e p t o r i n h o r i z o n t a l p l a n e
73 RLIh = cos ( gammaNI ) * RLI ;
74 eh = s i n ( t h e t a h ) * RLIh ;
75 rh = s q r t ( RLIhˆ2−eh ˆ 2 ) ;
76 R i t h = cos ( gammaNI ) * abs ( norm ( pT ( 1 : 2 )−pI ( 1 : 2 ) ) ) ;
77 kh = 0 . 9 ;
78

79 ahdh = s q r t ( abs ( R i t h ˆ2−eh ˆ 2 ) ) ;
80 d i s t h = rh + kh * ahdh ;
81 xc = cos ( chiNT ) * d i s t h ;
82 yc = s i n ( chiNT ) * d i s t h ;
83 c h i = a t a n 2 ( yc − pI ( 2 ) , xc − pI ( 1 ) ) ;
84

85 %% AoA ( v e r t i c a l , Nor th /−Down)
86 aITv = gammaNI − gammaNT ;
87 %d i s t a n c e between l a u n c h p l a t f o r m and i n t e r c e p t o r i n v e r i c a l p l a n e
88 RLIv = cos ( ch iNI ) * RLI ;
89 ev = s i n ( aITv ) * RLIv ;
90 rv = s q r t ( RLIvˆ2−ev ˆ 2 ) ;
91 R i t v = abs ( norm ( pT ( 1 : 2 : 3 )−pI ( 1 : 2 : 3 ) ) ) ;
92 kv = 0 . 9 ;
93

94 ahdv = s q r t ( abs ( R i t v ˆ2−ev ˆ 2 ) ) ;
95 d i s t v = rv + kv * ahdv ;
96 zc = s i n (gammaNT) * d i s t v ;
97 gamma = −a t a n 2 ( zc − pI ( 3 ) , xc − pI ( 1 ) ) ;
98 end

Listing 9.5: LOSGuidance.m

127


	Blank Page
	Blank Page

