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Abstract

Molecular communications allows the transmission of information using particles, molecules

or biological structures at a cellular scale. The importance of its study lies in the need to find

more feasible alternatives to establish communication links between implantable sensors and

medical devices.

The heart is a vital organ for the functioning of the body, and the cells that compose it use

electrical pulses in their natural operation of systole and diastole, their inherent characteristics

can be used for the modeling of a communication system.

The Action Potential is the signal that is propagated through the myocardial tissue, the

subthreshold region behavior, if correctly modeled, can be used to propagate digital signals

without disturbing the tissue or its normal function. In this thesis the electrical functions taking

part on the generation of the Action Potential, are modeled using mathematical functions, as

well as the characteristics of the tissue through which the signals are being propagated, proposing

a new model of operation of Action Potential in which 14 currents are used to describe it, and

will make more viable to use the subthreshold region, adding hyperpolarization and potassium

handling. Dirac delta functions and square wave signals were used in simulations of one cell,

arrangement of cells in one dimension, and a sheet of tissue in two dimensions.

It was found that each of these signals will have a different utility. The Dirac delta function,

being of a very short duration, does not propagate satisfactorily by a large amount of tissue,

however, by using a very short time fragment for transmission, it is possible to transmit a large

amount of information. On the other hand, the square wave signal needs a greater amount

of time to be transmitted, however, this signal has a great propagation along the tissue. The

results were obtained in a limited simulation environment, in order to increase the confidence

level of these results, laboratory experiments may be required.
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Chapter 1

Introduction

1.1 Motivation

The appearance of new diseases, the increase of chronic diseases and the aging of the population,

together with the continuous technological advances, the miniaturization of devices, the new

communication technologies and the boom that wearable devices are having in recent years,

have raised challenges in the way in which institutions are taking charge of managing the health

of the population [49].

The area that has had the most development and attention is the preventive medicine. In

recent years, death rates from heart disease in the United States have been reduced by more

than 25% as seen in figure 1.1; this is due to efforts made by the American Heart Association,

with the aim of continuing to reduce mortality rates over the years. This has been thanks

to advances in preventive medicine, e-health and continuous monitoring of the health of the

individual, with the aim of pursuing healthier lifestyles and be able to improve early diagnosis,

which will bring as a result an improvement in the effectiveness of the treatments. The key to

further developing and improving these areas of medicine may be the use of wearable devices,

which can help achieve a more proactive and accessible health system [36, 58].

1



CHAPTER 1. INTRODUCTION

Figure 1.1: Drop in mortality rate from different heart conditions thanks to the improvement
and development of new techniques in preventive medicine. Data obtained from the United
States by American Heart Association (AHA) in the last decade. Figure taken from [36].

There is an increase in the number of wearable medical devices that are being developed, rang-

ing from simple health monitors (Pulse monitors, activity monitors) to much more sophisticated

systems of implantable sensors in the body [93].

With the aim of expanding the study of these devices, a new field of study has been defined

in the area of communications networks: Body Area Network (BAN) and Wireless Body Area

Network (WBAN). These are networks that consist of a variable number of sensor systems,

which are going to be placed in different areas of the body, and depending on the function and

purpose, they can be implanted, or weared. These devices communicate with other sensors

placed in the body and these in turn will be responsible for sending biological signals to a doctor

for the evaluation and diagnosis of diseases at an early stage for prevention [43, 8].

However, although these devices are very useful, they are still not widely accepted due to

the limitations that they bring with them:

• The difficulty of communicating these devices using cables and the difficulty and disad-

vantages that these cables will bring in the body [48].

2
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• In the case of using wireless communications, the devices will not have the best performance,

due to the characteristics of the body as a channel for signaling or interference from other

devices that use the same wireless channel for communication [27].

This thesis aims to explore the way in which the heart, in its natural functioning, makes

use of electrical signals in which the cells (cardiomyocytes) that make up the cardiac tissue

(myocardium) carry out the functions of systole and diastole, mechanical movements responsible

for the heartbeat.

As well as exploring in the same way the models that describe these electrical behaviors of

action potentials propagation within large scale networks of cardiomyocytes, we aim to propose

a new model which is able to take advantage of the electrical properties of the heart to be able to

use it as transmission channel. It is intended to use the electrical properties of the sub-threshold

behavior of the heart.

The proposed model will be exploited considering the possibility of being used to propagate

digital signals using cardiac infrastructure and metabolic energy, depending on the anatomical

and electrophysiological properties of cardiomyocytes, with the purpose of replacing or improving

in the future, the methods currently used in implanted devices and sensors close to the heart

which may be harmful, uncomfortable, or not very viable for some types of communication.

1.2 Structure

In the second chapter of this thesis, we will initially explore molecular communications, their

components, structure and functioning; the advances that have been made within the field and

how these have been used in conjunction with the technological advances of implantable devices

in the body.

In chapter 3, an introduction to the functioning and structure of the heart will be given,

its electrophysiological characteristics can provide a very valuable tool that can be exploited

to be able to communicate these devices; after reviewing its characteristics, an electrical and

mathematical focus will be taken in order to begin the description of the functions of cardiac

cells, and how they respond to stimuli, which are responsible of the generation of the APs that
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propagate throughout the cardiac tissue.

In chapter 4 the main actors involved in this electrical propagation will be mathematically

described and modeled, in order to generate a framework that is best suitable to work in the

sub-threshold region of the cell, and can be used to perform computational calculations in order

to analyze how different types of signals would behave in cardiac tissue, if it is feasible to use

them to transmit information without affecting the heart rate, and the extent of them in a

hypothetical system of molecular communications that use the heart as a transmission channel.

Chapter 5 will contain a review of the tools used to implement the framework, the charac-

teristics of the system, languages and software used, it will also be discussed how and what

different simulations will be implemented.

Chapter 6 Will contain the results of this simulations, corresponding first to the original

Ten Tusscher model, to be able to present the results of the modified proposed model. Two

different frameworks using a Delta Pulse Signal and a Square Wave Signal will be presented

with the respective 1 cell, 1D and 2D simulations.

In chapter 7 discussion will be made about the results obtained in the previous chapter, to

finalize with the conclusion in chapter 8.

Appendix A of this Thesis contains the parameters used to model and simulate the system,

with the formulas that are being modeled. Appendix B contains the code generated to model

the framework with some scripts that helped perform the simulations.
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Chapter 2

Molecular Communication

The miniaturization of devices and the increase in the use of implants and medical devices, has

brought with it a challenge, these devices must be able to communicate with each other, but

what communication system is the ideal for them?

In the case of implantable sensors, miniaturization is a good thing, because its use has

made the process less invasive in the body, but with its size comes a significant disadvantage, a

device of this magnitude has a very limited energy capacity, and should take advantage of all

the possible energy of the environment that surrounds them. In addition, these devices must

operate without causing any inconvenience to the user, or damaging organs and tissues.

2.1 What are molecular communications

Molecular communications are a solution inspired by biology to deal with the problem of

communicating these devices. There are two main ways of molecular communications taking

advantage of biological functioning.

• Using the presence or absence of certain molecules to encode information.

• Using the molecular communications of a previously existing organ or tissue, for example,

the electrical propagation originated in the brain by the neurons and in the heart by the

cardiac tissue.

5



CHAPTER 2. MOLECULAR COMMUNICATION

Figure 2.1: Example of how molecular communications are performed. the information comes
from a source, and is encoded in a cell, this in turn use any means to transmit the information,
in this case by signaling molecules where in the other side of the system will be decoded by the
receiver. Image from [73].

A message to be transmitted in this type of system can be analog or digital, but in this

investigation we will consider mainly digital transmissions. To communicate the transmitter must

make a physical change in the environment, and for the receiver to identify the transmission,

the receiver must associate the message with a type of molecular signal, this is, an easily

distinguishable pattern, of which three can be mainly identified.

• Quantity: The receiver will identify a message based on the number of molecules that

are received at one end, if a low number of molecules is observed, it means that a zero is

being received. If we observe molecules at the end of the receiver, it means a 1 was meant

to be sent.

• Identity: Multiple types of molecules are required in the system, in which the receiver

can distinguish between these different molecules. In this system receiving an A type of

molecule can mean receiving a 1 and receiving a B type of molecule a 0.

• Time: The receiver decides whether a 0 or a 1 is being received depending on the fraction

of the time a molecule is arriving.
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2.2 How a molecular communication system works

First, a cell in the system that is going to be used as a transmission channel, must be stimulated

to initiate the communication, the message to be sent is going to be encoded in this cell. The

cell will be responsible for transmitting in all directions by external (extracellular) or internal

(intracellular) means. The message will be propagated so that at the other end it is detected by

the receptors as pictured in figure 2.1.

2.3 Previous Work

The term molecular communications was used for the first time in the title of a research in the

year 2005 [74]. This research focused on the implementation of communication systems that

used the diffusion of chemical components which could be used to establish communication

links.

Over time, several components of great importance in a system of this type have been

identified, such as gap junctions, used by certain cells for the exchange of ions, where exists an

opportunity for a message to be transmitted between cells through them [75].

In the present, multiple investigations are being carried out, which include:

• Nanonetworks, which will involve multiple devices of very small scale that communicate

with each other and are currently being extensively investigated [3, 4].

• Modulation of Channel and noise analysis, channel models are being formulated, based on

the additive White Gaussian noise channel, however there is still no model to describe the

noise generated in the channel that is widely accepted.

• Theory of information, which is investigating the maximum amount of information that

can be transmitted, and in which is still a question the capacity of the channel.

• Simulations and design of communications systems, although laboratory experiments are

the most reliable tool to determine the functioning of a communication system of this

type, they can not be used due to its difficulty and high cost.
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2.4 Design of a molecular communication system

There are different types of components that can be used to design a molecular communications

system which can be: molecular proteins, molecular DNA, liposomes and biological cells.

A molecular protein is a set of aminoacids that unfolds in a functional structure. Enzymes

will be responsible of cataloging chemical reactions that modify the molecules so that they

can act as encoders and decoders of information. Multiple types of enzymes can be used to

implement Boolean logic operations such as AND, OR and XOR. In this case, molecules with

multiple inputs can be combined and transformed into molecules with multiple outputs [52].

When a large number of molecules is available, the message to be transmitted can be encoded

or decoded in the amplitude or frequency of the oscillations of a type of molecule, similar to an

analog transmission.

The second approach uses DNA molecules, made from sequences of DNA bases, which

can be prepared using enzymes to build these molecules in specific sequences. The chemical

characteristics of DNA are well known; Adenine in conjunction with Thiamine, Guanine and

Cytosine can be exploited to build a variety of structures that can be easily recognized by a

decoder [82].

The third approach will be using liposomes to design bio-nanomachines and other key

components to carry out molecular communications. The liposomes are accumulation of lipids

in the cytoplasm of the cells, which constitutes their food reserve. Molecules such as DNA and

RNA are encapsulated in the liposome to reproduce cellular behaviors. They are widely used in

the area of drug delivery as carriers [26].

2.4.1 Biological Cells

The last class used to exploit molecular communications are biological cells, which are inherently

capable of coding and decoding chemical messages, reason why they are important materials for

the implementation of communication systems.
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Guide cells

The cells can be used as media to transmit signals. The majority of animal cells establish gap

junction to communicate with contiguous cells and exchange ions.

For example, a group of neurons in the body make up a circuit through which information

travels by means of electric pulses, using the integration of gap junction; the brain in turn forms

a large and complicated communication network that is capable of storing information.

In order to use a cellular biological network as a transmission channel for communications,

mechanisms are necessary for the formation of this network using cells and their inherent

characteristics.

2.5 Applications

The multiple fields of design of a communications systems that exist in molecular communications

give rise to a large number of applications such as drug delivery, artificial tissue engineering,

among others. However, the area of information technology and biomedicine will be the great

beneficiary in a short term; the integration of sensors and medical devices, in the not too

distant future may have incorporated systems that allow communication between them and

with systems outside the body like a smart phone that will be able to carry out the health

monitoring.

A display implanted in the skin which will require communication with other components

implanted in the body. A large number of sensors distributed in the body connected to the

internet of things, a network of nano devices [2, 7]. The exploitation of chemical and biological

physical materials can bring a change in the design of computer structures and their algorithms.
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Chapter 3

The Heart

In this section we will mainly review the various processes which the heart goes through and how

all these are linked in their normal functioning, with the purpose of gradually introducing them

into the specific elements and the importance of these in the model proposed in this document.

Likewise, an anatomical and physiological background will be reviewed in order to provide the

necessary context.

This will be done in the context that this organ is going to be used as a transmission channel,

in the model proposed for the intra-body communications system of this thesis.

3.1 Characteristics

The heart is located in the center of the chest, below the sternum, between the lungs, in a

thoracic division as seen in 3.1.

It is an organ composed of muscle tissue that acts as a pump, this pump, ensures that blood

reaches the entire body through the circulatory system with the purpose of distributing oxygen

and nourish the cells and tissues of the entire body [57].

In the Physiology of the heart you can find 2 areas of great importance for our study:

structure and electrical functioning.
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Figure 3.1: Exact location of the heart in the body, its found in a thoracic division a little bit
to the left side of the body. Image taken from the database center for life science, which is a 3D
generator of anatomical parts of the body [32].

3.2 Structure and Operation

The heart is divided into 4 parts, two chambers called atria, and two chambers called ventricles.

The atrial chambers are located in the upper portion of the heart and receive poor oxygen blood.

On the other hand, the ventricles are chambers found in the lower portion of the heart; and

they pump blood enriched with oxygen [31].

The function of the heart is to pump blood to all corners of the body. The blood collects

oxygen as it passes through the lungs and circulates to the heart to be propelled throughout

the body.

In order to push the blood through the vessels of the whole body, the heart contracts and

relaxes rhythmically. The phase of contraction is called systole, it corresponds to the expulsion

of blood out of the organ. This phase is followed by a muscle relaxation called diastole [44].
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Figure 3.2: 4 chambers are distinguished in the heart, in these chambers the blood comes in,
stays for a moment inside the heart, then gets pumped to continue its travel around the body.
Image taken and modified from Revista Medica [46].

The heart rate, intensity and force of contraction are regulated by the brain, which is

responsible of transmitting nerve impulses, as well as chemicals that act on the heart.

The cellular structure of the heart consists of a wall composed of four layers: the epicardium,

which is the outside of the heart, the pericardium, the myocardium, which is the central layer,

and the endocardium, the deepest layer of the wall.

Figure 3.3: Illustration of the layers composing the heart structure. Epicardium, endocardium,
pericardium and the center of out study: the Myocardium. Image taken from OpenStax
Textbooks [94].
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3.3 Myocardium

The myocardium is a muscle tissue by which most of the heart is formed. This tissue, as a

whole, is responsible for the previously mentioned involuntary movements of systole and diastole

with which the heart keeps pumping blood [51].

The myocardial cells known as myocytes, also be known as cylinders, have a length in

between 80 and 100 µm and a diameter of between 10 to 20 µm; these cylinders are connected

by interleaved discs [10].

The tissue of the myocardium is not uniform or continuous, it is composed of several layers

of fibers called sheets.

According to Hunter, Nash & Sands (1996): “... is represented as an interconnected hierarchy

of muscle layers whose three-dimensional orientation varies through the ventricular wall ...” [76].

Figure 3.4: Myocardium tissue surrounding in the heart, this tissue will be used as a transmission
channel for the communication system, but more specifically the cells that compose it, the
myocytes. Image taken from OpenStax Textbooks [94].
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The electrical impulses that regulate the movements of relaxation and muscular contraction

are originated in specialized cells called cardiomyocytes, and, are caused by the flow of ions

through the membrane of these cells. These have as consequence the emergence of an electrical

signal of excitation that spreads throughout the myocardium. When this electrical signal

propagates through the myocardium, it coordinates the contraction of cardiac cells and their

relaxation when passing through them; resulting in the pumping of blood in the heart [69].

3.4 Cell Physiology

The cell membrane is constituted by a lipid bi-layer that acts as a barrier that separates two

sections, in this case the cell can be divided into two sections for our convenience, extracellular

space (denoted in the future with e), which is the space that covers outside the cell membrane

and intracellular space (denoted in the future with i), considering the inside of the cell.

Figure 3.5: Illustrating how the membrane of the cell is composed, every segment of circles
represent the 2 layers of lipid material, which makes it permeable to the ions. Image taken
from [79].

Within the cell we can find proteins that combine to form small holes in the cell membrane,

these holes, which we are going to refer to as ion channels, will be responsible for allowing

the passage of ions through the cells in certain conditions. This will result in a difference of

potential between the e space and the i space.
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3.4.1 Ion Channels

These are called like this because the proteins that make them are of tubular structure and

are embedded in the double lipid layer of the membrane. They are integral proteins that cross

the membrane of the cell side by side, that is why they are also known as trans-membrane

proteins [96, 5]. These channels regulate the passage of ions to the cell membrane.

The permeability of the cell membrane will depend mainly on the following points [60]:

• Number of channels present in relation to the surface of the cell membrane.

• Relation between the diameter of the ion and the diameter of the channel.

• Ion electric charge.

The trans-membrane proteins are going to be in charge of making the cell membrane selective

with respect to the permeability to different ions, thanks to the presence of gates that open or

close to allow the passage of ions, which is why we can say that they are voltage dependent,

they can allow the passage of ions at some point in the cardiac process or prevent it at another

time [50, 61, 9].

Figure 3.6: In order of how they are composed, we can see from the most basic element
conforming an ion channel, a connexin, a group of 6 connexins making a connexon, and an
union of these to make the ion channel, where the change of ions is going to take place.

The ions that will be of our interest in the model to be developed are Na+ (Sodium), K+

(Potassium), and C2
a+ (Calcium).

According to a recent model proposed by Luo & Rudy in 1994, the concentrations of ions in

the cells when they are at rest are the following [65]:
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Table 3.1: This table shows the ion concentration of the 3 main acting agents in the cell, this 3
elements will be responsible of the variations of electric potential in the cardiac tissue [65].

Ion Concentration (nm)

Na+i 10
Na+e 140
K+i 145
K+e 5.4
C2
a+i 0.00012

C2
a+e 1.8

Ion channels are proteins that can be found in all cells that have a membrane; there is no way

for ions to cross the cell membrane if it is not through these channels. These are not structures

that are open all the time, they can be opened and closed as required, and this opening or

closing can be modulated. These structures can respond to stimuli according to [38].

3.4.2 Gap Junctions

Gap junctions are closely connected with the previously mentioned channels, these are communi-

cation systems of the cell membrane formed by the coupling of protein complexes, (based on the

proteins called connexins), on the cells that are attached; that is, they are group of ion channels

that communicate to contiguous cells in the tissue. These gap junctions are responsible for

allowing the passage of water, ions and small molecules between cells through their channels [87].

Functions

• Participate in rapid communication between cells.

• They can be found in the skin, nervous tissue of the heart and muscle tissue.

• Allow the passage of small molecules between cells.

• They mediate the i communication by allowing the passage of inorganic ions, and other

small water-soluble molecules, such as sugars, aminoacids, etc.

• They are the foundation of the electrical synapse.
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At the cardiovascular level, cell-to-cell communication is essential, so gap junctions allow

rapid coordination of the cells under normal conditions, to enable transmission of the electrical

impulse and the synchronization of cardiac contractile activity [30].

The connexins mentioned above, are in groups of 6, these surround a pore of the membrane

forming the channel or connexon. 2 connections of adjacent cells are aligned and anchored to

each other to form a channel as seen in 3.6 [90].

The gap junctions are not perfect connections between the membranes of the cardiomyocytes,

they are organized in intercalated disks, which affects each cell in different ways, each one will

have a small variation with respect to the others at the moment of transmission of the electric

impulse [83, 39].

Figure 3.7: The gap junctions are going to interconnect neighbouring cells, but these connections
are not going to be perfect, they are going to be intercalated, presenting different properties in
each cell.

3.5 Electrical Characteristics

All the electrical activities that are going to affect the heart naturally, more specifically, the cells

that are responsible for its functioning, are based on the distribution of ions on both sides of the

cell membrane, and this distribution in turn, is caused by the permeability of the cell membrane

for the different types of ions and kept stable by a process called pump Na+ / K+ [66, 24].

The unequal distribution of ions will establish difference of potential in the membrane, and

the movement of these between i space and e space, this flow will cause electric currents to

move in the cell.
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When the cardiac cell is in a resting state, it can be observed that the i concentration of

potassium is (K + i > K + e) as seen in table 3.1, and since the membrane is permeable, it

tends to flow outward following its chemical gradient. The output of very small amounts of

K+, even though it does not influence the previously mentioned amounts, as this is an element

with positive electric charges, it will cause an increase in positive charges in the e part of the

membrane, and consequently, it will leave a higher percentage of negative charges in the i

space [62, 54].

The output of K+ will not be accompanied by a proportional input of another element.

Since the permeability of the membrane for sodium, Na+, will be of an order 100 times less than

that of K+, the K+ that goes to the e space, will represent a domain of positive charges in the

outer space of the cell causing a polarization. That point of balance between the inclination of

the ions to move to the e and to the i will represent a Resting Equilibrium Potential [55].

The Nernst equation expresses that this equilibrium, where there will be no greater force in

any of the two directions, and consequently, there will be no transfer of charges [81].

The Nernst potential Ex for an ion x can be written as:

Ex =
RT

zxF
loge

(
xe
xi

)
(3.1)

Where:

R is the universal gas constant.

T is absolute temperature.

zx is the valence of ion.

F is Faraday’s constant.

xe and xi are the i and e concentrations for the ion x.

The Nernst equation states that, for certain concentrations of ions somewhere on the cell

membrane, there will be an electrical potential that can maintain these concentrations without

variation.
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The existence of increased potassium levels in the body is possible; hyperkalemia is a

condition that increases potassium levels in the blood, causing poisoning and kidney failure.

This increase will cause the resting potential of the cell to be different to the normally seen in

experiments or studies, this will cause that the resting potential will be more negatively charged,

and because the chemical gradient is reduced without being accompanied by an equivalent

decrease in the electrical gradient, it will facilitate the passage of K+ ions into the cell with the

effects of its respective charges [95, 67].This will mean that the magnitude of the potential is

directly related to the output of potassium.

Using the values of the table 3.1 it can be solved based on the Nernst equation that the

potentials for Na = 70 mV K = −88 mV and for Ca = 128 mV , at body temperature[79].

The resting potential is not equal to the equilibrium potential of potassium, although it can

be observed that it is very close to it, this is because the membrane of the cardiac cell is not

permeable only to this ion. Although the membrane is less permeable for ions of Na+, this ion

will be able to pass into i space following its chemical and electrical gradient making the resting

potential less negative [21, 45].

In conclusion, it can be observed that the resting potential is determined by the flow of

potassium towards the e part of the cell membrane, it is dependent on the permeability of the

membrane and will be maintained by the previously mentioned process, the pump Na+ / K+,

which will be responsible for transporting these two types of ions between cell spaces [24].

3.5.1 Action Potentials

The cardiac muscle has a protection, with which, upon receiving any external stimulus in the

difference of potential of the cell membrane, it will yield a small response. After this response

to the external stimulus, the membrane potential will return to its natural state of rest.

But, if a stimuli of enough magnitude reaches the cardiac muscle, the potential that remains

in the resting state will surpass a critical point known as threshold level, and consequently, a

response to the stimulus will be displayed [23]. This response is known as Action Potential.
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Figure 3.8: A normal action potential with all its phases shown, we can appreciate how and
what currents are acting at each point of the signal, iNa, ICa and IK are the main actors to give
shape to the response. Image taken from [79].

At the beginning, the membrane is in a resting state also known as polarized state, the

increase in potential, causes the membrane potential to move towards a more positive voltage,

which is known as depolarization. When the cycle of action potential ends and the cell recovers

its original potential, this is, returns to the negative value, it is said that the membrane of the

cell is repolarized. If the membrane potential exceeds the resting value, the cell is said to be

hyperpolarized.

The normal amplitude of an action potential in a cardiomyocyte goes around 130 mV, that

is a positive potential in the cell membrane of around 40 mV and 50 mV.

Based on the previously mentioned text about the Nernst potential, this value is close to the

sodium value, this means that around this potential the cell membrane is permeable to sodium

ions [1].

Phase 0

The rapid rise that can be observed at the beginning of the action potential is due to the flow

of the sodium ions through the cellular membrane, creating a sodium current INa. This slope is

best known as phase 0 of the action potential.
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Phase 1

The conditions in which the cell is maintained with a positive action potential are not able to

be kept for a long time, as soon as a sudden entry of Na+ ions occurs during phase 0, due to

the conditions existing at that moment, the cell membrane begins to return to its polarity that

it had before the arrival of the stimulus that caused the action potential to go off, in other

words, it is going to start its repolarization, at the first moment it is fast so that a peak can be

observed which will receive the name of Phase 1.

Phase 2

The repolarization initiated during phase 1 does not proceed immediately, this is followed by a

prolonged delay, named phase 2, during this, a balance will be observed between the input and

the output of charges in the membrane. The main actors in this phase are the calcium currents

ICa.

Phase 3

In order for the membrane potential to return to its resting state, the potassium currents Ik

will be the next to flow through the cell membranes. Phase 3 is going to be in which the

calcium currents cease their flow; at the end of this flow of calcium ions into the cell, which

were responsible for maintaining the membrane potential in depolarization. The potassium ions

are going to be the new occupants of the channels, which will now be responsible for returning

the membrane potential to a state of rest.

Phase 4

At the end of phase 3 the cell membrane will acquire the same potential that it had in its resting

state.

In summary, the action potential is a signal that will represent the changes in the membrane

potential, and thanks to it we can observe the flow of ions through the cell membrane.
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But what happens if the applied stimulus is not enough to activate an action potential?

There is a time between action potentials in the cells that carry the heart rate, it is possible

to take advantage of this time to carry out some type of communication using the electrical

properties of these cells as a transmission channel in our communications system. If signals

with an intensity lower than that needed to trigger an action potential are used, it is possible

to use that signal and propagate it through the cell membrane, to establish a communications

system [77, 56].

3.5.2 Subthreshold Behavior

An external stimulus in the cell membrane will cause a change in the permeability, and will

predominate the entry of ions of Na+ to it, it will alter the potential of the membrane making

it less negative, in other words, causing a degree of depolarization until reaching a certain level

previously called Threshold level, from this threshold, the action potential is going to trigger in

an explosive way and it will act in the cell, now, independently of the stimulus that has been

applied to trigger it, once this threshold has been reached, any change to the intensity of the

stimulus will not be reflected in the action potential.

Figure 3.9: In the figure, it is observable that from the resting phase, when an external stimulus
not strong enough to trigger the action potential, small responses are going to be shown in
the membrane potential, where these are not triggering the actual action potential, but if the
potential is taken beyond the threshold point, an action potential is going to present.
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For a given stimulus, it is possible to have 2 responses, the cardiomyocyte will respond with

an action potential, or the threshold is not going to be reached and there will be no action

potential, just an small response. From the threshold level, the cell will have an all-or-nothing

behavior regarding action potentials.

If the applied stimulus is in the subthreshold level, this is, it only manages to change the

membrane potential a few mV, it will not produce an action potential, in this case the cell

membrane will recover its original polarization level after having undergone a slight displacement,

but if the stimulus to be applied is of sufficient intensity to reach the threshold level, an action

potential will undoubtedly trigger, which will lead to a chain reaction that will spread to

the entire cell membrane activating also in the other cells the action potentials in the same

way [68, 84].

From the electrical point of view, the stimulus will cause the opening of the channels

dependent on the ion Na+, this will increase the permeability of the membrane in addition to its

conductance, which in turn will cause greater depolarization and opening of new channels thus

perpetuating the process. Simultaneous to the activation of the Na+ channels, depolarization

will also trigger its inactivation, but in a slower manner [15].

This is an important part in the development of this thesis, because, this behaviour is

intended to be used to be able to transmit signals using the heart cells as a transmission channel.

We want to be able to take advantage of the small fraction of times in which the heart cells

are not involved in the pace keeping process. While these cells are in their resting phase, it is

intended to give as input a small signal, not strong enough to surpass the threshold level and

trigger an action potential, but instead, be able to just observe an small response in the cell,

and this response could be able to propagate between more cells of the tissue. We are studying

the possibility to transmit these signals, their reach and characteristics after being transmitted

in the tissue [80].
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Modeling

4.1 Mathematical Modeling

A model is an abstract representation of a certain aspect of reality, essentially formed by the

elements that characterize this aspect and the relationships between those elements. Generally

speaking, a good model is going to adjust to the real phenomenon that it plans to represent in

a way that allows us to better understand its properties and thus, expand knowledge of it. The

following figure shows the highlighted phases to build a good model.

Figure 4.1: How to build a good model, first we have to analyze a real phenomenon, and
conceptualize the information to formalize it, when a formalization of the description of the
model exists we can now make the implementation to evaluate it. Image modified from [17].
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Mathematical modeling will stand out for its effectiveness and properties when trying to

explain phenomena. It is presented in different ways: mathematical theories (based on systems

of axioms and demonstrations), numerical models (based on linear equations, differential

equations, stochastic calculus); or the computational models (based on systems of agents and

their interactions, particle systems, evolutionary algorithms), which are becoming important in

consequence of the technological capabilities achieved.

Mathematical modeling of processes has many advantages: during the modeling process,

relationships are often revealed that are not obvious at first glance, so the task will produce

a better understanding of the studied phenomenon; once constructed, it is possible to extract

the characteristic properties of the relationships between the elements of the model that would

otherwise remain out of sight; it will allow us to represent complex situations that in some

other way would not be possible in other types of models, and, will provide a resolution of the

problem, although it is not an analytical solution but a numerical made by a system[17].

For our area of study, it will be defined as the process of using quantitative information in

conjunction with a qualitative understanding to be able to produce a tool that has a behavior

very similar to the system that is intended to explain or model. It is very difficult to make an

exact model of a system as it is.

This process must be, by obligation, iterative and improved with each of these iterations,

the figure 4.2 will explain the process.

The first step to be done is to identify the main problem, then this or these problems must be

described using mathematics, it is necessary to identify all the important points to describe, in

order to formulate equations and variables correctly. By having the equations at hand these must

be solved, to obtain a mathematical solution to the problem, which in turn must be interpreted

to relate the numerical meaning with the behaviors that are planned to study. These results

must be compared with the reality, it is passed trough a process of validation and verification.

It is possible that there is room to make modifications, or improvements in the mathematical

models initially proposed so that they better describe the desired process.
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Figure 4.2: How can we utilize the subthreshold region of the cardiac action potential to be able
to transmit information using that region and the idle times where not pacemaking functions are
being held. This is the process that we are going to follow to create our model, beginning with
the mathematical description of the functioning, to the solution of the mathematical formulas,
to finalize with the interpretation and validation of results. Adapted graph from [79].

In the area of biomedicine there is a great diversity of types of variables, but, specifically for

the area that is being developed in this thesis, which is the modeling and behavior of the heart

and its cells as a transmission channel for a communications system , it will be necessary to

consider the information from an anatomical, physiological, biological point of view, and from

previous clinical experimentation data [79].

4.2 Units

There is no official standard on which units should be used for a mathematical model of the

electrical functioning of the heart, and neither can we speak of a correct or incorrect set of

them. However, mention can be made of a system that is under development, to solve the

problems that exist associated with the transcription and interpretation of different types of

models, CellML. However, a set of units for the electrical modeling of cellular physiology have

been proposed, which can be found in tables 4.1 and 4.2.

By adopting a consistent system of units, the aim is to avoid the problem associated with

the translation and interpretation of different types of models described by different authors.
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Table 4.1: Units of the SI and their multipliers used in the development of the frame-
work.From [79].

Parameter SI units Multiplier Cell units

Lenght metre, m 10−3 millimetre mm
Mass kilogram, kg 10−12 nanogram, ng
Time second, s 10−3 milliseconds, ms

Electric current Ampere, A 10−6 microampere, µA
Temperature Kelvin, K 100 Kelvin K

Amount of substance mole, mol 10−9 nanomole, nmol

Table 4.2: Derived units used in electrophysiological models based on multipliers of the SI V =
Volts; S = Siemens; C = Coulombs; F = Farads; M = Molar; N = Newtons; Pa = Pascals; J =
Joules; W = Watts. From [79].

Parameter Basis Units

Area mm2 mm2

Volume mm3 mm3

Voltage mm2 ng ms−3 µA−3 mV
Conductivity mm−2 ng−1 ms3 µA2 mS

Membrane Conductance mm−4 ng−1 ms3 µA2 mS mm−2

Tissue conductivity mm−3 ng−1 ms3 µA2 mS mm−1

Current density mm−2 µA µA mm−2

Volume current mm−3 µA µA mm−3

Charge ms µA nC
Capacitance mm−2 ng−1 ms4 µA2 µF

Specific Capacitance mm−2 ng−1 ms4 µA2 µF mm−2

Concentration mm−3 nmol mM
Concentration rate mm−3 ms−1 nmol mM ms−1

Force mm ng ms−2 nN
Stress (pressure) mm−1 ng ms−2 mPa

Energy mm−2 ng ms−2 pJ
Power mm2 ng ms−3 nW

4.3 Modeling the membrane

An action potential, or stimulus applied to a cell which will not trigger the action potential,

this is, it will stay below the threshold level, will mean changes in the cell membrane, more

specifically in the membrane potential, these changes can be illustrated with an electrical circuit

as seen in figure 4.3.
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The cellular membrane, by its characteristics, will act as a capacitance, (due to its bi-lipid

membrane and the flow of currents through it) which will be connected in parallel with a series

of resistances, and these at the same time are dependent on the membrane potential and time,

they will represent the currents that flow through the cell, and these currents will vary depending

on the type of ion that is being formulated [34].

The difference between the membrane potential and Nernst potential of each ion will indicate

in which direction of the cell membrane the currents are flowing.

Ix = gx(Vm − Ex) (4.1)

Where:

Ex: Nernst potential for ion x.

gx: Conductance of the channel for ion x.

(Conductance is the inverse of resistance so gx = 1/Rx).

Figure 4.3: This electrical circuit will represent the flow of electrical currents through the cell,
which will depend on the conductance of the channel, and the direction will be tied to the
difference between Vm and the Nernst potential that acts as voltage source in the circuit. The
current passing through the bi-lipid membrane of the cell is modeled as a capacitance Cm in
parallel with the currents of the ion channels. Note: the circuit illustrates only two currents in
the cell, but the amount of these will vary depending on the model. From Huxley model [42].
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Having the conductances in parallel in the electric model of the cell will mean that the

currents that interact in the ion channels can be summed, so we can call Iion to the total sum

of currents that will interact with the cell through the ion channels.

Iion =
∑
x

Ix (4.2)

Where:

Iion: Sum of all currents interacting in the membrane.

Ix: Current of the ion x.

The number of ion channels and currents that will interact in the membrane potential to

form the total current Iion will vary depending on the experiments performed and data obtained

by each author in each electrical model of the heart.

The total flow of currents through the membrane over a certain time t, will be determined by

placing this current in parallel to the current passing through the capacitance of the membrane

Cm, which will yield the following expression .

Im = Cm
dVm
dt

+ Iion (4.3)

Where:

Cm: Capacitance of the membrane.

Im: Current trough the cell membrane over time t.

Iion: Ionic currents acting in the membrane.

V m: Difference of potential across the cell membrane.
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The action potential of a cell will be given by the following formula.

dVm
dt

=
− (Iion + Istim)

Cm
(4.4)

Where:

Istim : External stimulus required to trigger the movement of ions in the cell.

Due to the non-linearity of the terms, it is difficult to find a solution where the equation 4.4

can be solved analytically, this means, it will be required an additional approach to solve via

numerical integration. For this step, a set of solvers are available to deal with these formulations,

which will be reviewed later in the document.

4.4 Modelling Gap Junctions Connectivity

We have already talked about different important elements that act in the structure of car-

diomyocytes: channels that connect the membranes, formed by connexins, (these so called gap

junctions) that are responsible for propagating the current between cells (action potentials), as

well as the capacitance in the membrane of the cell that regulates the displacement of current.

Now, it is important to mention the behavior of the gap junction, we are interested in

obtaining a real measure of transmission velocity in the tissue, so it is important to model all

the affecting variables.

As seen before the myocardium is not a nice and planar tissue where everything is connected

perfectly, (refer to Figure 3.7) gap junctions are not perfectly formed through the tissue. So,

we can propose a model where the gap junction connectivity affects the transmission of the

signal presenting a resistance opposing this electrical signal, depending on the alignment of

the cardiomyocytes, where this resistance will go up if the alignment is not perfect or it will

present less resistance if it presents better alignment; meaning that when the cardiomyocytes

are better aligned, more ion channels will be present between the membranes of the contiguous

cells [63, 25].
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Figure 4.4: Depending on the alignment of the cardiomyocytes, more ion channels will be
present that will allow the flow of ions through the membrane of the connecting cells. Made
after [91, 11]

To achieve this optimal transmission velocity, a model of Taggart et al. will be used for the

resistance of the gap junction where a very wide range of the cells will require a resistance of

162Ωcm. In comparison, other studies made by Bernus et al. a resistance of 180Ωcm [91, 11].

This model illustrates the connection between cardiomyocytes as a variable resistance as

shown in Figure 4.4, depending on the number of channels that exist between the membranes of

two cells. It is intuited that these are aligned or misaligned, observing the value of resistance

between them. The greater the alignment between cardiomyocytes, the less resistance, and

viceversa.

4.5 Cardiac Cell Models

There are many models of cardiac cells, most of them structured based on the Hodgkin-Huxley

model of a giant squid axon [42]. Departing from this point, passing through the DiFrancesco

model of Purkinje Fibers, to the most recent ones such as the one proposed by Luo & Rudy in

1994 [65].Each model that has been appearing in scientific publications, is making the description

of cardiac cells increasingly complex, in which every single one of the variables that intervene in

the functioning of these are added with the passage of time [85].
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In the development of this thesis, it was considered to use the cell model proposed by Dokos,

Celler & Lovell in 1996, describing the cardiac cell of a rabbit based on scientific experimentation

in conjunction with a more recent model proposed by Kurata, Hisatome, Imanishi & Sibamoto

in 2002, in which data from experiments on cardiomyocites of rabbits are used in the same way,

but with many added variables [28, 59].

4.6 Ten Tusscher Model

For the purpose of this thesis, and to carry out the model corresponding to a communication

system using the cells of the heart as a transmission channel, the model described by: Ten

Tusscher, D. Noble, PJ Noble, and AV Panfilov in his paper entitled: “A model for human

ventricular tissue” will be used as a basis [92].

This model was formulated, in the beginning, to have the possibility to study cardiac

arrhythmias in the myocardium. In this study, a mathematical model is proposed on how action

potentials are generated, with a very high level of electrophysiological detail, which makes it

very intensive to simulate.

The model formulated by Ten Tusscher is based mainly on data obtained through recent

animal experimentation, because the possibilities of conducting experiments and obtaining data

from human hearts is very limited. One of the limitations is that the behavior of a heart other

than the human heart, will make the results obtained, to have a variation compared to results

that can possibly be obtained with human heart data, due to obvious variations such as the size,

however, this is a very extensive model that includes 12 currents which will interact with the

cellular membrane to generate an action potential in contrast to the two currents with which

this phenomenon was being modeled in previous pages of this document.

This model is based on a previous and more basic model formulated by Luo & Rudy, with

data obtained from guinea pig heart cells, and it shows an important problem, the duration of

the action potential is about 360 ms, duration that is much higher than the human measure

which is close to the range of 270 ms [65].
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The most important ionic currents are taken into consideration, such as INa based on the

sodium ions that cause the magnitude of the action potential to rise in phase 0, the current

ICaL corresponding to the calcium ions and the slow delayed rectifier current IKr corresponding

to the potassium ions which cause the potential in the membrane to return to the negative side,

in other words, to its resting state.

As was analyzed in previous pages, the model explains that the electrophysiological behavior

of an action potential will be governed by the following equation.

dV

dt
= −Iion + Istim

Cm
(4.5)

Where:

V : Voltage.

t: time.

Iion: Sum of al ionic currents in the membrane.

Istim: External stimulus.

Cm: Cell capacitance.
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The sum of all the currents that will interact in the membrane, this is, Iion will be formulated

by all the currents that describe the operation of the action potential, as previously mentioned,

these will be 12, it is given by the following formula.

Iion = INa + IK1 + Ito + IKr + IKs + ICaL + INaCa + INaK + IpCa + IpK + IbCa + IbNa (4.6)

Where:

INa : Fast Na+ current.

IK1 : Inward rectifier K+ current.

Ito : Transient outward current.

IKr : Rapid delayed rectifier current.

IKs : Slow delayed rectifier current.

ICaL: L-type Ca2+ current.

INaCa : Na+ /Ca2+ exchanger current.

INaK : Na+ /K+ pump current.

IpCa : Plateau Ca2+ current.

IpK : Plateau K+ current.

IbCa : Background Ca2+ current.

IbNa : Background K+ current.

The rest of the formulas that conform the model and the initial conditions of it can be found

in the appendix of this document and the experiments conducted when building this model

in [92].

4.6.1 Modifications to the Model

As previously mentioned, it is required to use the part of the subtreshold behaviour of the

cardiac cells to transmit information using this medium as a transmission channel. For this it is

necessary to modify the model and make it more suitable for it to be able to work in this region.
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Hyperpolarization

As it is defined textually in the medical dictionary: “Hyperpolarization: is the increase of the

internal negativity of the membrane, so it becomes less sensitive to stimuli” [48].

In order to keep the potential below the threshold level, we will exploit the hyperpolarization

phenomenon in the cell membrane.

Hyperpolarization is going to be observed, when the membrane becomes more negative at a

particular point, this occurs when the ion channels of the membrane open or close, and will

alter the ability of certain types of ions to enter or leave the cell [86].

Figure 4.5: Hyperpolarization can be observed, the voltage of the cell goes below it is normal
resting state level, effect of K+ ions.

The opening of the channels that allow the flow of positive ions out of the cell can cause

hyperpolarization. These channels will be, the ones that let the K+ ions out of the cell [72, 71].

The opening and closing of these channels may depend on the binding of signaling molecules,

such as neurotransmitters, or on the voltage across the membrane [14].
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According to previous research produced by William A. Caterrall, ion channels can be voltage-

gated, in other words, gates that are a characteristic part of these channels and allow the passage

of ions outside and inside the membrane can be controlled by an stimuli voltage, with these

stimuli you can achieve the opening or closing of these channels to a certain degree [18, 19, 97].

This means that it may be possible to control the opening of the sodium or potassium

channels, which are where the ions, that have the most influence on the positive or negative

charge of the cell membrane are flowing. As it was seen before, the ion of K+ is the one that

influences the repolarization of the cell, making it more negative [29].

There are conditions that can occur in the heart, and will affect its electrophysiology, such

as Hyperkalemia, this refers to a high level of potassium in the blood.

Based on a study by James N. Weiss, these high potassium levels can come combined with

an increased arrhythmia condition. The electrophysiological effects of this condition will be [95]:

• Shortening of the duration of the action potential.

• Increase of K+, which will increase the conductance of K+ ions.

• Less amount of channels of Na+ will be available, which will mean that there will be less

contributions to the upstroke of phase 0 of the action potential.

• Produces arrhythmia mechanisms.

Formulas

Based on studies in neurons, where the action potentials are also present, we will increase the

total amount of currents that will describe the membrane potential to 14 currents. Two currents

will be added to the model: hyperpolarization-activated current, If , and a sustained potassium

current, Isus [35, 78, 53, 12].
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The purpose of these currents is to give the K+ potassium channels a wider participation in

the electrical potential of the membrane, which will help the cell membrane to be less vulnerable

to the rise of the action potential, and more viable to its functioning in the subthreshold area.

The new description of Iion that arises with the 14 currents would be as follows:

Iion = INa+IK1+Ito+IKr+IKs+ICaL+INaCa+INaK+IpCa+IpK+IbCa+IbNa+If +Isus (4.7)

Where:

INa : Fast Na+ current.

IK1 : Inward rectifier K+ current.

Ito : Transient outward current.

IKr : Rapid delayed rectifier current.

IKs : Slow delayed rectifier current.

ICaL: L-type Ca2+ current.

INaCa : Na+ /Ca2+ exchanger current.

INaK : Na+ /K+ pump current.

IpCa : Plateau Ca2+ current.

IpK : Plateau K+ current.

IbCa : Background Ca2+ current.

IbNa : Background K+ current.

If : Hyperpolarization-activated current.

Isus : Sustained potassium current.

The equations that describe these two currents can be found in the appendix.

As reference points for this model, it should be highlighted that the voltage in the resting

state of the cell will be around −84 mV and the threshold point will be in the −20 mV mark [13].
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4.7 Myocardium Propagation

4.7.1 Boundary Conditions

It is impossible to model myocardial tissue if it is intended to model cell by cell the functioning

of it, this is because there is a huge number of cells in the tissue, and, in addition, a simulation

of this type would be very computationally intensive and impossible to perform.

For this it must be considered that the cells are connected, and this set of interconnected

cells, should be considered as a whole. The tissue of the heart can then be seen as it was

previously mentioned in this document: as two continuous spaces, the i and the e . Each of

these domains being extremely complex to be able to be represented individually in its entirety.

For these reasons, these two domains are modeled in a single concept, both interacting in

the same space and covering the entire space of the myocardial tissue at the same time. So we

can say that each point of the myocardial tissue belongs to both spaces, the i and the e .

This formulation is known as the Bidomain model and is responsible for explaining the

electrical properties that the tissue will have in a whole, making use of the cellular behavior i

and e , therefore there will be no necessity to make the individual computation of the behavior

of each cell; in addition, this model in conjunction with a different one called Monodomain,

will take into consideration the electrical potential around the tissue that is planned to be

studied [40, 41].

The tissue intended to be used as a transmission channel in this study, is an excitable tissue,

it will give a response when it enters in contact with an electrical stimulus, but, the tissue that

surrounds it, and is not part of the heart, is a tissue that is mostly non-excitable, in other words,

the cells around this tissue are not going to present affectations in their electrical characteristics

when they encounter an stimulus of the same type.
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This is why we must define in the model, a set of boundary conditions, that will take into

consideration these two spaces, by making the cells and tissue, that are different from the

myocardium, function as a passive conductor.

Assumptions made in the Bidomain model

• Assume that the body is insulated from its surroundings.

• i is insulated from the myocardium, and the rest of the heart tissue.

• e is going to connect directly to the neighboring tissue.

The bidomain model is a very complex system of equations, and is used when it is intended

to include in the simulations the rest of the body, which will provide various factors affecting

the system. For the simulations conducted in this research, both models are used to perform

simulations; but when using the monodomain model, it will be because the objective is to

analyze what is happening considering only the tissue and the affections in the heart, but not

the whole body. The disadvantage of this model is that it can not be immediately coupled to the

rest of the body. For more information about the equations that make up this model [40, 41].
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Implementation

5.1 Tools

5.1.1 System characteristics

The implementations, simulations and solutions of the model proposed in this thesis were made

using an MSI GT72VR computer with Microsoft Windows 10 Home 64-bit OS, a GeForce GTX

1070 GPU, Intel® CoreTM i7-6700HQ processor CPU @ 2.60GHz, RAM of 23.96 GB.

5.1.2 Solvers

Each model mentioned, which will be responsible for describing the electrophysiological func-

tioning of the heart, is formulated as an ordinary system of differential equations (ODE). From

this system it is intended to obtain a result over time to be able to observe the response and

behavior of electrical signals, i.e. the action potential. Most of the first formulated models were

solved by the forward Euler method, using a time step of microseconds [37].
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In more recent and complex models that have a large number of differential equations, it was

necessary to use a more effective integration method; in these new models the method of Runge

Kutta is used. This method has greater precision, by including higher order terms belonging to

Taylor series. In short, when solving using this method, another evaluation function is added

between two-time fractions, in order to update the time step [47]. This method is also known as

the improved Euler method.

In all systems of integrators that exist, there is an adaptive time-stepping scheme, and

variable polynomial orders implemented. In the end the choice of integrator to use will depend

on the personal preference of the available tools, and which of them delivers an optimal solution

to the system of equations in a shorter amount of time.

An extra factor to consider in the choice of the solver, especially in the formulation of our

model, due to the complexity and number of equations, is the stiffness of the system, this is,

the measure of how difficult it is to solve numerically, and it is going to be characterized by

a disparate scale of times. If a cell measurement is operating on a time scale, for example, in

milliseconds and another characteristic is operating in microseconds, as can be seen in the table

of units to be used in our system; then a time step of the microsecond order will take a thousand

times longer than necessary to solve the slower characteristic, this will lead to an accumulation

of errors. On the other hand, a time step of the millisecond order will cause instabilities in

the fastest features of our model. All these problems are very recent in electrophysiological

modeling, due to the gradual increase of characteristics in the new models as they are being

formulated. These stiff solvers will be responsible for using implicit integrated schemes that are

more stable [16].

The tool used to solve these ODEs, uses an integrator that is capable of dealing with this

stiffness in the model, this is going to be fundamental because the model used as a basis

for the simulations of our communications system, is one of the most recent and complex

electrophysiological models, in addition, modifications have been made to be able to handle

potassium ions more effectively, adding a broader description in its equations and therefore

making the model that will describe the behavior of the action potential and the subthreshold

behavior more complex.
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5.1.3 Myokit

As it is explained in its website, Myokit is an open source simulator, based on Python program-

ming language, and is designed to facilitate and simplify the use and numerical modeling that

aim to describe the electrophysiological activity of the heart [20]. Created by the University of

Maastricht, is a software that is currently being optimized by the University of Oxford.

Myokit is a software that allows the modeling of cellular characteristics using ODEs that

describe these processes, we are be able to perform simulations in which the behavior of a single

cell can be observed, with a possibility of performing also a simulation in one dimension or in

two dimensions; the simulator has the ability to make use of the CPU and GPU of the system

where it is implemented to accelerate the simulations.

When the model is implemented, this simulator has the ability to export or import the

implementation to a set of different programming languages, which facilitates standardization

with models proposed in languages other than Python or in other types of software. It is possible

to export to CellML, the standard language for cell modeling, which will be discussed in the

following pages; to C, or Matlab, which are the languages most used for this type of modeling.

These facilities are possible thanks to the separation of the code that is in charge of all the

description, and the base of the software, where the libraries and solvers that give solution to

the systems of equations are implemented.

The software has a GUI that makes the simulation work simple, by allowing to observe

graphs in specific fractions of time, as well as to observe different types of responses in a same

screen, in different sections of the cell.

To make use of this tool it is necessary previously to have installed on the PC other third-

party software, for the correct functioning, among which are: Python, SUNDIALS, CUDA,

OpenCL.
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5.1.4 CVODE

To solve the differential equations systems, Myokit uses a tool developed by SUNDIALS (SUITE

of Nonlinear and Differential / ALgebraic Equation Solvers).

As explained on the website, CVODE is a solver designed for stiff and nonstiff Ordinary

Differential Equations (ODE) systems (with initial value problem). The methods used by

CVODE to solve are variable-order and variable-step multistep methods. For either choice of

formula, the resulting nonlinear system is solved (approximately) at each integration step [88].

The installation of the SUNDIALS CVODE library was required in the PC used for the

modeling and simulation explained in this thesis [89].

5.1.5 OpenCL

When performing 2D simulations of tissue, libraries of OpenCL had to be installed. As the

process of simulating 2D tissue is very computationally intensive, it cannot run in the CPU, so

it had to be parallelized in the GPU of the computer.

OpenCL NVIDIA packages where used along for the simulations, found at [22].

5.1.6 Python

Python will act as the programming language and base of the myokit software, which will allow

the implementation of the model to be simple and flexible, this due to the possibility of creating

scripts that are going to allow the automation of certain functions of the simulations in a fast

way.

To make possible the use of Myokit, it was required to install in the PC the Miniconda 2.7

(64bit) package that can be found in [6].

In addition, the Microsoft Visual C / C ++ libraries required as a compiler for Python 2.7

were installed, which can be found in [70].
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5.1.7 Language

The language in which the described model was implemented was Python since it is the basis

of the Myokit implementation as previously mentioned. Several documents were generated

describing systems of equations, and scripts to implement behavioral simulations of either action

potential or subthreshold behavior in one or more cells. The choice of this language was made

considering the easy standardization with other languages commonly used in electrophysiological

modeling such as Matlab, C and CellML [33].

5.1.8 CellML

The importance of the model being easy to import and export to the CellML language is that

this language is rapidly becoming a standard, in an effort to reduce the problems associated

with the transfer and transcription of cellular models [64]. Although it is not yet considered a

standard, there is a proposal from the Bioengineering Institute of the University of Auckland

to incorporate in this language the collaborations of various groups working on molecular

communications. This proposal makes use of the markup language XML (eXtensible Markup

Language), which is employed to define the standard of tags that can be used to describe a cell

from its geometry to its electrophysiological behavior. It is intended that an implementation in

CellML, regardless of the author can be interpreted and used incorporating a quick modification

of the model, as well as the ease of sharing the information.

5.2 Simulations

5.2.1 1 Cell Simulation

The first step was to simulate the response that causes an electrical stimulus in a cell of our

model, first with the objective of observing an action potential, to compare the form of this

action potential generated with the new model proposed against the action potential generated

by the model established by Ten Tusscher, in order to corroborate the correct operation of the

model.
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After making sure of the correct functioning, the next step was to reduce the electrical

stimulus used to generate the response in the cell, in order to obtain a response below the

threshold level, because the purpose of this research is to be able to use the generated model to

simulate a communications system using cardiac cells. It is fundamental that, upon receiving

these stimuli, the response does not exceed the threshold level for any reason, exceeding it would

imply the generation of an action potential, meaning an alteration of the heart rate.

The signals used to observe the response of the cell and the rest of the simulations, are

signals used in the field of digital communications, in the first case, a square signal with an

amplitude of 50 mV and a duration of 5 ms and a second signal consisting in a Dirac delta

function of the same amplitude of 50 mV and a duration of 5 µs.

Figure 5.1: The square wave signal used to stimulate the tissue will have an amplitude of 50 mV
and a duration of 5 ms.

Figure 5.2: The Dirac pulse function used to stimulate the tissue will have an amplitude of
50 mV and a duration of 5 µs.
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5.2.2 1D Simulation

After implementing the system of differential equations corresponding to the Ten Tusscher model

in conjunction with the respective modifications previously made in the document, and having

performed the simulations to observe the electrical behavior in a cell, a script was generated

in order to perform simulations in one dimension, this is, a scenario was set up in which the

functioning of more than one cell of the system could be observed in a cable arrangement. The

cells are going to be connected one behind the other in a line, there will be a resistance of

162 Ωcm between cell connections.

At the beginning of the cable arrangement, it is intended to introduce a signal previously

described, with enough intensity for it to provoke a response in the membrane potential, but

taking care not to activate an action potential. With this we want to observe the behavior of the

signal when it is introduced into the transmission channel, and how it propagates between cells

assuming that it only has one direction to propagate. It is necessary to observe the duration of

the signal in the cell, and how it will change between cells.

Figure 5.3: Cell arrange to simulate a cable of connected cells, the input signal will be fed into
the first cell to observe the propagation in the rest of the arrange.

5.2.3 2D Simulation

2D simulation requires special software and hardware functionalities to function correctly. It is

necessary to use a new aspect of Myokit to perform parallel simulations, since the 2D simulation

involves an array of a large number of cells we are going to use OpenCL for this implementation.

We are going to generate a square structure of tissue composed of a large number of cells

connected in two ways; on in which the cells have the same conditions of connection between

them, present in all the tissue towards any of its axes, and, one in which the tissue is composed

of arbitrarily connected networks of cells.
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The 2D tissue model will be modeled by the following equation:

dV

dt
= −Iion + Istim

Cm
+

1

pxSxCm

d2V

dx2
+

1

pySyCm

d2V

dy2
(5.1)

Where:

px : Resistivity in x direction.

py : Resistivity in y direction.

Sx : Surface to volume ratio in x direction.

Sy : Surface to volume ratio in y direction.

Figure 5.4: Figure used to represent how the 2D cardiac tissue will be arranged in the simulations,
it will not be all homogeneously connected like the cable simulation, but the cardiac cells will
be all around the tissue.
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Results

Throughout this chapter we will provide the results of all the simulations carried out, we will

begin by observing and analyzing the baseline of our system, the Ten Tusscher model, we intend

to observe the correct operation of the model, in order to give the go-ahead to begin to make

the modifications in which the description of the currents that are going to interact with the

membrane are going to be extended adding a wide description and participation of the K+ ions

as it has been mentioned before.

After checking the operation of the original model, and observing how the modified model

works under the same conditions, this is, when generating an action potential, we will proceed

to observe the operation of the new model under subthreshold conditions, this is necessary

because it is intended that our communications are carried out at this voltage level in the cell

membranes. This behavior is intended to be analyzed by introducing the previously stated

signals to perform the stimulation of the cell membrane.

The response will be observed in simulations of 1 cell, 1 dimension arrange and 2 dimensional

tissue.
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6.1 Ten Tusscher Model

6.1.1 Action Potential Response

In this first image we can observe the implementation of the equations system that will describe

the original model of Ten Tusscher which is used as the baseline of this thesis. In the graph

each of the phases of the action potential can be clearly distinguished, starting from a resting

state in which the cell remains, to the sudden change of potential which corresponds to phase 0,

passing through the phase 1 which corresponds to a rapid fall in voltage level belonging to the

repolarization, phase 2 will be observable thanks to the plateau, it has to be remarked that the

plateau is not very prolonged in this model. Following with phase 3 it can be observed how the

repolarization of the cell continues, which is going to stop until the cell reaches its resting state

in phase 4.

Figure 6.1: Action Potential response after having implemented the Ten Tusscher model. X-axis
represented in ms, Y-axis represented in mV .
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6.2 Proposed Model

After having checked the normal operation of the Ten Tusscher model as stipulated in the paper

that describes it, and having made the changes proposed in the document to generate the new

model, the result is shown in the following graph [92].

This image shows an action potential generated after having stimulated the cell. It can be

observed unlike the result of the unmodified model, that the increase in phase 0 of the action

potential at the beginning is going to be gradual, after phase 0, the rest of the action potential

develops without any anomaly, until reaching the point between the phase 3 and phase 4. In

this region it can be observed that the potential drops much more to the registered resting

potential, this is due to the fact that the model will have more K+ ions present thanks to

the modifications, and this will cause an increase in the conductances of the K+ channels. As

explained in previous chapters, these ions are the ones that will contribute to the repolarization

of the cell. By having a greater conductance in these channels, the hyperpolarization that was

being sought when modifying the model is going to be present.

Figure 6.2: Action Potential response after having implemented the modifications to the Ten
Tusscher model. X-axis represented in ms, Y-axis represented in mV .
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6.2.1 Comparison

Figure 6.3: Action Potential response comparison of the original model and proposed model. Ten
Tusscher model in orange, modified model in blue. X-axis represented in ms, Y-axis represented
in mV .

By comparing the action potential responses in the Ten Tusscher model with the model proposed

in this document, certain differences can be seen.

The increase in phase 0 of the action potential in the case of the Ten Tusscher model is

sudden, it happens in a small fraction of a second, in which the time scale of the graph can only

detect a straight rising line, whereas the modified model presents a gradual rise in a start to

then continue with this sudden rise. This is because after carrying out the modification adding

the potassium and hyperpolarization currents, there will be less available channels of Na+ to

be activated, these channels are the ones that contribute to the rapid rise in phase 0.

The lower availability of these channels will bring the following characteristic in the action

potential of our proposal, since it can be seen that it has a smaller amplitude compared with
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that of Ten Tusscher; less channels of Na+ less contribution to the depolarization of the cell.

One of the problems that Ten Tusscher enunciates in its model is the duration of the

generated action potentials; in its document states that the duration of the action potential is

around 360 ms, when the measurements in real hearts show a duration of around 270 ms, it

can be seen in the graph that the proposed model reduces the duration of the action potential

and approaches the actual measures in real hearts. The last notable difference is the presence of

the hyperpolarization curve.

6.3 Dirac Delta Function Results

6.3.1 Phase 0 Analysis

After checking the behaviour of an action potential in the new model, we proceeded with the

simulations, now using as the stimulus for the cell the proposed digital signals used in normal

communications system.

Making use of the Dirac delta function, as mentioned above, this signal will have an amplitude

of 50 mV and a duration of 5 µs, in the figure 6.4 we can observe how the rise will be in the

cell membrane potential. It can be seen that, due to the characteristics of the cell, the rise is

not sudden as the original signal, at the beginning a sudden rise can be observed, but then it

becomes constant until reaching the peak; the time scale in the graph is enhanced to be able to

observe the slope.

Figure 6.4: Close up of the response observed in a cell membrane after receiving the Dirac delta
function. X-axis represented in µs, Y-axis represented in mV .
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6.3.2 Sub-threshold results in individual cells

Making use of the Dirac delta function, and decreasing the resolution of time in the graphs,

we will be able to observe the behavior when introducing the signal in an array of two cells,

connected one after the other.

In the upper part of the graph we can see the response in cell number 1 of the arrangement,

the numbers that are on the side of the signal will represent the duration that the response has

until returning to a level of 10 % before its resting state, the duration of the recorded signal

was 92.757 µs and in the second cell it was 92.450 µs. This decrease in the duration of the

signal is due to the fact that as the signal travels between cells an attenuation will be present,

an effect produced due to the characteristics of the transmission channel; there is not a drop in

the potential to be considered between cells number 1 and cell number 2, and there is also no

appreciable delay in the time of both signals, so it can be noted that the signal travels at high

speed.

Figure 6.5: Sub-threshold response observed in 1 and 2 cells after receiving the dirac delta
function. X-axis represented in µs, Y-axis represented in mV .
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6.3.3 1D Results

The figure 6.6 was obtained in a 3D graph so that 3 dimensions that are intended to analyze

which are: voltage, time and number of cells were appreciable. An array of 100 cells was made in

cable, as it was explained in the previous chapter, in order to observe how the signal propagates

not only in two connected cells, but over a long distance.

It can be seen that, like the results obtained in the response in two cells, there is no

considerable attenuation between the first two, but, using this type of signal, it is not possible

to transmit over long distances within our channel.

The signal begins to dissipate rapidly after a pair of cells traveled exactly before reaching

the cell 20, the other components of this array will no longer have any alteration which will

mean that they remain in a resting state. There is no delay to consider as the signal does not

get very far.

Figure 6.6: Cable simulation, result observed in a cable composed by 100 cells with the previously
stated specifications. As this is a 3D graph to be able to observe the number of cells also, X-axis
will represent the number of cells, Y-axis will represent potential in mV , Z-axis will represent
time in ms.
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6.3.4 2D Results

The first simulations of the 2D tissue were made without considering a limit in the tissue, this

is, a fragment of the tissue was generated, but the cells at the ends of the tissue did not consider

what was in the limit. The cells continued to have a conductive behavior as if there were still

more cells beyond this limit, the following graphs correspond to these simulations.

Figure 6.7: 2D graph representing the cardiac tissue, different color represent different levels of
potential. X-axis represents time in µs, Y-axis represents cell index.

In this figure we can see the tissue generated in two dimensions, the scale of colors located

on the right of the figure will represent the potential in that specific region of the tissue. We

worked with a geometric shape for the ease of its design, and the ease to observe the behavior

of the signals.

In these first graphs in which no boundaries were generated for the tissue, it can be seen to

the left of the tissue the starting point where the signal is propagating, it tries to follow its path

to the left because there is no type of limiter that tells the model that it can not continue in

that direction.
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In the case of the Dirac delta function, a tissue with a low cell index was generated due to

the fact that in 1D results it was discovered that the signal was not going to propagate over

long distances.

Due to the resistance conditions given by the formula 5.1. In this first example it can be

seen that the signal is propagating mostly towards one side of the tissue, due to the different

resistance in the other cells, the signal does not get very far in spite of being a tissue with a

very small cell index.

Same conditions as the previous figure, different simulations are being carried out in which

the resistance in the tissue is randomly varied, in Figure 6.8 it can be observed that the behavior

continues being towards a single direction, with a more linear attenuation of the signal. The

signal reaches further in the tissue in one direction, but its propagation towards the center of

the tissue is almost non existent.

Figure 6.8: 2D graph representing the cardiac tissue, different color represent different levels
of potential. This simulations don’t consider limits in the tissue. X-axis represents time in µs,
Y-axis represents cell index.
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In order to better observe the propagation behavior of the signal, a tissue with a lower cell

index was generated, this tissue is half the size of the previous ones. It can be seen that the

signal moves almost completely throughout the entire tissue, however, in the absence of a limit,

this signal tries to move in the same way outside the tissue, in the absence of limits the signal

does not attenuate as it should.

Figure 6.9: 2D graph representing the cardiac tissue, different color represent different levels of
potential. In this simulation the size of the tissue was reduced. X-axis represents time in µs,
Y-axis represents cell index.
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Applying a Boundary to the Tissue

From this figure the description of the boundaries are now applied. It will be considered that a

material that is not excitable as the cardiac cells exists in the limits of the tissue, and for effects

of this investigation it will perform as an electrical insulator.

Figure 6.10: 2D graph representing the cardiac tissue, different color represent different levels
of potential. In this simulation boundaries in the tissue are now considered. X-axis represents
time in µs, Y-axis represents cell index.
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To vary the conditions with respect to the previously generated tissues, starting with

figure 6.10, an index of 20 cells is considered again, in addition, the initial point where the

digital signal will begin to be transmitted will be in the middle of the tissue, in the lower part

, we can observe how the signal propagates towards both sides of the tissue in the same way,

however, despite having a good reach considering the geometry, it dissipates rapidly towards

the sides. It should be noted that now that an insulator is considered at the limits of the tissue,

the signal does not propagate indefinitely at the ends.

Now, increasing the tissue index to 100 cells for the next experiments, we can see that it is a

propagation very similar to the one observed in the previous figures, however, this tissue, being

of a higher index, in other words, composed of a greater number of cells, we can realize that as

was observed in the 1D simulation, the signal does not travel very far without it attenuating.

In the following figures 6.11 and 6.12 the simulations will have conditions practically equal

to the past, with the difference of the random variation of the resistance in the directions of the

tissue. In the figure 6.13 the initial signal will be on a different side of this tissue.

Figure 6.11: 2D graph representing the cardiac tissue, different color represent different levels of
potential. X-axis represents time in µs, Y-axis represents cell index.
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Figure 6.12: 2D graph representing the cardiac tissue, different color represent different levels of
potential. X-axis represents time in µs, Y-axis represents cell index.

Figure 6.13: 2D graph representing the cardiac tissue, different color represent different levels of
potential. Initial signal will be at the left of the tissue. X-axis represents time in µs, Y-axis
represents cell index.
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Moving away from the boundaries of the tissue, now the signal is being initiated in the

center, this, to be able to observe how the propagation is without the ends coming into play. In

the same way, given the short duration of the signal and the characteristics of the cells, it is

rapidly attenuated, and in spite of observing a more uniform propagation, it dissipates rapidly,

not reaching most of the tissue with an index of 100 cells.

Figure 6.14: 2D graph representing the cardiac tissue, different color represent different levels of
potential. In this graph the initial signal will be in the center of the tissue. X-axis represents
time in µs, Y-axis represents cell index.
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6.4 Square Wave Signal Results

In this section, the simulations that were previously performed will be repeated, however, the

analysis of a square wave signal, commonly used in digital communications, will be performed

as input and stimulus for our cell. Simulations were also carried out in a cell, in a cell cable

arrangement, in 1D and 2D tissue. The signal used will have an amplitude of 50 mV and a

duration of 5 ms.

6.4.1 Phase 0 Analysis

As with the Dirac delta function, in this signal we also have to observe how is the rise in phase

0 of the cell when excited by our digital signal. As the square signal is much longer than the

pulse, this rise will take about 2 ms for the cell to be depolarized at its highest point.

It can be seen in a start that the rise has a linear behavior, then, it haves a sudden upstroke

corresponding to the operation of the channels of Na+, remembering that, as less channels are

present, less sudden will be the rise.

Figure 6.15: Close up of the response observed in a cell membrane after receiving the square
wave signal. X-axis represented in ms, Y-axis represented in mV .
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6.4.2 Sub-threshold results in individual cells

In these figures we can see the response that the cell will deliver when stimulated with this

digital signal, without letting it reach an action potential, the shape of the input signal is what

will give this characteristical response.

In this response it can be seen that the duration is 11.09528 ms and 11.39506 ms for the

first and second cells respectively, we cannot see a delay to be considered from the response in

the first cell to the response in the second cell.

Figure 6.16: Subthreshold response observed in 1 and 2 cells after receiving the Square wave
signal. X-axis represented in ms, Y-axis represented in mV .
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6.4.3 1D Results

Following the simulations made with the Dirac delta function, we proceeded to make the cable

model in which a cell is connected one after the other; two graphs are used to observe the

attenuation of the signal after a certain distance traveled and the delay that is going to have

after the signal is introduced, until a response is observed in the last cell of the array.

In the first figure we can see the attenuation that our cell will have as it spreads through the

array. unlike the Dirac delta function simulations, this signal still has a considerable amplitude

even after having traveled 100 cells. We can observe an attenuation of just over 10 mV .

Figure 6.17: This graph represents the cells connected in a cable, we can see 100 cells, and the
attenuation the signal presents over this distance. X-axis represented in ms, Y-axis represented
in mV .

In the following figure 6.18, the graphs are placed in a way that we can appreciate the

moment of time in which the signal arrives at the first cell comparable with the moment of time

in which the signal reaches the last cell of the array, the system takes approximately 1 ms to

travel through the 100 cells.
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Figure 6.18: Same cable simulation as last figure, but in other perspective, here we can appreciate
the delay the signal is presenting, from the point of reaching the first cell to the point of reaching
the cell 100. X-axis represents cell index, Y-axis is represented in mV , and Z-axis represents
time in ms.

6.4.4 2D Results

Following the simulations made with the Dirac delta function, experiments were performed with

the square signal in a 2D tissue arrangement, same conditions, at the beginning the limits of the

model were not considered. And in subsequent experiments the limitation of the non-conductive

material was introduced.

In all the 2D simulations, an array was considered using an index of 1000 cells, due to the

fact that the results obtained in the 1D section showed that the signal did not decay after the

first 100 cells, so we were allowed to perform experiments on a larger tissue.

The first two figures correspond to the tissue without limits, as can be seen in the figure 6.19

and in figure 6.20, the propagation is taking place in one axis, without the potential being

attenuated as observed in the same conditions for the Dirac delta function.

Our signal travels through all the tissue without attenuating, but when traveling to the

other end, the signal is lost due to variations in tissue resistance.
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Figure 6.19: 2D graph representing the cardiac tissue, different color represent different levels
of potential. This simulation does not consider limits on tissue. X-axis represents time in ms,
Y-axis represents cell index.

Figure 6.20: 2D graph representing the cardiac tissue, different color represent different levels
of potential. This simulation odes not consider limits in tissue. X-axis represents time in ms,
Y-axis represents cell index.
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From figure 6.21 we are considering the limits of the tissue, so that the model does not try

to propagate the signal beyond the end thinking that there are excitable cells in these sections.

It can be observed that most of the tissue is being depolarized, only a small section on the

opposite end to where the signal is being initialized remains without alteration of its resting

state. This means the signal is not reaching that point of the tissue. Despite being a very large

tissue compared to past simulations, satisfactory responses are obtained by seeing how most of

this is being polarized with the digital signal.

Figure 6.21: 2D graph representing the cardiac tissue, different color represent different levels of
potential. X-axis represents time in ms, Y-axis represents cell index.

In the next two simulations, figure 6.22 and figure 6.23 the starting point of our digital signal

was changed, and the resistances of the tissue cells were also randomly changed. The results of

the past simulation were replicated, in which the signal manages to propagate to most of the

modeled cardiac tissue.
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Figure 6.22: 2D graph representing the cardiac tissue, different color represent different levels of
potential. The initial signal is shifted to the below of the tissue. X-axis represents time in ms,
Y-axis represents cell index.

Figure 6.23: 2D graph representing the cardiac tissue, different color represent different levels of
potential. The initial signal is shifted to the below of the tissue. X-axis represents time in ms,
Y-axis represents cell index.
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In the last two figures 6.24 and 6.25 communications are starting from the center of the

cellular tissue, there are two variations, in which the only factor that is changing is the resistance

of the cellular tissue, it is not possible to maintain the maximum power of the signal for all

the cellular tissue, because the signal will always be degraded by the characteristics of the

transmission channel. However, despite having a tissue of a large number of cells, it can be

observed that the propagation of the digital signal reaches almost all the tissue.

Figure 6.24: 2D graph representing the cardiac tissue, different color represent different levels of
potential. The initial signal is shifted to the center of the tissue. X-axis represents time in ms,
Y-axis represents cell index.
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Figure 6.25: 2D graph representing the cardiac tissue, different color represent different levels of
potential. The initial signal is shifted to the center of the tissue, only variation with the last
simulation are resistances of the tissue. X-axis represents time in ms, Y-axis represents cell
index.
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Conclusions

A more accurate model about the operation of action potentials has been provided; its generation,

propagation and duration, this in order to obtain a framework that is more suitable for the study

of the subthreshold region of operation of these electrical signals. This has allowed us to obtain

a set of formulas that describe and model the electrical functioning of cardiac cells, adding

a new feature to previous models, the consideration of hyperpolarization currents which can

be found under extraordinary conditions when in the bloodstream exists an abnormal amount

of potassium. With this we were able to describe the channels and their behaviors in these

circumstances.

With this new framework it was possible to obtain a visual demonstration about the

electrical behavior of the cells in the scenario in which they do not follow their original purpose

of generation of action potential. When carrying out a study of the behavior under the threshold

level, we were able to detect that the signals studied have their utility depending on the operating

conditions.

The Dirac delta function will be considered more useful when it is required to transmit a

greater amount of information in a shorter time, with the disadvantage that since this signal is a

delta pulse, it does not have a long duration, which within the transmission channel, will mean

that this signal does not have a wide propagation margin, it will be more useful in transmissions

of short distances.
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The usefulness of the square waveform was identified, as it was considered of a longer duration,

it was observed that it had a greater propagation in a tissue of much higher index compared to

the previous signal, positive results were observed in the propagation when considering tissues

in 1D and 2D, so it can be concluded that this signal will be more useful when it is required to

transmit in a larger tissue area, with the attenuating that each bit of data will require a longer

time to be transmitted.

Thanks to this model we have been able to study the characteristics of the tissue and its

effect on the signals and the feasibility of implementing communication channels between sensors

and medical devices without using invasive means or wireless signaling with their respective

disadvantages.

The propagation of signals, were studied considering the levels of electrical potential of

the cells in the tissue, but as explained during this work, the cells are in equilibrium due to

their chemical gradient as with the electrical gradient, as the electrical characteristics vary, the

chemical quantities will vary in the same way, which leaves open the possibility that in future

work in this area we are not only trying to detect the information that is intended to propagate

with sensors that measure the electrical potential, it may also be possible to detect the change

in the chemical gradient with chemical sensors, putting in play more concepts of molecular

communications.

Due to the limited environment that is available to perform these types of studies, since it

is not possible to perform physical experiments with a heart, the work and simulations were

carried out with the available tools and scenario.
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Model Parameters and Formulas

A.1 Formulas used to implement the model

Fast Na+ Current

INa = GNam
3hj(V − ENa) (A.1)

m∞ =
1

[1 + e(−56.86−V )/9.03]2
(A.2)

αm =
1

1 + e(−60−V )/5
(A.3)

βm =
0.1

1 + e(V+35)/5
+

0.1

1 + e(V−50)/200
(A.4)

τm = αmβm (A.5)

h∞ =
1

[1 + e(V+71.55)/7.43]2
(A.6)

αh = 0 if V ≥ −40

αh = 0.057e−(V+80)/6.8 otherwise

(A.7)

73



APPENDIX A. MODEL PARAMETERS AND FORMULAS

βh =
0.77

0.13[1 + e−(V+10.66)/11.1]

βh = 2.7e0.079V + 3.1 ∗ 105e0.3485V otherwise

(A.8)

τh =
1

αhβh
(A.9)

j∞ =
1

[1 + e(V+71.55)/7.43]2
(A.10)

αh = 0 if V ≥ −40

αj =
(−2.5428 ∗ 104e.02444V − 6.948 ∗ 10−6e−0.04391V )(V + 37.78)

1 + e0.311(V+79.23)
otherwise

(A.11)

βj =
0.6e0.057V

1 + e−0.1(V+32)
if V ≥ −40

βj =
0.02424e−0.01052V

1 + e−0.1378(V+40.14)
otherwise

(A.12)

τj =
1

αj + βj
(A.13)

L-type Ca2+ Current

ICaL = GCaLdffCaL4
V F 2

RT

Caie
2V F/RT − 0.341Cao
e2V F/RT − 1

(A.14)

d∞ =
1

1 + e(−5−V )/7.5
(A.15)

αd =
1.4

1 + e(−35−V )/13
+ 0.25 (A.16)

βd =
1.4

1 + e(V+5)/5
(A.17)

γd =
1

1 + e(50+V )/20
(A.18)
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τd = αdβd + γd (A.19)

f∞ =
1

1 + e(V+20)/7
(A.20)

τf = 1125e−(V+27)2/240 +
165

1 + e(25−V )/10
+ 80 (A.21)

αfca =
1

1 + (Cai/0.000325)8
(A.22)

βfca =
0.1

1 + e(Cai−0.0005)/0.0001
(A.23)

γfca =
0.2

1 + e(Cai−0.00075)/0.0008
(A.24)

fca∞ =
αfca + βfca + γfca + 0.23

1.46
(A.25)

τfca = 2ms (A.26)

dfca
dt

= k
fca∞ − fca

τfca
(A.27)

k = 0 if fca∞ > fca and V > −60mV

k = 1 otherwise

(A.28)

Transient Outward Current

Ito = Gtors(V − Ek) (A.29)
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For all cell types

r∞ =
1

1 + e(20−V )/6
(A.30)

τr = 9.5e−(V+40)2/1800 + 0.8 (A.31)

For epicardial and M cells

s∞ =
1

1 + e(V+20)/5
(A.32)

τs = 85e−(V+45)2/320 +
5

1 + e(V−20)/5
+ 3 (A.33)

For endocardial cells

s∞ =
1

1 + e(V+28)/5
(A.34)

τs = 1, 000e−(V+67)2/1,000 + 8 (A.35)

Slow Delayed Rectifier Current

IKs = GKsx
2
s(V − EKs) (A.36)

xs∞ =
1

1 + e(−5−V )/14
(A.37)

αxs =
1, 100√

1 + e(−10−V )/6
(A.38)

βxs =
1

1 + e(V−60)/20
(A.39)

τxs = αxsβxs (A.40)
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Rapid Delayed Rectifier Current

IKr = GKr

√
Ko

5.4
xr1xr2(V − EK) (A.41)

xr1∞ =
1

1 + e(−26−V )/7
(A.42)

αxr1 =
450

1 + e(−45−V )/10
(A.43)

βxr1 =
6

1 + e(V+30)/11.5
(A.44)

τxr1 = αxr1βxr1 (A.45)

xr2∞ =
1

1 + e(V+88)/24
(A.46)

αxr2 =
3

1 + e(−60−V )/20
(A.47)

βxr2 =
1.12

1 + e(V−60)/20
(A.48)

τxr2 = αxr2βxr2 (A.49)

Inward Rectifier K+ Current

IK1 = GK1

√
Ko

5.4
xk1∞(V − EK) (A.50)

αk1 =
0.1

1 + e0.06(V−EK−200)
(A.51)
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βk1 =
3e0.0002(V−EK+100) + e0.1(V−EK+10)

1 + e−0.5(V−EK)
(A.52)

xk1∞ =
αk1

αk1 + βk1
(A.53)

Na+ /Ca2+ Exchanger Current

INaCa = kNaCa
eγ V F/RTNa3iCao − e(γ −1)V F/RTNa3oCaiα

(K3
MNai +Na3o)(KmCa + Cao)(1 + ksate(γ −1)V F/RT )

(A.54)

Na+ /K+ Pump Current

INaK = PNaK
KoNai

(Ko +KmK)(Nai +KmNa)(1 + 0.1245e−0.1V F/RT + 0.0353e−V F/RT )
(A.55)

IpCa

IpCa = GpCa
Cai

KpCa + Cai
(A.56)

IpK

IpK = GpK
V − EK

1 + e(25−V )/5.98
(A.57)

Background Currents

IbNa = GbNa(V − ENa) (A.58)

IbCa = GbCa(V − ECa) (A.59)

Calcium Dynamics

Ileak = Vleak(Casr − Cai) (A.60)

Iup =
Vmaxup

1 +K2
up/Ca

2
i

(A.61)
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Irel =

(
arel

Ca2sr
b2rel + Ca2sr

+ crel

)
dg (A.62)

g∞ =
1

1 + Ca6i /0.000356
if Cai ≤ 0.00035

g∞ =
1

1 + Ca16i /0.0003516
otherwise

(A.63)

τg = 2ms (A.64)

dg

dt
= k

g∞ − g
τg

(A.65)

k = 0 if g∞ > g and V > −60mV

k = 1 otherwise

(A.66)

Caibufc =
Cai ∗Bufc
Cai +Kbufc

(A.67)

dCaitotal

dt
= −ICaL + IbCa + IpCa − 2INaCa

2VCF
+ Ileak − Iup + Irel (A.68)

Casrbufsr =
Casr ∗Bufsr
Casr +Kbufsr

(A.69)

dCasrtotal

dt
= − VC

VSR
(−Ileak + Iup − Irel) (A.70)

Sodium and Potassium Dynamics

dNai

dt
= −INa + IbNa + 3INaK + 3INaCa

VCF
(A.71)

dKi

dt
= −IK1 + Ito + IKr + IKs − 2INaK + Ipk + Istim − Iax

VCF
(A.72)
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Hiperpolarization - activated current

If = if,k + if,Na (A.73)

if,k = Gf,Ky(V − Ek) (A.74)

if,Na = Gf,Nay(V − ENa) (A.75)

y∞ =
1

1 + e(V+80.6)/6.8
(A.76)

αy = e−2.9−(0.04V ) (A.77)

βy = e3.6+(0.11V ) (A.78)

τy =
4000

αy + βy
(A.79)

Potassium Sustained Current

Isus = Gsusa(V − EK) (A.80)

a∞ =
1

1 + e(5−V )/17
(A.81)

80



APPENDIX A. MODEL PARAMETERS AND FORMULAS

A.2 Initial Conditions

Table A.1: Initial conditions used in the simulation, derived from different experiments and Ten
Tusscher model [92].

Parameter Definition Value

R Gas Constant 8.3143 JK−1mol−1

T Temperature 310 K
F Faraday Constant 96.4867 C/mmol
Cm Cell capacitance per unit surface area 2 µF/cm2

S Surface-to-volume ratio 0.2 µm−1

ρ Cellular resistivity 162 Ωcm/Variable in 2D
Vc Cytoplasmic volume 16, 404 µm3

Vsr Sarcoplasmic reticulum volume 1, 094 µm3

KO Extracellular K+ concentration 5.4 mM
NaO Extracellular Na+ concentration 140 mM
CaO Extracellular Ca2+ concentration 2 mM
GNa Maximal INa conductance 14.838 nS/pF
GK1 Maximal IK1 conductance 5.405 nS/pF

Gto,epi,M Maximal epicardial Ito conductance 0.294 nS/pF
Gto,endo Maximal endocardial Ito conductance 0.073 nS/pF
GKr Maximal IKr conductance 0.096 nS/pF

GKs, epi, endo Maximal epi- and endocardial IKs conductance 0.245 nS/pF
GKs, M Maximal M cell IKs conductance 0.062 nS/pF
ρKNa Relative IKs permeability to Na+ 0.03
GCaL Maximal ICaL conductance 1.75−4 cm3µF−1s−1

KNaCa Maximal INaCa 1, 000 pA/pF
γ Voltage dependence parameter of INaCa 0.35

KmCa Cai half-saturation constant for INaCa 1.38 mM
KmNai Nai half-saturation constant for INaCa 87.5 mM
Ksat Saturation factor for INaCa 0.1
α Factor enhancing outward nature of INaCa 2.5

PNaK Maximal INaK 1.362 pA/pF
KmK KO half-saturation constant of INaK 1 mM
KmNa Nai half-saturation constant of INaK 40 mM
Gpk Maximal IpK conductance 0.0146 nS/pF
GpCa Maximal IpCa conductance 0.025 nS/pF
KpCa Cai half-saturation constant of IpCa 0.0005 mM
GbNa Maximal IbNa conductance 0.00029 nS/pF
GbCa Maximal IbCa conductance 0.000592 nS/pF
Vmaxup Maximal Iup 0.000425 mM/ms
Kup Half-saturation constant of Iup 0.00025 mM
arel Maximal CaSR-dependent Irel 16.464mM/s
brel CaSR half-saturation constant of Irel 0.25 mM
crel Maximal CaSR-independent Irel 8.232 mM/s
Vleak Maximal Ileak 0.00008 ms−1

Bufc Total cytoplasmic buffer concentration 0.15 mM
Kbufc Cai half-saturation constant for cytoplasmic buffer 0.001 mM
Bufsr Total sarcoplasmic buffer concentration 10 mM
Kbufsr CaSR half-saturation constant for sarcoplasmic buffer 0.3 mM
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Coding

B.1 Coding for the modified model

[[model]]

name: Modified_Model

membrane.V = -84.1370441636

calcium.Ca_i = 0.000101878186157

calcium.Ca_SR = 3.10836886659

calcium.Ca_ss = 0.000446818714055

calcium.R_prime = 0.991580051908

sodium.Na_i = 8.80420286532

potassium.K_i = 136.78189416

if.y = 0.0457562667987

ikr.Xr1 = 0.00550281999719

ikr.Xr2 = 0.313213286438

iks.Xs = 0.00953708522975

ina.m = 0.417391656295

ina.h = 0.0190678733735
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ina.j = 0.238219836154

ical.d = 0.000287906256206

ical.f = 0.989328560288

ical.f2 = 0.995474890442

ical.fCass = 0.999955429598

ito.s = 0.963861017995

ito.r = 0.00103618091197

# Engine

[engine]

time = 0 bind time

pace = 0 bind pace

# Membrane potential

[membrane]

dot(V) = - (i_ion + i_stim + i_diff)

in [mV]

label membrane_potential

i_ion = sodium.INa_tot + potassium.IK_tot + calcium.ICa_tot

desc: Ionic current out of the cell

i_stim = engine.pace * amplitude

desc: """ Stimulus current."""

amplitude = -30

i_diff = 0 bind diffusion_current

desc: Current to neighbouring cells.

# Physical constants
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[phys]

R = 8314.472 [J/mol/K]

T = 310 [K]

F = 96485.3415 [C/mmol]

RTF = R * T / F

FRT = F / R / T

FFRT = F * FRT

Cm = 0.185 [uF]

V_c = 0.016404 [um^3]

#Inwared rectifier current

[ik]

use membrane.V

i_K1 = g_K1 * xK1_inf * (V - 8 - nernst.E_K)

in [uA/uF]

g_K1 = 0.065 [1/ms]

xK1_inf = 1 / (1 + exp(0.1 * (V + 75.44)))

#Transient outward current

[ito]

use membrane.V

i_to = g_to * r * s * (V - nernst.E_K)

in [uA/uF]

g_to = 0.08184 [1/ms]

dot(s) = (s_inf - s) / tau_s

s_inf = 1 / (1 + exp((V + 27) / 13))
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tau_s = 85 * exp(-(V + 25) ^ 2 / 320) + 5 / (1 + exp((V - 40) / 5)) + 42

dot(r) = (r_inf - r) / tau_r

r_inf = 1 / (1 + exp((20 - V) / 13))

tau_r = 10.45 * exp(-(V + 40) ^ 2 / 1800) + 7.3

#Sustained current

[isus]

use membrane.V

i_sus = g_sus * a * (V - nernst.E_K)

in [uA/uF]

g_sus = 0.0227 [1/ms]

a = 1 / (1 + exp((5 - V) / 17))

#Hyperpolarization-activated current

[if]

use membrane.V

i_f_Na = y * g_f_Na * (V - nernst.E_Na)

in [uA/uF]

g_f_Na = 0.0145654 [1/ms]

i_f_K = y * g_f_K * (V - nernst.E_K)

in [uA/uF]

g_f_K = 0.0234346 [1/ms]

dot(y) = (y_inf - y) / tau_y

y_inf = 1 / (1 + exp((V + 80.6) / 6.8))

tau_y = 4000 / (alpha_y + beta_y)

in [ms]

alpha_y = 1 * exp(-2.9 - 0.04 * V)
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in [1/ms]

beta_y = 1 * exp(3.6 + 0.11 * V)

in [1/ms]

#Fast sodium current

[ina]

use membrane.V

g_Na = 130.5744 [1/ms]

i_Na = g_Na * m ^ 3 * h * j * (V - nernst.E_Na)

in [uA/uF]

dot(m) = (inf - m) / tau

inf = 1 / (1 + exp((-56.86 - V) / 9.03)) ^ 2

alpha = 1 / (1 + exp((-60 - V) / 5))

beta = 0.1 / (1 + exp((V + 35) / 5)) + 0.1 / (1 + exp((V - 50) / 200))

tau = alpha * beta

dot(h) = (inf - h) / tau

inf = 1 / (1 + exp((V + 71.55) / 7.43)) ^ 2

tau = 1 / (alpha + beta)

alpha = if(V < -40, 0.057 * exp(-(V + 80) / 6.8), 0)

beta = if(V < -40,

2.7 * exp(0.079 * V) + 310000 * exp(0.3485 * V),

0.77 / (0.13 * (1 + exp((V + 10.66) / -11.1))))

dot(j) = (inf - j) / tau

inf = 1 / (1 + exp((V + 71.55) / 7.43)) ^ 2

tau = 1 / (alpha + beta)

alpha = if(V < -40,

(-25428 * exp(0.2444 * V) - 6.948e-6 * exp(-0.04391 * V)) * (V +

37.78) / (1 + exp(0.311 * (V + 79.23))),
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0)

beta = if(

V < -40, 0.02424 * exp(-0.01052 * V) / (1 + exp(-0.1378 * (V +

40.14))),

0.6 * exp(0.057 * V) / (1 + exp(-0.1 * (V + 32))))

#L-type calcium current

[ical]

use membrane.V

use phys.FFRT, phys.FRT

use nernst.Ca_o

i_CaL = if(abs(V - 15) < 1e-6, a * (b - Ca_o) / (2 * FRT), numer / denom)

numer = a * (V - 15) * (b * exp((V - 15) * 2 * FRT) - Ca_o)

denom = (exp(2 * (V - 15) * FRT) - 1)

a = g_CaL * d * f * f2 * fCass * 4 * FFRT

b = 0.25 * calcium.Ca_ss

in [uA/uF]

g_CaL = 3.98e-5 [cm/ms/uF]

dot(d) = (d_inf - d) / tau_d

d_inf = 1 / (1 + exp((-8 - V) / 7.5))

tau_d = 1 * alpha_d * beta_d + gamma_d

alpha_d = 1.4 / (1 + exp((-35 - V) / 13)) + 0.25

beta_d = 1.4 / (1 + exp((V + 5) / 5))

gamma_d = 1 / (1 + exp((50 - V) / 20))

dot(f) = (f_inf - f) / tau_f

f_inf = 1 / (1 + exp((V + 20) / 7))

tau_f = 1102.5 * exp(-(V + 27) ^ 2 / 225) + 200 / (1 + exp((13 - V) /

10)) + 180 / (1 + exp((V + 30) / 10)) + 20
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dot(f2) = (f2_inf - f2) / tau_f2

f2_inf = 0.67 / (1 + exp((V + 35) / 7)) + 0.33

tau_f2 = 562 * exp(-(V + 27) ^ 2 / 240) + 31 / (1 + exp((25 - V) / 10)) +

80 / (1 + exp((V + 30) / 10))

dot(fCass) = (fCass_inf - fCass) / tau_fCass

fCass_inf = 0.6 / (1 + (calcium.Ca_ss / 0.05) ^ 2) + 0.4

tau_fCass = 80 / (1 + (calcium.Ca_ss / 0.05) ^ 2) + 2

in [ms]

#Slow delayed rectifier current

[iks]

use membrane.V

i_Ks = g_Ks * Xs ^ 2 * (V - nernst.E_Ks)

in [uA/uF]

g_Ks = 0.2352 [1/ms]

dot(Xs) = (xs_inf - Xs) / tau_xs

xs_inf = 1 / (1 + exp((-5 - V) / 14))

tau_xs = 1 * alpha_xs * beta_xs + 80

alpha_xs = 1400 / sqrt(1 + exp((5 - V) / 6))

beta_xs = 1 / (1 + exp((V - 35) / 15))

#Rapid delayed rectifier current

[ikr]

use membrane.V

i_Kr = g_Kr * sqrt(nernst.K_o / 5.4) * Xr1 * Xr2 * (V - nernst.E_K)

in [uA/uF]

g_Kr = 0.0918 [1/ms]
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dot(Xr1) = (xr1_inf - Xr1) / tau_xr1

xr1_inf = 1 / (1 + exp((-26 - V) / 7))

tau_xr1 = 1 * alpha_xr1 * beta_xr1

alpha_xr1 = 450 / (1 + exp((-45 - V) / 10))

beta_xr1 = 6 / (1 + exp((V + 30) / 11.5))

dot(Xr2) = (xr2_inf - Xr2) / tau_xr2

xr2_inf = 1 / (1 + exp((V + 88) / 24))

tau_xr2 = 1 * alpha_xr2 * beta_xr2

alpha_xr2 = 3 / (1 + exp((-60 - V) / 20))

beta_xr2 = 1.12 / (1 + exp((V - 60) / 20))

#Na/Ca exchange current

[inaca]

use membrane.V

use sodium.Na_i, nernst.Na_o, calcium.Ca_i, nernst.Ca_o

i_NaCa = K_NaCa * (exp(g * vfrt) * Na_i^3 * Ca_o - exp((g - 1) * vfrt) * nao3

* Ca_i * alpha) / (

km * (1 + K_sat * exp((g - 1) * V * phys.FRT)))

in [uA/uF]

vfrt = V * phys.FRT

g = 0.35

nao3 = Na_o^3

km = (Na_o^3 + Km_Nai^3) * (Km_Ca + Ca_o)

K_NaCa = 1000 [uA/uF]

K_sat = 0.1

alpha = 2.5

Km_Ca = 1.38 [mmol/L]

Km_Nai = 87.5 [mmol/L]
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#Na/K pump current

[inak]

use membrane.V

use nernst.K_o, sodium.Na_i

i_NaK = P_NaK * K_o / (K_o + K_mk) * Na_i / (Na_i + K_mNa) / (1 + 0.1245 *

exp(-0.1 * vfrt) + 0.0353 * exp(-vfrt))

in [uA/uF]

vfrt = V * phys.FRT

P_NaK = 2.724 [uA/uF]

K_mk = 1 [mmol/L]

K_mNa = 40 [mmol/L]

#Calcium pump current

[ipca]

i_p_Ca = g_pCa * calcium.Ca_i / (calcium.Ca_i + K_pCa)

in [uA/uF]

g_pCa = 0.1238 [uA/uF]

K_pCa = 0.0005 [mmol/L]

#Potassium pump current

[ipk]

use membrane.V

i_p_K = g_pK * (V - nernst.E_K) / (1 + exp((25 - V) / 5.98))

in [uA/uF]

g_pK = 0.0146 [1/ms]
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#Sodium background current

[ibna]

use membrane.V

i_b_Na = g_bna * (V - nernst.E_Na)

in [uA/uF]

g_bna = 0.00029 [1/ms]

#Calcium background current

[ibca]

use membrane.V

i_b_Ca = g_bca * (V - nernst.E_Ca)

in [uA/uF]

g_bca = 0.000592 [1/ms]

#Calcium dynamics

[calcium]

use membrane.V

ICa_cyt = ibca.i_b_Ca + ipca.i_p_Ca - 2 * inaca.i_NaCa

ICa_tot = ICa_cyt + ical.i_CaL

dot(Ca_i) = Ca_i_bufc * ((i_leak - i_up) * V_sr / phys.V_c + i_xfer - ICa_cyt

* phys.Cm / (2 * phys.V_c * phys.F))

in [mmol/L]

dot(Ca_SR) = Ca_sr_bufsr * (i_up - (i_rel + i_leak))

in [mmol/L]

dot(Ca_ss) = Ca_ss_bufss * (-1 * ical.i_CaL * phys.Cm / (2 * 1 * V_ss *
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phys.F) + i_rel * V_sr / V_ss - i_xfer * phys.V_c / V_ss)

in [mmol/L]

i_rel = V_rel * O * (Ca_SR - Ca_ss)

in [mmol/L/ms]

i_up = Vmax_up / (1 + K_up ^ 2 / Ca_i ^ 2)

in [mmol/L/ms]

i_leak = V_leak * (Ca_SR - Ca_i)

in [mmol/L/ms]

i_xfer = V_xfer * (Ca_ss - Ca_i)

in [mmol/L/ms]

O = k1 * Ca_ss ^ 2 * R_prime / (k3 + k1 * Ca_ss ^ 2)

dot(R_prime) = -k2 * Ca_ss * R_prime + k4 * (1 - R_prime)

k1 = k1_prime / kcasr

in [m^6/s/mol^2 (1000.0)]

k2 = k2_prime * kcasr

in [m^3/s/mol (1000.0)]

k1_prime = 0.15

in [m^6/s/mol^2 (1000.0)]

k2_prime = 0.045

in [m^3/s/mol (1000.0)]

k3 = 0.06 [1/ms]

k4 = 0.005 [1/ms]

EC = 1.5 [mmol/L]

max_sr = 2.5

min_sr = 1

kcasr = max_sr - (max_sr - min_sr) / (1 + (EC / Ca_SR) ^ 2)

V_rel = 0.102 [1/ms]

V_xfer = 0.0038 [1/ms]

K_up = 0.00025 [mmol/L]
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V_leak = 0.00036 [1/ms]

Vmax_up = 0.006375 [mmol/L/ms]

Ca_i_bufc = 1 / (1 + Buf_c * K_buf_c / (Ca_i + K_buf_c) ^ 2)

Ca_sr_bufsr = 1 / (1 + Buf_sr * K_buf_sr / (Ca_SR + K_buf_sr) ^ 2)

Ca_ss_bufss = 1 / (1 + Buf_ss * K_buf_ss / (Ca_ss + K_buf_ss) ^ 2)

Buf_c = 0.2 [mmol/L]

K_buf_c = 0.001 [mmol/L]

Buf_sr = 10 [mmol/L]

K_buf_sr = 0.3 [mmol/L]

Buf_ss = 0.4 [mmol/L]

K_buf_ss = 0.00025 [mmol/L]

V_sr = 0.001094 [um^3]

V_ss = 5.468e-5 [um^3]

#Sodium dynamics

[sodium]

INa_tot = ina.i_Na + ibna.i_b_Na + if.i_f_Na + 3 * inak.i_NaK + 3 *

inaca.i_NaCa

dot(Na_i) = -INa_tot / (phys.V_c * phys.F) * phys.Cm

in [mmol/L]

#Potassium dynamics

[potassium]

IK_tot = ik.i_K1 + ito.i_to + if.i_f_K + isus.i_sus + ikr.i_Kr + iks.i_Ks +

ipk.i_p_K - 2 * inak.i_NaK

dot(K_i) = -IK_tot / (phys.V_c * phys.F) * phys.Cm # phys.Cm is not in the

appendix!
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in [mmol/L]

# Nernst potentials

[nernst]

use potassium.K_i

use sodium.Na_i

use calcium.Ca_i

K_o = 5.4 [mmol/L]

E_K = phys.RTF * log(K_o / K_i)

in [mV]

E_Ks = phys.RTF * log((K_o + P_kna * Na_o) / (K_i + P_kna * Na_i))

in [mV]

P_kna = 0.03

Na_o = 140 [mmol/L]

E_Na = phys.RTF * log(Na_o / Na_i)

in [mV]

Ca_o = 2 [mmol/L]

E_Ca = 0.5 * phys.RTF * log(Ca_o / Ca_i)

in [mV]
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B.2 Script to run cable simulation

[[scriptcable]]

import myokit

import numpy as np

import matplotlib.pyplot as plt

from mpl_toolkits.mplot3d import axes3d

n = 1000

m = get_model()

p = get_protocol()

s = myokit.Simulation1d(m, p, n)

s.set_conductance(5)

s.set_step_size(0.01)

d = s.run(6000, log=[’engine.time’, ’membrane.V’])

f = plt.figure()

x = f.gca(projection=’3d’)

z = np.ones(len(d[’engine.time’]))

for i in range(0, n):

x.plot(d[’engine.time’], z*i, d[’membrane.V’, i])

f = plt.figure()

plt.show()
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B.3 Script for 2D simulation

[[script2D]]

import myokit

import matplotlib.pyplot as plt

n = 1000

m = get_model()

p = get_protocol()

s = myokit.SimulationOpenCL(m, p, ncells=n)

s.set_conductance(9)

s.set_step_size(0.01)

try:

t = 300

d = s.run(t, log_interval=1, log=[’engine.time’, ’membrane.V’])

b = d.block2d()

cv = b.cv(’membrane.V’)

print(’Conduction velocity: ’ + str(cv) + ’ [cm/s]’)

x,y,z = b.grid(’membrane.V’)

plt.figure()

plt.pcolormesh(x,y,z)

plt.grid(False)

plt.xlim(0, t)

plt.ylim(0, n)

plt.colorbar()
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plt.show()

except myokit.SimulationError as e:

print(str(e))
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