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Abstract
Buildings account for a considerable part of the worlds energy consumption. Although
progress has been made concerning the energy requirements for new buildings, it is of
great importance to investigate cost-effective solutions for energy diagnosis and retrofitting
of the existing building stock. This thesis work explores how different strategies for imple-
menting dynamic parameters in a building energy model affect the calibration of selected
building variables. The implications extend to the calibration of building energy models of
existing buildings where important parameters like envelope U-values may be unavailable
when constructing the energy model.

The chosen case study was Living Lab located in Trondheim. Ten different building
energy models were made with varying degrees of hourly scheduled modelling of heat
gain sources extracted from measurement data. An optimization-based calibration algo-
rithm was used to compare the indoor air temperature yielded by simulations with the
measured temperature. The calibration period was set to two winter weeks, chosen due to
the availability of measurement data. The selected calibration variables were the insula-
tion thicknesses in the building envelope, the south window outermost pane conductivity,
the infiltration rate and the mechanical ventilation rate. The real values were known be-
forehand and the discrepancy between the calibration results and the known values were
investigated.

It was found that the models with hourly values of dynamic variables extracted from
measurement data performed better than the base case with no measurement data used.
The findings are qualitative, but underlies the fact that the availability of measurement
data is essential for obtaining good calibration results. Building energy model calibration
is a key factor in terms of decreasing the performance gap between simulated and mea-
sured energy use in buildings. Robust models may contribute to better energy operation,
diagnosis and retrofitting of buildings.
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Sammendrag
Bygninger står for en høy andel av verdens energiforbruk. Selv om det stadig gjøres
fremskritt når det kommer til innstramminger i energikrav for nye bygninger, er det sam-
tidig viktig å undersøke kostnadseffektive løsninger for energieffektivisering av den eksis-
terende bygningsmassen. Denne masteroppgaven tar for seg hvordan ulike strategier for
å implementere dynamiske parametere i en bygningsenergimodell påvirker kalibreringen
av et utvalg variabler. Implikasjonene strekker seg til kalibreringen av energimodeller for
eksisterende bygg, hvor viktige parametere som blant annet U-verdier kan være ukjente
når energimodellen skal konstrueres.

Living Lab lokalisert i Trondheim er valgt som kasusstudie. Ti ulike bygningsenergi-
modeller ble laget, med en varierende grad av modellering med timesverdier for varme-
laster hentet fra måledata. En optimeringsbasert kalibreringsalgoritme ble brukt for å sam-
menligne simulert innetemperatur med målt innetemperatur. Kalibreringsperioden ble satt
til to uker i vinterhalvåret, grunnet tilgangen på måledata fra denne perioden. De utval-
gte kalibreringsvariablene var isolasjonstykkelse i bygningskroppen, konduktiviteten i det
ytre vindusglasset i de sørvendte vinduene, infiltrasjonsraten og den mekaniske ventiler-
ingsraten. De sanne verdiene var kjent på forhånd, og avviket mellom kalibreringsresul-
tater og sanne verdier ble undersøkt.

Det ble funnet at modellene med timesverdier av dynamiske variabler hentet fra måledata
ga bedre resultater enn grunnmodellen hvor ingen måledata ble brukt i modelleringen.
Funnene er av kvalitativ natur, men bidrar til å fremheve det faktum at tilgjengelighet på
måledata er vesentlig for å oppnå gode kalibreringsresultater. Kalibrering av bygningsen-
ergimodeller er en nøkkelfaktor når det kommer til å redusere avviket mellom simulert og
målt energiforbruk i bygninger. Robuste modeller vil kunne bidra til en bedring i energi-
effektiv drift, diagnostisering og oppgradering av bygninger.
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This thesis is the final product of the integrated master study in energy and environ-
mental engineering at NTNU Gløshaugen, Trondheim. It was written during the period
of January 2019 to June 2019. The chosen specialization for the five year study has been
energy supply and HVAC in buildings.

My interest in reducing building energy use has been present since the start of the study,
being the main motivation behind the selection of the engineering specialization. Choosing
to enter the field of building energy modelling from an energy-related perspective has
allowed me to get familiar with both thermal properties of the building construction, while
at the same time offered insight in the heating, ventilation and air-conditioning systems
that are key factors when it comes to the building energy performance.

In the fall of 2018 I decided not to go further with the project thesis and changed the
theme of my master. In this context I reached out to Mohamed Hamdy, who works as an
associate professor at the Department of Civil and Environmental Engineering. Mohamed
offered to supervise me in a master thesis about the use of multi-objective optimization
to calibrate building energy models. He had co-operated with the PhD-student Sandra
Martı̀nez Mariño in the fall of 2018 to develop an optimization-based genetic calibration
algorithm and wanted the algorithm to be tested on a real building. It has been a theoretical
approach to solving a practical real-world issue, in which I have enjoyed.

I would like to thank my supervisor Mohamed Hamdy for taking me in as a student
even though we belong to different departments. He has been a great support in the process
of directing the scope and aim of the thesis. I would also like to thank Sandra Martı̀nez
Mariño for being available for skype meetings and letting me test her calibration algorithm
on a real building. Finally I want to thank my co-supervisor Kristian Skeie for helping me
find and analyze measurement data from Living Lab, as well as being very helpful and
supportive during the process of getting familiar with Living Lab.

iii



Table of Contents

Abstract i

Summary in Norwegian ii

Preface iii

Table of Contents vi

List of Tables vii

List of Figures ix

Abbreviations x

1 Introduction 1
1.1 Background and motivation . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aim and scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Problem description 3

3 Literature Review 4
3.1 Performance based buildings . . . . . . . . . . . . . . . . . . . . . . . . 4
3.2 Building performance simulation . . . . . . . . . . . . . . . . . . . . . . 5
3.3 Uncertainty analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.4 Calibration of building energy models . . . . . . . . . . . . . . . . . . . 7

3.4.1 Optimization-based calibration . . . . . . . . . . . . . . . . . . . 7

4 Theory 11
4.1 Error estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4.1.1 Normalized Mean Error . . . . . . . . . . . . . . . . . . . . . . 11
4.1.2 Normalized Mean Bias Error . . . . . . . . . . . . . . . . . . . . 12

iv



4.1.3 Coefficient of Variation of Root Mean Square Error . . . . . . . . 12
4.1.4 Coefficient of determination (R2) . . . . . . . . . . . . . . . . . 12
4.1.5 Standardized Contingency Coefficient . . . . . . . . . . . . . . . 13
4.1.6 Symmetric Mean Absolute Percentage Error . . . . . . . . . . . 14

4.2 Heat transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2.1 Conduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2.2 Convection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2.3 Radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4.3 U-values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.4 Thermal bridges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5 Case Study 19
5.1 ZEB Living Lab, NTNU . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5.1.1 Building specifications . . . . . . . . . . . . . . . . . . . . . . . 19

6 Methodology 23
6.1 Step 1: Collecting measurement data . . . . . . . . . . . . . . . . . . . . 24
6.2 Step 2: Building Energy Model (BEM) . . . . . . . . . . . . . . . . . . . 25

6.2.1 Geometry and zoning . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2.2 Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.2.3 Weather data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

6.3 Step 3: Modelling of dynamic parameters . . . . . . . . . . . . . . . . . 33
6.3.1 Internal gains . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.3.2 HVAC system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3.3 Air handling unit . . . . . . . . . . . . . . . . . . . . . . . . . . 37

6.4 Step 4: Creating the 10 energy models . . . . . . . . . . . . . . . . . . . 39
6.5 Step 5: Performing the optimization-based calibration . . . . . . . . . . . 39

6.5.1 Selection of calibration options . . . . . . . . . . . . . . . . . . 40
6.5.2 Definition of calibration variables . . . . . . . . . . . . . . . . . 41

6.6 Step 6: Evaluation of results . . . . . . . . . . . . . . . . . . . . . . . . 42

7 Results and discussion 43
7.1 Model 0: Base case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
7.2 Model 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7.3 Model 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.4 Model 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.5 Model 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.6 Model 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.7 Model 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.8 Model 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.9 Model 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.10 Model 9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.11 Best result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.12 Overall evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.13 General discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

v



8 Conclusion 56

9 Future work 57

Bibliography 57

Appendix 62
9.1 MATLAB script for CV(RMSE) analysis of KPI . . . . . . . . . . . . . . 62
9.2 MATLAB script for SMAPE analysis and Pareto frontiers . . . . . . . . . 64
9.3 Pareto frontiers for the error functions . . . . . . . . . . . . . . . . . . . 70

vi



List of Tables

4.1 3x3 contingency table for χ2-test . . . . . . . . . . . . . . . . . . . . . . 13

5.1 Building envelope specifications, Living Lab . . . . . . . . . . . . . . . . 21
5.2 External wall layers, Living Lab . . . . . . . . . . . . . . . . . . . . . . 21

6.1 Volume and area for Living Lab BEM zones . . . . . . . . . . . . . . . . 25
6.2 Material layers used in Living Lab model . . . . . . . . . . . . . . . . . 27
6.3 Window specifications, Living Lab model . . . . . . . . . . . . . . . . . 28
6.4 Thermal bridge values from nine Swedish passive houses . . . . . . . . . 29
6.5 Thermal bridge values inserted in EnergyPlus . . . . . . . . . . . . . . . 30
6.6 Different strategies for implementing internal gains . . . . . . . . . . . . 35
6.7 Water radiator settings in BEM . . . . . . . . . . . . . . . . . . . . . . . 37
6.8 Air handling unit settings in BEM . . . . . . . . . . . . . . . . . . . . . 38
6.9 AHU air supply to zones in BEM . . . . . . . . . . . . . . . . . . . . . . 38
6.10 Calibration models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.11 Calibration variables for the optimization algorithm . . . . . . . . . . . . 41

7.1 Model 0: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 44
7.2 Model 1: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 46
7.3 Model 2: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 47
7.4 Model 3: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 47
7.5 Model 4: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 48
7.6 Model 5: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 49
7.7 Model 6: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 50
7.8 Model 7: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 50
7.9 Model 8: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 51
7.10 Model 9: Best SMAPE indicators . . . . . . . . . . . . . . . . . . . . . 52
7.11 Total evaluation of the optimized calibration parameters . . . . . . . . . . 54

vii



List of Figures

3.1 Building subsystems (Hensen and Lamberts, 2011) . . . . . . . . . . . . 5
3.2 Forward and inverse data uncertainty analysis in building performance

analysis (Tian et al., 2018) . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.3 Genetic algorithm procedure (Lara et al., 2017) . . . . . . . . . . . . . . 8
3.4 Harmony search algorithm procedure (Asadi et al., 2019) . . . . . . . . . 10

4.1 One-dimensional conduction through a wall . . . . . . . . . . . . . . . . 15

5.1 Living Lab at NTNU, Trondheim (NTNU Department of Archtecture and
Technology, 2019) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

5.2 Living Lab AutoCAD blueprint with explanations . . . . . . . . . . . . . 20
5.3 Inside the technical room in Living Lab . . . . . . . . . . . . . . . . . . 22

6.1 Methodology process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.2 Indoor temperature measurements from Living Lab - 13.12.2018-10.01.2019 25
6.3 Living Lab BEM created with DesignBuilder . . . . . . . . . . . . . . . 26
6.4 Chosen zone partitions of Living Lab . . . . . . . . . . . . . . . . . . . . 26
6.5 South facing windows with solar thermal collector, Living Lab . . . . . . 29
6.6 Main area zone temperature with south window shading always on/off . . 29
6.7 Distance from Living Lab to Voll weather station (Google Maps, 2019) . 31
6.8 Outdoor temperature measurements from Living Lab . . . . . . . . . . . 32
6.9 Solar irradiation for 2018, Voll weather station . . . . . . . . . . . . . . . 32
6.10 Air temperature for 2018, merged measurements from Voll and Living Lab 33
6.11 Measured internal gains in zone . . . . . . . . . . . . . . . . . . . . . . 34
6.12 Schedule for internal gains . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.13 Detailed HVAC plant model . . . . . . . . . . . . . . . . . . . . . . . . 36
6.14 Radiator power, supply and return temperature in the measured period . . 37
6.15 Schedule for water radiator . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.16 Air handling unit supply temperatures . . . . . . . . . . . . . . . . . . . 38
6.17 Schedule for AHU supply air . . . . . . . . . . . . . . . . . . . . . . . . 39
6.18 Calibration algorithm options . . . . . . . . . . . . . . . . . . . . . . . . 40

viii



6.19 Chosen methodology for evaluating the calibration results . . . . . . . . . 42

7.1 Model 0: Optimal values for calibration variables . . . . . . . . . . . . . 44
7.2 Model 0: Pareto solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.3 Indoor air temperatures for model 1 . . . . . . . . . . . . . . . . . . . . 46
7.4 Optimal values for calibration variables for model 1 . . . . . . . . . . . . 46
7.5 Optimal values for calibration variables for model 2 . . . . . . . . . . . . 47
7.6 Optimal values for calibration variables for model 3 . . . . . . . . . . . . 48
7.7 Optimal values for calibration variables for model 4 . . . . . . . . . . . . 48
7.8 Optimal values for calibration variables for model 5 . . . . . . . . . . . . 49
7.9 Optimal values for calibration variables for model 6 . . . . . . . . . . . . 50
7.10 Optimal values for calibration variables for model 7 . . . . . . . . . . . . 51
7.11 Optimal values for calibration variables for model 8 . . . . . . . . . . . . 51
7.12 Optimal values for calibration variables for model 9 . . . . . . . . . . . . 52
7.13 Percentage discrepancy plot for optimal solution . . . . . . . . . . . . . . 53
7.14 Indoor temperature distribution for best model . . . . . . . . . . . . . . . 53

9.1 Pareto solutions for model 1 . . . . . . . . . . . . . . . . . . . . . . . . 70
9.2 Pareto solutions for model 2 . . . . . . . . . . . . . . . . . . . . . . . . 71
9.3 Pareto solutions for model 3 . . . . . . . . . . . . . . . . . . . . . . . . 72
9.4 Pareto solutions for model 4 . . . . . . . . . . . . . . . . . . . . . . . . 73
9.5 Pareto solutions for model 5 . . . . . . . . . . . . . . . . . . . . . . . . 74
9.6 Pareto solutions for model 6 . . . . . . . . . . . . . . . . . . . . . . . . 75
9.7 Pareto solutions for model 7 . . . . . . . . . . . . . . . . . . . . . . . . 76
9.8 Pareto solutions for model 8 . . . . . . . . . . . . . . . . . . . . . . . . 77
9.9 Pareto solutions for model 9 . . . . . . . . . . . . . . . . . . . . . . . . 78

ix



Abbreviations

BEM = Building Energy Model
GA = Genetic Algorithm
PSO = Particle Swarm Optimization
HS = Harmony Search
IAQ = Indoor Air Quality
ASHRAE = American Society of Heating, Refrigerating and Air-Conditioning Engineers
AHU = Air Handling Unit
CAV = Constant Air Volume
AC/h = Air Changes/hour
PCM = Phase Changing Material
KPI = Key Performance Indicator
NME = Normalized Mean Error
NMBE = Normalized Mean Bias Error
CV(RMSE) = Co-Variation of Root Mean Square Error
SMAPE = Symmetric Mean Absolute Percentage Error
MAPE = Mean Absolute Percentage Error

x



Chapter 1
Introduction

1.1 Background and motivation
The concept of anthropogenic climate change has evolved from being a contentious issue
to a measurable phenomenon. Energy retrofitting of buildings is an important means of
reducing the carbon footprint from the built environment, which contributes to approx-
imately 40% of the greenhouse gas emissions (Global Alliance for Buildings and Con-
struction, 2019). A large share of the existing buildings will still be present for many
years to come. In this regard, it is of essence to shed light on the energy refurbishment
of this building mass. There is often seen a discrepancy between simulated and measured
building energy use. This discrepancy can be explained by uncertainty in the building en-
ergy model. This uncertainty may origin from the natural variation of the parameters in
the model, or lack of information. Information about envelope parameters are not always
present, especially for old buildings that are of particular interest when it comes to energy
diagnosis and retrofitting. A strategy for finding these parameters through the use of cal-
ibration techniques may contribute to more reliable results, when simulation is used as a
tool for investigating various means for improving the energy efficiency of buildings.

1.2 Aim and scope
This thesis explores the calibration of building parameters in the test facility Living Lab in
Trondheim, through the use of a multi-objective optimization algorithm developed in Mat-
lab. The inputs of the algorithm are a set of calibration variables, a building energy model
and measurement data of a key performance indicator. The optimization algorithm com-
pares the key performance indicator yielded by the simulations with the actual measured
performance on an hourly basis. The program alters the calibration variables to minimize
the error between the measured and simulated temperatures. The scope is limited to the in-
vestigation of how the modelling of dynamic parameters like heating, air conditioning and
internal gains affects the outcome of the calibration. 10 different building energy models

1



1.3 Thesis outline

were made with different combinations of dynamic parameter modelling. Compensation
and cancellation effects resulting from the calibration were investigated. The aim of the
thesis is to contribute to a better understanding of how unknown building parameters can
be extracted through the use of an optimization-based calibration tool.

1.3 Thesis outline
The first chapter of the thesis is the introduction. The following chapter is a literature
review, which starts with a bird’s-eye view and narrows down to different strategies for
the optimization-based calibration of building energy models. This structure is chosen to
contextualize the theme of the thesis and show how it relates to the field of building energy
simulation. The next part deals with theory that is used in the methodology part. The fifth
chapter introduces the reader to the case study, Living Lab. It is followed by the method-
ology chapter which describes in a chronological manner the different steps performed to
enable the investigation of Living Lab building parameters. In the seventh chapter, the
results from the calibration of the building energy models are presented together with a
discussion of the results. These parts are merged to avoid repetitive information about
the models. Finally the conclusion is presented together with recommendations for future
work. The last part of the thesis includes the bibliography and the appendix.

2



Chapter 2
Problem description

Title: Strategies for Modelling Dynamic Parameters in Optimization-Based Building
Energy Model Calibration: A Case Study

The building simulation scope is not limited to building design, but also building operation
and diagnosis. Building refurbishment as a means of reducing the energy consumption of
the built environment is gaining increased attention. In this regard building energy simu-
lation has proven to be a valuable tool. The increased interest in building monitoring and
operation has broadened the possibilities of calibrating building energy models to closely
match measured data. The exact values of certain building parameters are not always avail-
able for existing buildings. Such unknown parameters can be input calibration variables in
an optimization-based algorithm. However, there is a risk that these calibrated values may
compensate for other conditions in the model that are the real cause for the discrepancy.
The objective of this thesis is to collect building measurement data from a real building
and see how the modelling of dynamic variables affects the calibration of selected known
variables. The calibration will be performed through the use of a multi-objective opti-
mization algorithm developed in Matlab. Living Lab will be used as a case study due to
the access of building information and measurement data. The aim is not limited to the
calibration of Living Lab, but to explore results that may be applicable to other buildings
and hereby relevant to the building industry in general.

Supervisor: Mohamed Hamdy, Associate Professor, Department of Civil and Environ-
mental Engineering, NTNU
Co-supervisor: Kristian Stenerud Skeie, PhD Candidate, Department of Architecture and
Technology, NTNU
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Chapter 3
Literature Review

This chapter deals with a literature review of building performance simulation and con-
textualizes building energy model calibration. Furthermore it provides a brief overview of
some of the optimization-based calibration techniques that are seen today. The subchap-
ters about building performance simulation and uncertainty analysis are collected from the
project thesis Energy-related occupant behavior - Movement monitoring, written by the
author (Haug, 2018).

3.1 Performance based buildings
One of the big challenges in today’s building sector is to design sustainable buildings that
also fulfill the operational requirements that the building is intended for (Hensen and Lam-
berts, 2011). The challenge is complex due to the many dynamic processes to take into
account, with some of them being potentially conflicting. The interactions are illustrated
in figure 3.1. The rise of global temperatures and human contribution to climate change is
one key factor that urges regulations towards the building industry in reducing both energy
use in construction processes, together with the recycling of materials and the usage of
materials with reduced carbon footprints. Another aspect is the operational energy use of
the building. The annual energy use must be within certain limits set by national authori-
ties. At the same time, building usage has become more flexible with the introduction of
technology that facilitates work out of office and other changing occupancy patterns. The
technology has also contributed to growing occupant demands and expectations of com-
fort. The link between indoor environment and productivity, well-being and health of the
occupants is also gaining increasing attention. To enable the simultaneous management of
all these aspects, an integrated approach is required in order to achieve robust building and
system solutions (Claridge, 2011).

Traditionally, buildings have been designed by the means of prescriptive terms. The
various properties of a building have been the key design parameters, not the actual per-
formance of the building (Augenbroe, 2011). A simple example is the focus on facade
U-values, thermal bridges and infiltration as opposed to the buildings’ annual energy use

4



3.2 Building performance simulation

Figure 3.1: Building subsystems (Hensen and Lamberts, 2011)

for heating and cooling. They are indeed related, however the focus on performance in-
dicators such as annual energy use, indoor temperatures and indoor air quality as design
parameters themselves has not been the main driving force in building design. The in-
creasing complexity of building performance simulation enables a more detailed analysis
of these key performance indicators (KPI).

3.2 Building performance simulation
Building Performance Simulation (BPS) consists of using software to simulate different
aspects of building performance. The analysis of energy consumption represents a chal-
lenging task, due to the complex interaction between the building, climate and weather,
occupants, HVAC system among other subsystems like electrical equipment (Mustafaraj
et al., 2014). Numerous programs like EnergyPlus, ESP-R and IDA-ICE have been devel-
oped to investigate the energy demand and indoor air quality (IAQ) of buildings. The sim-
ulation tools usually include apprehensive databases with information regarding weather
data from the geographical areas the simulations are intended for, solar intensity through-
out the year and daylight availability. When modelling the building, the software prompts
the user for input data, like the geometry, orientation, material specifications, infiltration
and domestic hot water use among other parameters. Depending on the program, a sim-
plified or detailed HVAC system and scheduling of lighting, equipment and occupancy
may also be implemented. Based upon the collected information, predictions regarding
the annual energy demand is calculated by the software. However, the discrepancy be-
tween predicted building performance and the simulated building performance, is found
to be considerable (Khoury et al., 2017). The discrepancy can be explained by doing an
uncertainty analysis of the simulation process.
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3.3 Uncertainty analysis
For every modelling process where computation is utilized to simulate a physical system,
there are numerous choices to be made which affects accuracy in predictions. Both the
software developers and the user of the software impact how well the simulations repre-
sents reality (National Research Council, 2012). Some of the information implemented
in computational models may lack the benefit of precision, others may be influenced by
various assumptions that has to be done. When adding up all of the potential uncertainty
factors, the simulation process has the potential of falling victim to serious validity con-
cerns. On a general basis, the uncertainty in building energy models can be divided into
two main categories, depending on the order of which data is obtained and analyzed (Tian
et al., 2018). Figure 3.2 illustrates the two categories.

Figure 3.2: Forward and inverse data uncertainty analysis in building performance analysis (Tian
et al., 2018)

The software simulations represent a forward uncertainty propagation. The input pa-
rameters are being used in mathematical models to quantify the system uncertainty, gen-
erated by the uncertainty of the individual parameters. In model calibration, measured
energy data from buildings are used for determining the unknown variables with the use
of mathematical models. The uncertainty in forward propagation is the most studied, even
though both uncertainty factors are present in terms of building performance analysis.
This may be due to the fact that the uncertainty quantification in model calibration repre-
sents more difficulty. Nevertheless, they are closely linked. To enable the determination
of uncertainty in parameters, the results from the inverse uncertainty analysis in the mea-
sured energy data can be used for energy predictions from various energy saving methods
(Heo et al., 2012). When dealing with computational modelling, a distinction between two
sources of uncertainty is often made. One source is called the epistemic uncertainty. This
category represents the systematic uncertainty caused by a lack of knowledge of the phys-
ical system. The other source, aleatory uncertainty, represents the uncertainty that comes
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with the natural variation of the physical system that is being modelled (He et al., 2015).

3.4 Calibration of building energy models
Calibration can be used as a means to reduce systematic uncertainty in building perfor-
mance simulation. This process consists of using an existing building simulation software
and ”tuning”, or calibrating, the inputs so that observed energy use matches with the en-
ergy use predicted by the software (Reddy, 2006). This calibration process relies on the
access of measured building data. There are several motivations for calibrating a building
energy model. One is to identify potential building energy savings and demand reduc-
tion measures. Another is to identify parts of the building that will benefit from further
analysis (Ramos Ruiz et al., 2016). Calibration also increases the confidence in further
simulations. There are several ways of approaching the calibration process. Mustafaraj
et al. (2014) identifies three general methods:

1. Iterative. The calibration is done manually by the user with a trial-and-error ap-
proach. The method relies heavily on the user’s experience with building energy
simulation.

2. Graphical. Graphical representations of outputs offered by the simulation runs are
compared with measured data. Comparison of for instance peak loads or tempera-
ture profiles are used to further orient the calibration.

3. Automated methods. The calibration is done in an automated manner, by the use
of a calibration software. This may be performed with a multi-objective optimiza-
tion tool which adjusts certain parameters and compares simulation outputs with
measured data.

3.4.1 Optimization-based calibration
There have been developed many tools to investigate the trade-off between competitive
objectives. The optimization approach is typical for engineering processes in the design
phase, where contrasting objectives are compared to reach the optimal solution. More re-
cently, this optimization-based approach has entered the field of building energy model
calibration (Lara et al., 2017). Typically, a brute-force approach has been used where
all possible options are investigated by performing sensitivity analyses with parametric
studies. This approach is often computationally expensive and time-consuming. For this
reason, optimization-based algorithms have been implemented to speed up the calibra-
tion process. The following text identifies three strategies that are commonly seen in
optimization-based building energy model calibration.

Genetic algorithm

Genetic algorithms (GA) have been found to be effective for the investigation of calibration
parameters. GA is based on the theory of evolution by Darwin. The algorithm starts
with an initial population of random individuals, in this instance, sets of random values
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for the calibration variables within specified upper and lower bounds. Each individual
solution is treated as a chromosome, containing a number of variables, or genes. The
chromosomes with the best scores from the initial generation are further selected to create
the next generation. This is done by either altering the genes from the different solutions,
called cross-over, or introducing random changes, called mutation. The algorithm may
be stopped by either defining a number of suitable solutions to look for, or a maximum
number of generations allowed. Figure 3.3 illustrates the process. This genetic algorithm
function is available in the Matlab Global Optimization Toolbox and lays the foundation of
the optimization-based algorithm used in this thesis. In a study by Lara et al. (2017), both
a parametric approach and a genetic algorithm approach were used to calibrate the High
School State Institute Francesco da Collo in Conegliano Veneto. It was found that the
parametric calibration took 4746 calculation hours, whereas the genetic algorithm spent
90 calculation hours to achieve a similar Pareto frontier with optimal solutions.

Figure 3.3: Genetic algorithm procedure (Lara et al., 2017)

Particle Swarm algorithm

Particle Swarm Optimization (PSO) has taken inspiration from the synchronous, social
interaction of bird flocks and fish schools. The methodology was created by Kennedy and
Eberhart (1995) as a means of optimizing nonlinear functions. The algorithm introduces
a population of particles, namely a swarm, which is capable of adjusting their time de-
pendent position based on information about their own and their neighbouring particles’
position (Slanzi et al., 2014). The velocity of each particle is adaptable and the best posi-
tion it has visited is recorded. The best position transfers to the position with the lowest
objective function value. In building energy model calibration, this signifies the position
with the lowest discrepancy between simulated and measured data. The optimal positions
by the neighborhood particles are communicated with each other and affect the movement
of the individual particles, referred to as the social component. The cognitive component
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is the particle’s recognition of its own best position. The optimal solution is reached when
the neighborhood of each particle consists of the whole swarm, yielding a continuous con-
nection among the particles.

In a case study by Monetti et al. (2015), particle swarm optimization was used for
calibrating a building energy model. The key performance indicator used for calibrating
the parameters was the building heating energy consumption. Occupancy was not con-
sidered as it was a test facility. The parameters were altered within a specified upper
and lower bound until the simulated heating consumption closely matched the monitored
heating consumption. The methodology was centered around four steps. Step 1 was the
creation of an uncalibrated building energy model in the software EnergyPlus. Step 2 was
pre-processing, where data regarding heating consumption and weather information was
collected. An optimization tool, GenOpt, was coupled with the uncalibrated EnergyPlus
building energy model. The calibration parameters were selected based on a literature
review of uncertainty within building energy models and further given upper and lower
bounds for calibration. In step 3, the optimization was performed. The strategy used was
a hybrid pattern search with particle swarm optimization. Step 4 included post-processing
where the outputs were tested for accuracy through the use of Mean Bias Error (MBE), the
Root Mean Square Error (RMSE) and the Coefficient of Variation of RMSE (CV(RMSE)).
It was found that the calibration of static building envelope parameters performed better
than the calibration of time dependent parameters like internal gains, ground temperature
and infiltration rates. ASHRAE Guide 14 considers a building model calibrated if hourly
MBE values fall within ±10% and hourly CV(RMSE) values fall below 30% (Garrett and
New, 2016). All of the models reached the MBE treshold after 11 calibration runs.

Harmony Search algorithm

Another optimization-based calibration approach is the use of the harmony search (HS)
algorithm. The method was developed by Geem and Kim (2001) and is illustrated in fig-
ure 3.4. It has proven to be a powerful tool for building energy model calibration (Asadi
et al., 2019). The method is based on heuristic principles and mimicks the improvisation
of music players (Geem and Kim, 2001). The key element of the algorithm is the combi-
nation of both rules and and randomness, to achieve an optimization strategy that imitates
natural phenomena. There are four steps in the process. Step 1 is the initialization of a
harmony memory. In figure 3.4 it is illustrated by the initial random solution. In step 2,
a new harmony is improvised from harmony memory, which is transferable to the process
of simulation. Step 3 involves the testing of the harmony memory, or simulation result.
If the result is better than the previous, it is stored in memory. The least optimal result
previously stored is then excluded from memory. Step 4 is the progress back to step 2 if
the stopping criteria are not satisfied.

The literature review has revealed that there are many ways of implementing optimization-
based algorithms for the calibration of building energy models, as opposed to a unique,
global standard. Every calibration process is a function of available resources, like compu-
tational power, the complexity, aim and scope of the task as well as the previous experience
of the building energy modeller.
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Figure 3.4: Harmony search algorithm procedure (Asadi et al., 2019)
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Chapter 4
Theory

The following chapter includes theory that is considered relevant for the understanding
of the simulation and calibration processes presented in the thesis. The error estimation
chapter sheds a light on the mathematical foundation behind the objective functions in the
calibration algorithm. The heat transfer parts elaborates on thermodynamic properties of
the calibration variables and the building energy model.

4.1 Error estimation
To enable the calibration of a model, the error between measured and simulated data must
be taken into account. There are many approaches when it comes to calculating this error.
In its simplest form, the error is found by equation 4.1:

ε = Mi − Si (4.1)

where:
Mi = measured data at instance i
Si = simulated data at instance i

The following subchapters deal with the five error estimation methods used in the
calibration algorithm, as well as the SMAPE indicator used for evaluating the resulting
calibrated variables.

4.1.1 Normalized Mean Error
The Normalized Mean Error (NME) is a dimensionless indicator that sums the absolute
difference between the measured and simulated results for the same time interval, and
divides it with the total of the measured data values (Ruiz and Bandera, 2017).
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NME =

∑n
i=1 |Mi − Si |∑n

i=1Mi
× 100 (4.2)

4.1.2 Normalized Mean Bias Error
The Normalized Mean Bias Error (NMBE) gives the global difference between the sim-
ulated and real values. A shortcoming when it comes to the NMBE indicator is the po-
tential cancellation effect. A negative value indicates that the simulated value is an under-
prediction, whereas a positive value is an indication of a simulated over-prediction. The
sum of these values can lead to a good NMBE score, although the model may suffer from
validity concerns.

NMBE =

∑n
i=1(Mi − Si)∑n

i=1Mi
× 100 (4.3)

4.1.3 Coefficient of Variation of Root Mean Square Error
The next dimensionless error estimation equation shares similarities with 4.1.2, with the
exception being that the difference between measured and simulated data is squared, fol-
lowed by a root after the sum is iterated through. This leaves out potential cancellation
effects (Royapoor and Roskilly, 2015).

CV (MRSE) =
1

M̄
·
√∑n

i=1(Mi − Si)2
n

× 100 (4.4)

4.1.4 Coefficient of determination (R2)
The coefficient of determination, R2, is a measure of how much of the variation in a de-
pendent variable that can be explained by the independent variable. The method implies a
graphical approach, where the closeness of the simulated values compared to the regres-
sion line of the measured values is calculated. A coefficient of determination value of 1
indicates a perfect match between measured and simulated values. On the other hand, a
low value indicates big differences between the simulated and the measured values. The
American Society of Heating, Refrigerating and A-C Engineers (ASHRAE) recommends
that the obtained R2- value should never be less than 0.75 for calibrated models (Ruiz and
Bandera, 2017).

R2 =

(
n ·
∑n
i=1Mi · Si −

∑n
i=1Mi ·

∑n
i=1 Si√

(n ·
∑n
i=1M

2
i − (

∑n
i=1Mi)2) · (n ·

∑n
i=1 S

2
i − (

∑n
i=1 Si)

2)

)2

(4.5)
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4.1 Error estimation

4.1.5 Standardized Contingency Coefficient
The standardized contingency coefficient,Cχ2 , is based on the chi-squared test (Vogt et al.,
2018). This test is frequently used in statistics to evaluate the dependency between simu-
lated and measured data. Firstly, The hourly difference δyt between the data is calculated
and categorized in three categories:

1: ∆yt > 0: increasing value
2: ∆yt < 0: decreasing value
3: ∆yt = 0: constant value (±1.5%)

Secondly, the contingency table shown in table 4.1 is derived from the categorization.
N indicates the total number of intervals ∆yt, whereas Nobs and Nexp indicates the ob-
served and expected numbers of occurrences of a certain interval yt, respectively.

Table 4.1: 3x3 contingency table for χ2-test

Measurement
decrease constant increase Total

Simulation decrease Nobs
1,1 Nobs

1,2 Nobs
1,3 N1

constant Nobs
2,1 Nobs

2,2 Nobs
2,3 N2

increase Nobs
3,1 Nobs

3,2 Nobs
3,3 N2

Total N1 N2 N3 N

The chi-square statistic tests the statistical dependency between the simulated and mea-
sured data, and may be calculated with equation 4.6:

χ2 =

3∑
k=1

3∑
j=1

(Nobs
k,j −N

exp
k,j )2

Nexp
k,j

(4.6)

where:
Nexp
k,j =

Nk·Nj

N

The chi-square statistic decreases when the observed number Nobs
k,j is a good match to

the expected number Nexp
k,j . This signifies that the observed distribution fits the theoretical

distribution and indicates that the corresponding distribution is random. Hence, a great χ2-
value increases the likelihood of a dependency between the simulated and measured data.
The standardized contingency coefficient is a means of limiting the range of the coefficient
from 0− 1:

Cχ2 =

√
m

m− 1
·

√
χ2

N + χ2
(4.7)

where:
χ2 = the chi-square statistic
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4.2 Heat transfer

N = the total number of data points/measurements
Cχ2 = the standardized contingency coefficient
m = number of rows/columns in the contingency table = 3

A Cχ2 close to 1 indicates a strong association between measured and simulated data,
whereas a Cχ2 close to zero indicates a low degree of association.

4.1.6 Symmetric Mean Absolute Percentage Error
The symmetric mean absolute percentage error, or SMAPE, may be used as an indicator for
the comparison of calibration outcomes against the real values for calibration parameters.

100

n

n∑
i=1

| Fi −Ai |
|Fi|+|Ai|

2

(4.8)

where:
n = number of parameters
Fi = calibrated parameter value
Ai = known parameter value

4.2 Heat transfer
The heat transfer between the building envelope and the surroundings is fundamental when
it comes to analyzing the building performance. Heat transfer may be described by three
different processes, namely conduction, convection and radiation (Rajendra, 2017).

4.2.1 Conduction
Conduction implies heat transfer through a material. The particles in the body transfer
heat without the need of motion of the material. Whenever a temperature gradient exists
in a media, thermal conduction occurs. The one-dimensional, steady-state transfer of heat
through conduction is described by the Fourier equation:

q̇ = −kAdT
dx

[W ] (4.9)

where:
q̇ = heat transfer rate (W)
k = thermal conductivity (W/mK)
A = area normal to the heat flow (m2)
dT
dx = temperature gradient (K/m)
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4.2 Heat transfer

Most building envelope constructions consist of more than one layer. By defining a
thermal resistance R for each layer, the total resistance can be summarized and hereby the
total convection heat transfer.

R =
x2 − x1

k
=

∆x

k
[m2K/W ] (4.10)

where:
∆x = layer thickness (m)

n∑
i=1

Rtot = R1 +R2 + ...+Rn (4.11)

The one-dimensional steady state conduction heat transfer can then be modelled by
equation 4.12.

q̇ = A
T1 − T2
Rtot

[W ] (4.12)

x

R3

R2

R1

ΔX1 ΔX2 ΔX3

T1

T2

Figure 4.1: One-dimensional conduction through a wall

4.2.2 Convection
Heat transfer by convection implies movement of the medium itself (Rajendra, 2017).
Convection happens when a fluid moves from a region of one temperature state to another
region with another temperature. Fluid may refer to both gases and liquids. When cold air
meets a warm surface, the surface heats up the surrounding air and causes the density of air
to decrease. This will in turn cause the denser air to move towards the warmer air near the
surface due to pressure differences. The movement caused by temperature differences and
the gravitational force are referred to as convection currents. The effect is called buoyancy
and the convection flow is referred to as natural convection. The forced movement of
a liquid through the use of a fan or other mechanical equipment is referred to as forced
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4.2 Heat transfer

convection. The heat transfer between a solid surface and a fluid can be described by
Newtons law of cooling:

q̇ = hA∆T [W ] (4.13)

where:
h = heat transfer coefficient (W/m2K)
A = surface area (m2)
∆T = temperature difference between solid and bulk fluid (K)

4.2.3 Radiation
Radiation heat transfer is the transfer of thermal energy by electromagnetic waves (Spitler,
2011). A body emits a certain amount of energy by radiation, which depends on the tem-
perature and the emissivity ε of the body. Radiation is not dependent on any liquid or solid
material, hence it may exist in a vacuum. The thermal energy radiates from one surface and
is absorbed by another surface. The amount of energy that is absorbed, emitted or reflected
by a surface will depend on wavelength and the relative direction of the radiation with re-
gards to the surface. The direction dependency is called specular. Some surfaces are not
dependent on the direction of the radiation, and they are referred to as diffuse. Surfaces
that are dependent on the wavelength are called spectral, whereas surfaces independent on
the wavelength are called grey. Important parameters when it comes to radiation are:

• Absorptance α, the ratio of radiation that is absorbed by the surface. A blackbody
absorbs by definition all the radiation incident on it.

• Emittance ε, the ratio of radiation that is emitted by a surface compared to a black-
body with an equal temperature.

• Reflectance ρ, the ratio of radiation that is reflected by a surface to that incident on
the surface.

• Transmittance τ , the radiation ratio transmitted by a translucent surface to that inci-
dent on the surface.

With relevance to building physics, most surfaces are treated as gray and diffuse. How-
ever, Spitler (2011) accounts for two exceptions. The first one is the distinction between
the short-wave radiation and the long-wave radiation emitted by internal gains in the build-
ing, such as occupants and lighting. The second exception is for windows, where solar
radiation may be treated either as specular or diffuse. Since the solar beam angles are
of importance for the thermal radiation through the windows, they are generally hourly
calculated for the specific incidence angle. Radiation heat transfer between surface 1 and
surface 2 may be calculated using equation 4.14.

q̇1−2 =
σ(T 4

1 − T 4
2 )

1−ε1
A1ε1

+ 1
A1F1−2

+ 1−ε2
A2ε2

(4.14)
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where:
σ = Stefan-Boltzmann constant (5.673 ·10−8(W/m2K4)
T1 and T2 = surface temperatures of surface 1 and 2 (K)
ε1 and ε2 = emittances of surface 1 and 2
F1−2 = View factor from surface 1 to surface 2

Irradiation

Irradiation is an expression that describes how much radiation that is received by a surface.
For building energy modelling, the solar irradiation is an important variable in terms of the
solar thermal gains. Direct normal irradiation is a measure of the solar radiation that is
received per unit area of a surface that is always perpendicular to the solar rays (Bird and
Riordan, 2002). The direct normal irradiation is hence a function of the solar position.
Equation 4.15 may be used for calculation.

Idλ = Hoλ ·D · Trλ · Taλ · Twλ · Toλ · Tuλ (4.15)

where:
Hoλ = extraterrestrial irradiance at the mean earth-sun distance for wavelength λ
D = correction factor for the earth-sun distance
Trλ, Taλ, Twλ, Toλ, Tuλ = transmittance functions of the atmosphere at wavelength

λ for molecular scattering, aerosol attenuation, water wapor absorption, ozone absorption
and uniformly mixed gas absorption, respectively.

Diffuse horizontal irradiation takes into account the scattering by atmospheric molecules
and particles, describing the amount of radiation that is received per unit area of a surface
that has been obstructed by clouds and other weather conditions. When investigating the
effect of solar radiation in terms of building energy models or photovoltaic panels, it is
the diffuse irradiation that is most relevant, given the fact that clouding is an important
variable. There are numerous ways of approaching the calculation of diffuse horizontal
radiation, which will not be elaborated upon in this thesis.

4.3 U-values
In building physics, thermal transmittance, often referred to as the U-value, is a measure of
the steady-state heat transfer through a building envelope component (Ferrari and Zanotto,
2016). The U-value takes into account the internal and external heat transfer coefficients,
hs,i and hs,o, as well as the conduction heat transfer through the component as described
in chapter 4.2.1. The heat transfer coefficients are dependent on wind, temperature and
pressure differences on the inner and outer surface of the component. When these coeffi-
cients are found, together with the overall thermal resistance of the wall given by equation
4.11, the U-value can be found by the following equation:

U = Rs,i +Rtot,wall +Rs,o = (
1

hs,i
+Rtot,wall +

1

hs,o
)−1 [W/m2K] (4.16)
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There are reference values for hs,i and hs,o that can be found in the standard ISO-
6946:2017, which also is adopted and used as the Norwegian Standard.

4.4 Thermal bridges
It is inevitable to avoid areas of increased heat flow in building constructions (Waters,
2003). These areas are referred to as thermal bridges. Among other reasons, they most
commonly appear in insulation gaps or junctions caused by the building structure and
geometry, or due to damages in the insulating material. In winter, the increased amount
of heat leaving the building envelope at the point of the thermal bridge leads to a lower
inside surface temperature and a higher outside surface temperature. The elevated surface
temperature enables the detection of thermal bridges through the use of infrared cameras.

When the U-value requirements for building envelope constructions decreases, the per-
centage of thermal losses caused by thermal bridges increases. The detection and calcula-
tion of thermal bridges is important when evaluating the energy performance of a building.
It may be calculated as either linear or point transmittances. A normalized thermal bridge
value is most common seen in simulation software. Point transmittance is often neglected
due to complexity. The linear thermal transmittance is represented by Ψ, and can be found
tabulated in UNI-EN ISO 14683:2008 for different material- and geometry combinations.
The calculation of Ψ can otherwise be done by the use of formula 4.17:

Ψ = L2D −
Nj∑
j=1

Uj lj [W/K] (4.17)

where:
L2D is the thermal coupling coefficient obtained from a 2D-calculation of the compo-

nent separating the two environments being considered 1

Uj is the thermal transmittance over the 1D-component, j, separating the two environ-
ments being considered

lj is the length over which the value Uj applies

1See ISO10211:2017 for a detailed instruction on how to calculate this coefficient
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Chapter 5
Case Study

5.1 ZEB Living Lab, NTNU
The building selected for the testing of the optimization algorithm is the NTNU Living
Lab, located in Trondheim, Norway. The building was designed by the Research Centre on
Zero Emission Buildings at NTNU and the construction process was finished in 2015. The
facility resembles a single-family house. It was built to enable energy-related investigation
and scientific analysis. Both envelope components, HVAC control strategies, research on
occupant behavior and the interaction between occupants and ZEB buildings was the aim
of the construction (Goia et al., 2015). The building envelope and technical installations
in the building are thoroughly documented, which increases the input accuracy in energy
simulations. The building is also extensively equipped with energy sensors, facilitating
calibration and validation of the simulation outputs.

The Living Lab has a heated surface floor area of 104 m2, yielding a gross volume
of approximately 350 m3. There is an open-space solution with no internal partitions
between the kitchen and living room area. Living Lab contains two bedrooms, located at
the northwest and northeast corners of the building. Figure 5.2 shows the floor plan with
zoning.

5.1.1 Building specifications
Table 5.1 gives information about the layers and average U-values of the different parts of
the construction.

More detailed specifications concerning the material layers in the roof, floor, walls
and windows were found in the article Life Cycle GHG Emissions of Material Use in the
Living Laboratory (Wiik, 2017) and by investigation the presentation Living Lab - A ZEB-
pilot project at NTNU (Carlucci, 2019). Table 5.2 is an example of the construction details
taken from the presentation.
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Figure 5.1: Living Lab at NTNU, Trondheim (NTNU Department of Archtecture and Technology,
2019)

Figure 5.2: Living Lab AutoCAD blueprint with explanations
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Table 5.1: Building envelope specifications, Living Lab

Component Value Description

Floor U = 0.1 W/m2K
Raised timber framed construction,
mineral wool insulation, parquet timber
flooring

Outer wall U = 0.11 W/m2K
Timber framed construction, mineral
wool insulation, timber cladding

South window
U = 0.65-0.69

W/m2K
Triple glazed unit with insulated
aluminium frame, double skin

North window U = 0.97 W/m2K
Triple glazed unit with insulated
aluminium frame, double skin

East and west
doors U = 0.8 W/m2K

Aluminium clad timber framed triple
glazed units, integrated vacuum
insulated panels

Roof U = 0.1 W/m2K
Timber framed construction, mineral
wool insulation, integrated phase change
material, in-roof photovoltaic panels

Roof lights U = 1.0 W/m2K
Aluminium clad timber frame,
triple glazed

Normalized
thermal bridge Ψ = 0.03 W/m2K Detailed thermal bridge design

Air tightness 0.3 ACH at 50Pa
Detailed design of a continuous vapor
and wind barrier, pressure tested

Table 5.2: External wall layers, Living Lab

# Material Thickness [m]
1 Cladding (Alvdal) 0.022
2 Airgap 0.044
3 UV Proof barrier -
4 Rockwool 0.2
5 Vapor barrier -
6 Rockwool 0.15
7 Wooden battons 15%
8 Vapor barrier -
9 Airgap 0.048
10 Plywood panels 0.015
Total 0.479
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Technical installations

The heating system is comprised of a 3.2 kW ground-source heat pump with a coefficient
of performance (COP) of 3.69, when the thermal output is for heating (35 ◦ C). When
the heat pump operates at a higher thermal load for domestic hot water use (55 ◦ C) the
nominal output is 2.6 kW with a COP of 3.0 (Wiik, 2017). The heat pump is connected to
a horizontal surface collector field, located at the north side of the building. The total pipe
length is approximately 130 m. The heat pump is coupled with a hot water storage tank
and two thermal collectors. The heat pump compressor is a fixed speed scroll compressor,
with the working fluid R134a. The floors have hydronic heating, in addition there is a
radiator connected to the thermal storage tank. The radiator is placed in the living room
of the building. Living Lab is not equipped with a mechanical cooling system, but takes
advantage of passive cooling strategies. The balanced mechanical ventilation system has a
nominal air flow rate of 120 m3/h, with a total capacity of 360 m3/h (Goia et al., 2015).
A rotating heat exchanger is placed in the central air handling unit, with an efficiency of
0.85 in flow-rate conditions of 250 m3/h. There is also an electric heating coil in the
air handling unit with a capacity of 1200 W , that is able to preheat the air to 40 ◦ C for
ventilating heating purposes. The air diffusers are placed in the bedrooms, living room and
study area. The air extracts are placed in the kitchen and the bathroom. Details regarding
the technical installations in Living Lab will be further elaborated upon in section 6.3.2 to
avoid repetition of information.

Figure 5.3: Inside the technical room in Living Lab
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Chapter 6
Methodology

Figure 6.1: Methodology process

The steps followed to investigate the optimization-based calibration of Living Lab pa-
rameters are illustrated in figure 6.1. Step 1 in the process was to collect measurement
data. Step 2 involved creating a general EnergyPlus-compatible building energy model
(BEM) of Living Lab through the use of the third-party software DesignBuilder V5. The
EnergyPlus-file was further modified with the EnergyPlus IDF-Editor. Step 3 was the
implementation of different strategies for dynamic parameter modelling. The measure-
ments contained data sets of hourly internal gains in the living room, as well as the heating
power and supply/return temperatures from the water radiator and supply air temperatures
from the air handling unit. These measurements were used in step 3 for dynamic param-
eter scheduling. Step 4 was the creation of the 10 different energy models of Living Lab
with varying degrees of dynamic parameter scheduling from measurement data. Step 5
included the actual calibration of the models with the optimization-based multi-objective
calibration algorithm in Matlab. Finally, the results were evaluated in step 6.

23



6.1 Step 1: Collecting measurement data

6.1 Step 1: Collecting measurement data
The first step in the process was to collect measurement data from Living Lab. This is a
very important first step in the calibration of building parameters, especially considering
buildings with advanced HVAC systems. The building energy model may be adjusted and
simplified if there is information about parts of the heating, ventilation or cooling systems
that are turned off during the measurement period. Simplifying the model may potentially
yield considerable time savings.

The measurement data was obtained through the PhD-student and co-advisor of this
master thesis, Kristian Skeie. The fact that the Living Lab is a research facility complicated
the process of finding a data set fit for purpose. Measurement data from Living Lab is
abundant, but ideally it should be from a regular-use period where both occupancy and
heating settings are well documented. In the data sets that were originally intended for the
calibration, it was found that the heating system was controlled by a pre-computed pseudo
random binary sequence (PRBS) (Vogler-Finck et al., 2017). Although the measurement
data contained the hourly heating power, it was hard to replicate the HVAC setting in a
building energy model, not enabling a comparison between the modelling strategies. To
minimize the potential calibration errors, the heating control operation should be simple
and leave out as many potential modelling errors as possible. Another data set was needed
with a set point temperature as the heating control.

One of the obtained data sets were measurements registered from the period of 13.12.2018
- 10.01.2019. In this period, Living Lab was unoccupied. The hydronic floor heating was
turned off, leaving the water radiator in the living room and the heating coils in the air han-
dling unit as the main heating sources. The set point temperature for heating was 22◦C.
This data set was chosen for further calibration purposes. The calibration algorithm was
originally intended for ANSI/ASHRAE Standard 140-2001 (BESTEST), Case 600 (Hen-
ninger and Witte, 2004). This is a low mass imaginary building with only one thermal
zone. It was found that the best manner to implement the algorithm on a real building with
several zones was to adjust the calibration to one specific zone. It was decided to focus
on the main area of Living Lab, which was modelled to be a compilation of the kitchen,
the living room and the study area. The indoor air temperature in this zone was measured
by several sensors. Five sensors were placed at the north wall in different heights, to in-
vestigate air temperature stratification. The same measurement configuration existed for
the south wall. There was also one sensor placed in the kitchen. In EnergyPlus, the air
temperature for each zone is averaged. For this reason, the measured temperature for the
main area was obtained by calculating the average temperature given by the eleven sen-
sors. It was chosen to calibrate the building based on the measurements done in week 51
and week 52, 2018. This period had seemingly stable measurements without abrupt peaks
in temperature or heating power. Such peaks may be caused by errors originating from the
measurement devices and should hence be avoided in calibration data sets. The averaged
indoor air temperatures for the calibration period were chosen as the key performance
indicator and is shown in figure 6.2.
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Figure 6.2: Indoor temperature measurements from Living Lab - 13.12.2018-10.01.2019

Table 6.1: Volume and area for Living Lab BEM zones

Zone Area [m2] Conditioned Volume [m3]
Northwest bedroom 12.90 Yes 46.11
Northeast bedroom 16.80 Yes 57.35
Technical room 6.25 No 18.11
Main area 69.12 Yes 235.76
Bathroom 4.87 Yes 16.78
Total 103.68 356.00
Conditioned total 103.68 356.00
Unconditioned total 6.25 18.11

6.2 Step 2: Building Energy Model (BEM)
This section deals with the modelling of Living Lab that is kept similar for all of the ten
models. The internal gains and HVAC settings are treated in separate chapters.

6.2.1 Geometry and zoning
The geometry of Living Lab was found on the basis of AutoCAD .dwg files. Each height
was carefully measured to obtain as correct volume as possible. Figure 6.3 shows the
final geometrical result. The zoning is shown in figure 6.4. This configuration was chosen
on the basis of internal partitions rather than differences in solar irradiation. Hence, the
indoor air temperature in the zone ”Main area” will resemble the averaged temperature
obtained from the previously described measurement data. Furthermore, the building was
unoccupied during the measurement period, leaving out the need for different occupancy
pattern schedules for the zones. The zone ”Technical room” is included in the thermal
calculations, however it is modelled with the template ”No heating or cooling”. Due to
the placement of heat-emitting technical installations inside the room, it was considered
to include internal heat gains in the zone to imitate the conduction heat transfer through
the inner partitions facing the zone. Simulation runs with both alternatives were tried,
revealing a negligible difference. It was for this reason decided to turn the internal gains
off. The final volume and area of the modelled zones are presented in table 6.1.
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Figure 6.3: Living Lab BEM created with DesignBuilder

Figure 6.4: Chosen zone partitions of Living Lab
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6.2 Step 2: Building Energy Model (BEM)

Table 6.2: Material layers used in Living Lab model

Layer External wall Floor Tilted roof Flat roof External door

1
Cladding
0.022 m

Hardboard
0.250 m

Roofing
0.002 m

Roofing
0.002 m

Cladding
0.022 m

2
Airgap
0.044 m

Chipboard
0.022 m

Rockwool
0.400 m

Rockwool
0.260 m

Rockwool
0.250 m

3
Rockwool
0.350 m

Rockwool
0.400 m

Airgap
0.048 m

Polystyrene
0.020 m

Plywood
0.020 m

4
Airgap
0.048 m

Plywood
0.022 m

Concrete
0.005 m

Gypsum
0.015 m

5
Plywood
0.015 m

Plywood
0.015 m

Rockwool
0.1 m

6
Airgap
0.048 m

7
Plywood
0.015 m

6.2.2 Construction
Walls, roof, floor and doors

Table 6.2 presents the material layers in the construction. They were chosen on the basis of
the presentation of Living Lab by Carlucci (2019). Density, specific heat and thermal con-
ductivity for the materials were inserted based on tabulated values for materials found in
table 21 and 22 in ByggForsk 410.010 – Varmekonduktivitet og varmemotstand for bygn-
ingsmaterialer. Byggforsk is a SINTEF-developed series with documented solutions and
recommendations for the engineering, execution and management of buildings (SINTEF
Byggforsk, 2019). Regarding the heat transfer, the insulation thickness is the main con-
tributor for the total U-value of the construction. This is due to the considerably lower
thermal conductivity in the insulation material compared to the other materials. Some lay-
ers, like the vapor and wind layers, did not affect the construction U-value, for this reason
they were neglected. The vapor and wind layers are important parameters in terms of the
infiltration rate, but the infiltration is modelled in the software on the basis of the inserted
airtightness of the building. The infiltration rate was defined as constant 0.3 AC/h at a
pressure difference of 50 Pa, as given in the presented information.

The internal sliding doors that separate the main area with the bedrooms were modelled
as openings. This was a simplification compared to modelling internal doors that were
always open. However, the bathroom door was modelled as an internal door. This was
due to the uncertainty in terms of the door position during the measurement period. The
majority of the air is extracted through the bathroom vent. To ensure the balanced air flow,
the final decision was to schedule the door as always open.
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6.2 Step 2: Building Energy Model (BEM)

Table 6.3: Window specifications, Living Lab model

South window North window
U-value 0.69 0.98
Total solar transmission 0.199 0.474
Direct solar transmission 0.162 0.358
Light transmission 0.346 0.661
Number of layers 3 3
Window gas type Argon Argon

PCM layer in tilted roof

There is a layer of a phase-changing material (PCM) in the tilted roof. Such materials have
the possibility of melting and solidifying at certain temperatures, enabling them to store
thermal energy. The energy is released when the material undergoes transitions in state.
Adding PCM layers in buildings is a means of increasing the thermal mass and hereby
reduce fluctuations in air temperature. The panels are of the type Dupont Energain (2010)
which melts at 22◦C and solidifies at 18◦C. The real effect of the PCM layers in Living Lab
is unknown, especially due to the fact that there is a plywood layer covering the material
(Kristian Skeie, personal interview, April 2019). There is a means of implementing PCM
layers in EnergyPlus, however it requires detailed transient modelling. This solution is not
desirable with an optimization-based calibration that will run the simulations 980 times
for each model. Hence, it was decided to add a 0.02 m layer of concrete for the tilted
roof section to account for the PCM layer. The concrete layer yielded a slight reduction in
indoor air temperature fluctuations during the simulation testing.

Windows and window shading

In the investigated zone, there are windows facing both north and south. The specifications
of the modelled windows are tabulated in table 6.3. It should be noted that the south
window have a 30 cm air gap between the triple-paned inner window and the outermost
pane. This gap is designed for ventilative purposes. It was decided not to include this
air gap in the model, as it was informed that the ventilation was not active during the
measurement period. For the windows facing east and west, the total U-value were not
found in the information, but the panes share similarities with the southern windows. For
that reason, it was considered a reasonable estimation to use the south window template.

The north windows do not have any kind of shading. For the south facing windows,
there is a possibility of inside shading with manual control, as seen in picture 6.5. The
state of the shading during the measurement period is unknown. The measurements are
taken from a cold winter period with minimum solar irradiation. In addition, when the
shading devices are placed inside the building, the effect on solar heat gain is low com-
pared to using outside shading. However, it was decided to do simulations to test the
potential differences in terms of the indoor air temperature. Figure 6.6 shows that the re-
sults are negligible. It important to note that the effect would be greater if the building was
calibrated with measurement data taken from a summer period.
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6.2 Step 2: Building Energy Model (BEM)

Figure 6.5: South facing windows with solar thermal collector, Living Lab

Figure 6.6: Main area zone temperature with south window shading always on/off

Thermal bridges

In the Living Lab documentation, a normalized thermal bridge value of ψ = 0.03W/mK
was given. In EnergyPlus, there are two options when it comes to inserting thermal bridge
values. The first option is to exclude the calculation of thermal bridges, whereas the other
option is to insert specific values for each thermal bridge component. As there is no
manner of differentiating the normalized value into the individual components without
more detailed information, the latter alternative was chosen. It was done a brief literature
review to investigate the typical values for thermal bridges in passive houses. In an article
by Rohdin et al. (2014), nine Swedish passive houses were investigated. Table 6.4 shows
the values. Based on this information, the estimated thermal bridge values for Living Lab
inserted in the EnergyPlus model are shown in table 6.5.

Table 6.4: Thermal bridge values from nine Swedish passive houses

Thermal bridges [W/mK] Value
Edge beam 0.094
Corner wall 0.027
Windows and doors 0.041
Wall/joist 0.025
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6.2 Step 2: Building Energy Model (BEM)

Table 6.5: Thermal bridge values inserted in EnergyPlus

Thermal bridges [W/mK] Value
Roof-Wall 0.094
Wall-Ground floor 0.094
Wall-wall 0.027
Wall-floor 0.094
Lintel above window or door 0.041
Sill below window 0.041
Jamb at window or door 0.041

Ground

Living Lab does not reside on a concrete foundation, but wooden batons with a 10 cm
air gap between the ground and the outermost floor layer. This was taken into account
in the modelling by defining the outermost layer as air. The ground temperature is of
importance due to both the thermal heat loss, but specifically in this model due to the
ground source heat pump configuration. As will be elaborated upon in the chapter 6.3.2,
the ground heat exchanger operates with the set point manager follow ground tempera-
ture. The reference ground temperature type is chosen as shallow, as the configuration
is horizontal. According to de Beer (2017), the ground temperature is on average 1-2 ◦C
higher than the average annual air temperature at the site. However, this is the deep ground
temperature. The shallow ground temperature may be lower in the winter season. The av-
eraged annual temperature for Trondheim in 2018 was found to be 6.7 ◦C, by accessing
the weather database eKlima. Simulations with shallow ground temperatures ranging from
0− 8.7 ◦C were done in DesignBuilder. The difference in temperatures did not affect the
results, meaning the heat pump had sufficient capacity to supply the radiator even with
lower ground temperatures. In the final model, the shallow ground temperature was set to
1 ◦C.

Photovoltaic panels and thermal solar collector

There are two photovoltaic panels located on the roof, occupying a total of approximately
80 m2. The panels are an important contributor to the ZEB definition of Living Lab.
However, the aim of the thesis does not include the primary energy usage or greenhouse
gas emission calculations. In addition, the calibration will be performed for two weeks
in a winter period. The inclusion of the panels will increase simulation time, but not
contribute with relevant data for the calibration. The same arguments are also applicable
for the decision to exclude the thermal solar collectors in the model. The PV panels and
the thermal solar collector are represented in figure 6.3 for visual purposes, however they
are not included in the EnergyPlus model.

External shading

The location of Living Lab can be described as semi-exposed in terms of shading. One
tall building, Verkstedtekniske Laboratorier, is facing the west facade. This building is
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approximately 15m tall, situated approximately 25m from Living Lab. The shading does
affect the photo-voltaic electricity production and the solar irradiation gains on the west
facade. However, only a fraction of the west facade is represented in the main area zone, as
seen in figure 6.4. In addition, the heating and cooling contributions from solar irradiation
may be considered as minimal in the winter period, shown in figure 6.9 in the following
weather data section. The effect of window shading was tested and found negligible for
the southern windows in section 6.2.2. The effect of shading from external objects is
dynamically calculated in EnergyPlus as a function of solar position and may contribute to
considerable additional computation time. As the PV panels are not included, in addition
to the orientation towards west, it was decided to exclude the shading in the model.

6.2.3 Weather data
When calibrating a building energy model, the weather file is of great importance. The
temperature is an essential variable when it comes to heating and cooling demand, to-
gether with the solar irradiation on the building surface. The pressure difference between
the interior of the building and the exterior is dependant on the wind speed, which plays an
important role in terms of infiltration. Trondheim is not included in the weather file library
for EnergyPlus. A weather file for 2018 was needed to enable the calibration. The Nor-
wegian Meterological Institute offers a service called eKlima, a large free access climate
database with measurements from various weather stations in Norway (Norwegian Meteo-
rological Institute, 2019). The nearest weather station was found to be in Voll, Trondheim.
The distance between the locations is approximately 2.26 kilometers. Regarding altitude,
Living Lab is located 54,5 meters above sea level whilst Voll weather station is located
127 meters above sea level.

Figure 6.7: Distance from Living Lab to Voll weather station (Google Maps, 2019)

The ideal weather file would be based on measurements from Living Lab. The obtained
measurement data was not sufficient to achieve a coherent weather file. There were no
measurements regarding wind speed or relative humidity. Subsequently, it was decided
that the relative humidity and wind speed data from Voll were used further.

It was a total of four different measurements regarding the outdoor dry-bulb tempera-
ture. The first option was measurements that were taken every hour. The second option was
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averaged hourly measurements, where the temperature sensor had recorded several mea-
surements each hour. The third option was to use hourly temperature data from sensors
located on the north and south wall. These north and south temperatures were averaged
and plotted against the other measurements. In figure 6.8, the averaged measured indoor
temperature in the main area is also plotted. It can be seen that the relationship between
the indoor and outdoor temperature is more apparent for the second week. For the weather
file, the averaged hourly temperatures from the north and south wall were used further due
to similarity in the slope compared to the measured indoor temperatures. The measure-
ments from the two week calibration period were merged with the temperatures from Voll
for the remaining year.

Figure 6.8: Outdoor temperature measurements from Living Lab

An important weather variable that was neither included in the statistics from Voll,
nor Living Lab, was the solar irradiation. This information was provided by the European
Union’s service Copernicus (European Union, 2019). After collecting all of the desired
variables, an EnergyPlus-compatible .epw weather file was created by the use of the soft-
ware Elements, provided by Big Ladder Software (Big Ladder Software, 2019). Figure
6.9 and 6.10 show the obtained hourly solar irradiation and dry-bulb air temperature mea-
surements for 2018.

Figure 6.9: Solar irradiation for 2018, Voll weather station
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Figure 6.10: Air temperature for 2018, merged measurements from Voll and Living Lab

6.3 Step 3: Modelling of dynamic parameters
After the general building energy model was created, different strategies were investigated
for the modelling of dynamic parameters. Below is a list which describes the different
approaches.

• Internal gains

1. Not scheduled: The internal gains during the measurement period were aver-
aged and inserted as a constant value

2. Scheduled: The hourly variation in internal gains was implemented with a
schedule

• Radiator heating power

1. Not scheduled: A coherent HVAC model was created with the correct set
points and design capacities according to available information

2. Scheduled power: The water radiator was removed from the model and re-
placed as internal gain. The hourly variation in radiator power was imple-
mented with a schedule

3. Scheduled supply temperature: The supply temperature for the water radiator
was taken from measurements and implemented as a schedule in a set point
manager

• Air handling unit supply temperature

1. Not scheduled: The given set point temperature of 19◦C was used for the air
temperature leaving the air handling unit

2. Scheduled: The hourly temperatures taken from measurements were imple-
mented with the use of a schedule in a set point manager

6.3.1 Internal gains
It was found a power consumption from two of the power sockets in the living room, in ad-
dition to the power consumption from the fridge. Figure 6.11 shows the power inserted in
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Figure 6.11: Measured internal gains in zone

the model for the two solutions. The average power consumption was 289.13 W , whereas
the hourly consumption fluctuated between 67.2 − 382 W . Table 6.6 shows the different
settings chosen. The internal gains were inserted under the tab ”Other equipment”. The
schedule InternalGains was created by making a schedule file, visualized in figure 6.12.
The .txt-file was a 8760x1 matrix with hourly fractions of the maximum internal gain
power.

Figure 6.12: Schedule for internal gains

6.3.2 HVAC system
This subchapter elaborates on the different configurations chosen for the HVAC modelling.
A detailed HVAC system was needed to enable analysis of calibration models where the
water radiator heating power was not treated as scheduled internal gains. In addition, the
air handling unit is included in all of the models.

Heat pump

The HVAC system in Living Lab was modelled as seen in figure 6.13. The heat pump is
connected to horizontal boreholes, with a rated heating capacity of 11070 W and a rated
electricity consumption of 3000W . The thermal storage tank is not included in the model.
The domestic hot water use was set to zero in all of the models due to the lack of occupancy
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Table 6.6: Different strategies for implementing internal gains

Field Units Not scheduled Scheduled

Name
Block7:MainArea

Equipment 1
Block7:MainArea

Equipment 1
Fuel Type Electricity Electricity
Zone or
ZoneList Name Block7:MainArea Block7:MainArea

Schedule Name On InternalGains
Design Level
Calculation Method Watts/Area Watts/Area

Power per Zone
Floor Area W/m2 4.183063272 5.52662037

Fraction Radiant 0.5 0.5

during the measurement period. The storage tank is also connected to the heat pump and
the solar thermal collectors. As described in chapter 6.2.2, the solar thermal collectors are
not included in the building energy models. As long as the heat pump is able to deliver
the desired water temperature to the radiator and the water heating coil in the air handling
unit, the configuration previous to the water entering the radiator and the heating coil is of
less significance in the building energy model. The chosen key performance indicator is
the indoor air temperature. If the calibration algorithm was run with energy use as the key
performance indicator, it would have been important to include the thermal storage tank.
The set point temperature for the water leaving the heat pump was chosen to be 35◦ C,
because this was the set point temperature stated for heating (Wiik, 2017).

Water radiator

Option 1: Modelling the radiator

The water radiator in the model is connected to a zone group. This group consist of the
bedrooms, the main area and the bathroom. However, the radiators are scheduled as ”Off
24/7” for every zone with exception of the main area. The water radiator configurations
are taken from the producer catalogue (Lyngson, 2005). The heating design capacity was
found by looking at an Excel-file with results from experiments conducted in LivingLab,
provided by co-advisor Kristian Skeie. The maximum water flow rate was chosen based on
the maximum flow rate from the measurement data. Table 6.7 shows the chosen settings.

Option 2: Modelling the radiator as internal gains

The other method chosen for implementing the heating power from the water radiator,
was to model it as internal gains with an hourly heating power schedule derived from
measurement data. Figure 6.14 shows the power fluctuations during the measured period.

The schedule is presented in figure 6.15. The .txt-file was, similarly to in the internal
gain case, a 8760x1 matrix with fractions of the maximum power emitted, being 4620 W.
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Figure 6.13: Detailed HVAC plant model

Option 3: Scheduling the supply temperature for the water radiator

As opposed to modelling the actual power rate as internal gains, it was tested to keep the
radiator configuration and rather insert a set point manager between the heat pump and
the water radiator with a temperature schedule consisting of the actual measured supply
temperature for the water radiator. This ensured that the water radiator temperature in the
model and in reality was kept similar. The temperatures are seen in figure 6.15.
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Table 6.7: Water radiator settings in BEM

Variable Value
Heating design capacity [W ] 4620
Maximum water flow rate [m3/s] 0.000031
Rated average water temperature [◦C] 70
Rated water mass flow rate [kg/s] 0.0630
Fraction radiant 0.3
Fraction of radiant energy incident in people 0.1
Schedule On 24/7

Figure 6.14: Radiator power, supply and return temperature in the measured period

Figure 6.15: Schedule for water radiator

6.3.3 Air handling unit
A balanced mechanical CAV ventilation system with heat recovery and two heating coils
was inserted in the model. Table 6.8 shows the configuration for the air handling unit,
based on information by Goia et al. (2015). The air inlets and exhaust vents were placed
as described in chapter 5.1.1. A total nominal air flow of 144 m3/h was used. The air
extract and supply to the different zones seen in table 6.9 are based on values from the
master thesis titled Moisture Production in Buildings written by Pedersen (2018). Co-
supervisor Kristian Skeie informed that the settings had not been changed to date. The
supply temperature leaving the AHU were modelled in two different ways.
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Table 6.8: Air handling unit settings in BEM

Variable Value
Nominal capacity, electrical heating coil 1200 W
Heating design capacity, water heating coil 2000 W
Nominal supply air flow rate, AHU 0.04 m3/s
Heat exchanger type, AHU Rotary
Effectiveness heat exchanger, AHU 0.85
Fan total efficiency, supply and extract fan 0.7
Pressure rise, supply and extract fan 600 Pa

Table 6.9: AHU air supply to zones in BEM

Zone Air supplied Air extracted
Northwest bedroom 26 m3/h 0 m3/h
Northeast bedroom 52 m3/h 0 m3/h
Bathroom 0 m3/h 108 m3/h
Main area 66 m3/h 36 m3/h
Total 144 m3/h 144 m3/h

Option 1: Constant set point temperature

Figure 6.16: Air handling unit supply temperatures

The first option was to insert the given set point temperature of 19 ◦C in the set point
manager for air leaving the air handling unit.

Option 2: Scheduled set point temperature

As figure 6.16 shows, actual supply temperature was fluctuating around the set point. The
fluctuation is related to the outdoor temperature. The second modelling option consisted
of inserting a temperature schedule for the set point manager for air leaving the AHU.
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The .txt-file was this time a 8760x1 matrix with actual supply temperatures from the
calibration period taken from the measurement data.

Figure 6.17: Schedule for AHU supply air

6.4 Step 4: Creating the 10 energy models
Table 6.10 shows the 10 different building energy models that were created. The value
”Yes” signifies that hourly measurement data is used, whereas the value ”No” means that
no measurement data were used. The radiator supply temperature and the heating power
implemented as internal gains were not simultaneously scheduled, as they were conflict-
ing. The explanation of the models will be further elaborated in chapter 7.

Table 6.10: Calibration models

Internal
gains

Radiator supply
temperature

Radiator heating
power

AHU supply
temperature

Model 0 No No No No
Model 1 Yes No No No
Model 2 No Yes No No
Model 3 No No Yes No
Model 4 No No No Yes
Model 5 Yes Yes No No
Model 6 No No Yes Yes
Model 7 Yes No No Yes
Model 8 Yes Yes No Yes
Model 9 Yes No Yes Yes

6.5 Step 5: Performing the optimization-based calibra-
tion

After finishing the building energy models of Living Lab, the models were implemented
into the optimization-based calibration algorithm. The algorithm was originally tested for
the simulation software EnergyPlus with the test building ASHRAE BESTEST Case 600.
The move from a simplistic, single-zone construction with ideal heating and cooling, to a
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complex building like Living Lab, offered some challenges with regards to adjustments in
the algorithm and demanded a clear view in terms of the modelling of the building. Figure
6.18 shows the options when it comes to choosing the time period, the key performance
indicator (KPI) and the error functions in the algorithm.

Figure 6.18: Calibration algorithm options

6.5.1 Selection of calibration options
Time period

The algorithm has three options regarding the time period the calibration will be run. This
option will be decided based on the obtained measurement data, as it may be difficult to
achieve a coherent set of hourly measurement data from a full year of regular building
operation. There are both advantages and disadvantages when it comes to the choosing
of duration of the calibrated period. Deviations in for instance set point temperatures,
occupancy and heating/cooling/ventilation strategies should desirably be thoroughly doc-
umented, or measured by the use of sensors. If the obtained data set is taken from a period
with discontinued use, or there have been done changes in for instance the HVAC oper-
ation, this should be reflected in the building energy model. The calibrated model will
lack validity if the conditions in which the building is operated is not reflected in the BEM
settings. A short calibration period may on the other hand be insufficient to reflect the fluc-
tuations in temperature that may be caused by the amount of building thermal mass. As
stated in chapter 6.1, it was proven to be a challenging task to obtain fit for purpose mea-
surement data from Living Lab. The most appropriate data set was chosen to be two weeks
in December 2018 where set point temperatures for the AHU heating, the water radiator
and the indoor air temperature were documented in a manner that could be replicated in
the building energy model.

Key Performance Indicator

The indoor mean air temperature in the main area was chosen as the key performance
indicator. Choosing the heating as the KPI was not an option due to the fact that the
heating is one of the dynamic parameters investigated. Neither was cooling an option, as
Living Lab does not contain a mechanical cooling system.
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Table 6.11: Calibration variables for the optimization algorithm

Calibration variable Real value Lower bound Upper bound

1
Insulation thickness,
floor 0.40 m 0.30 m 0.50 m

2
Insulation thickness,
outer walls 0.35 m 0.25 m 0.45 m

3
Insulation thickness,
tilted roof 0.40 m 0.30 m 0.50 m

4
Insulation thickness,
first layer, flat roof 0.26 m 0.16 m 0.36 m

5
Conductivity,
south window outermost pane 1 W/mK 0.5 W/mK 1.5 W/mK

6
Infiltration,
main area 0.3 ac/h 0.1 ac/h 0.5 ac/h

7
Air handling unit flow rate,
main area 0.01833 m3/s 0.00833 m3/s 0.02833 m3/s

Error functions

The calibration algorithm has implemented five different error functions to enable the com-
parison of measured and simulated data. Their methods are described in chapter 4. All of
the five functions were tested for the calibration. In the results chapter, the results yielded
by the different functions will be evaluated separately and compared.

6.5.2 Definition of calibration variables
Living Lab was chosen as the case study due to the access to both thorough construction
data and measurement data. The real value of the calibration variables were known. The
aim of the calibrations was to compare the calibrated values given by the algorithm with the
known values and see which of the modelling options that yielded the most accurate result.
An overview of the selected variables together with the chosen upper and lower bounds
for calibration is shown in table 6.11. They were chosen based on their implications on
the key performance indicator. It was decided to use variables that did not have an impact
on the same parameter, like for instance using both insulation conductivity and insulation
thickness.

The population size for each generation of the calibration variables was chosen to be
28, four times higher than the number of calibration variables. It is recommended to reach
a total of 1000 simulations for each optimization run (Sandra Martinez, personal interview,
2019). Subsequently, the number of generations was chosen to be 35, giving a total of
980 simulation runs with different variable value combinations. The 10 different models
were run in parallel on one of the supercomputers at NTNU. Each model calibration took
approximately 47 hours to finish.
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6.6 Step 6: Evaluation of results

Figure 6.19: Chosen methodology for evaluating the calibration results

To enable the comparison between the calibration outputs given by the 10 different mod-
els, the procedure shown in figure 6.19 was followed. Step 1 included the use of the
optimization-based calibration algorithm for the 10 models. The procedure for perform-
ing step 2, 3, 4 and 5 is shown in the Matlab script 9.2 in the appendix.
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Chapter 7
Results and discussion

The results from the optimization-based calibration of the different building energy models
will be presented below. The procedure is visualized in figure 6.19. The calibration yielded
several optimal solutions for each of the error functions. They are plotted graphically in
the form of a Pareto frontier. The Pareto frontiers are located in the appendix, with excep-
tion of the Pareto frontier for the base case which is included in the text for visualization
purposes. As a means of deciding which Pareto solution that were the closest match to the
real calibration variable values, they were evaluated through the use of Symmetric Mean
Absolute Percentage Error (SMAPE) indicators. The equation for calculating SMAPE is
found in the theory section, whereas the Matlab script for the analysis of the results is
located in the appendix. It was found that all of the solutions provided good SMAPE re-
sults, consistently below 5%. For this reason, the maximum SMAPE value given by the
upper and lower bound of the calibration variables was calculated and found to be 5.418%.
This lead to a calculation of the relative value of the SMAPE indicator compared to the
maximum possible value, to enable a better visualization of the differences. Nevertheless,
the lowest SMAPE values were indeed the optimal solutions yielded by the calibration
process. The key performance indicator, being indoor air temperature in this case, was
also assessed to investigate the magnitude of compensation effects. For this assessment,
the CV(RMSE) score of the key performance indicator was calculated and compared with
the situation where the real values of the calibration variables were used in the simula-
tion. A discussion of the results is included below each model section as opposed to in
a distinctive discussion chapter, to avoid the repetition of model explanations. An overall
discussion of the results is found in the end of the chapter.

7.1 Model 0: Base case
In model 0, none of the dynamic parameters were represented with schedules from mea-
surement data. Internal gains were set constant, and the water radiator power and the AHU
supply temperature were given by the configurations in the modelled HVAC system. Fig-
ure 7.2 shows the Pareto solutions yielded by the five error functions. It can be seen from
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7.2 Model 1

figure 7.1 that the biggest deviation in the results was for calibration variable 6, being the
conductivity in the outermost pane of the south window. This variable is not the most
sensitive in terms of the results, due to the fact that changing this parameter does not have
a big impact on the total south window U-value. The scope of the thesis was to analyze
different modelling strategies for dynamic parameters and see how they affected the cal-
ibration of a selection of known variables. The magnitude of impact of the variables are
not equal. Table 7.1 shows that using the NME error function gave the best solution for
model 0 with an optimal SMAPE value of 1.343%.

Table 7.1: Model 0: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 1.343% 2.238% 1.916% 2.933% 2.309%
Optimal SMAPE value,
relative 24.781% 41.304% 35.355% 54.128% 42.623%

Figure 7.1: Model 0: Optimal values for calibration variables

7.2 Model 1
The only difference between the base case and model 1 is that the internal gains are sched-
uled with hourly values from measurement data, as opposed to having a constant value. It
can be seen in table 7.2 that the overall optimal SMAPE values are lower for this solution,
indicating that a dynamic modelling of internal gains were a better solution than a static
modelling. Figure 7.4 shows a lower discrepancy between the calibrated values for the
error functions, but the insulation thicknesses have a slightly higher value compared to the
base case. This may be a compensation effect. The results from the model simulated with
known variables yielded higher indoor temperatures than the measured temperatures, as
seen in figure 7.3. This caused the calibration process to orient towards values that lowered
the indoor air temperature.
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7.2 Model 1

Figure 7.2: Model 0: Pareto solutions
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7.3 Model 2

Table 7.2: Model 1: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 0.851% 2.004% 0.721% 0.937% 1.498%
Optimal SMAPE value,
relative 15.709% 36.996% 13.307% 17.295% 27.649%

Figure 7.3: Indoor air temperatures for model 1

Figure 7.4: Optimal values for calibration variables for model 1

7.3 Model 2
In the second model, the parameters were left constant with exception of the radiator
supply temperature. A set point manager with hourly supply temperatures yielded by
measurement data was inserted between the hot water source and the radiator. In real
buildings, radiator heating systems with a ground source heat pump as the heating source
are subject to a variety of errors caused by both aleatory and epistemic uncertainty. These
errors may result from a malfunction in the thermostatic valves, a lower heat pump COP
than the rated design COP, malfunction in the thermal storage tank, insulation cracks in the
piping or tank, missing information about the configuration, among other sources. When
modelling this HVAC system in a building energy model, these errors may slip under the
radar if not detected. Table 7.3 show that model 2 yielded the lowest SMAPE value so far,
with the R2 function scoring 0.665% for the optimal calibration result. The low relative
SMAPE shows that the variables are close to the known values.

46



7.4 Model 3

Table 7.3: Model 2: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 2.095% 1.086% 1.605% 0.665% 1.289%
Optimal SMAPE value,
relative 38.674% 20.041% 29.615% 12.265% 23.797%

Figure 7.5: Optimal values for calibration variables for model 2

7.4 Model 3
Model 3 can be seen as a different way of approaching model 2. The water radiator is com-
pletely removed, replaced by a source of internal gain. The internal gain power is hourly
scheduled with values originating from the measured heating power from the radiator. In-
tuitively, the results from model 2 and model 3 should not vary substantially. However, the
optimal SMAPE values do indeed vary. The best error function calibration for model 2 is
the worst one for model 3. By looking at figure 7.6 it can be seen that the calibration of
the pane conductivity is contributing substantially to this result. The optimal result is seen
in table 7.3 being 0.494% for the CV(RMSE) calibration. This score is the best one of the
four first model approaches.

Table 7.4: Model 3: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 1.303% 1.076% 0.494% 2.439% 0.744%
Optimal SMAPE value,
relative 24.046% 19.863% 8.477% 45.021% 13.727%
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7.5 Model 4

Figure 7.6: Optimal values for calibration variables for model 3

7.5 Model 4
The fourth model keeps all of the variables non-scheduled with exception of the supply
temperatures given by the air handling unit. The real supply temperatures were fluctuating
around the set point of 19◦C, as shown in section 6.3.3. The best SMAPE score for this
solution is seen in table 7.5 to be from the NMBE function with 0.697%. The calibrated
insulation thickness values are higher for this model, as seen in figure 7.7, which may be a
compensation effect caused by the fact that the real AHU supply temperatures were lower
for the coldest measured period, week 51. Model 1-4 are combinations where only one
parameter at a time is dynamically scheduled. Based on the model results so far, it can be
concluded that it is the scheduling of the heating power that has yielded the best result.

Table 7.5: Model 4: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 2.407% 0.697% 1.496% 1.080% 2.658%
Optimal SMAPE value,
relative 44.424% 12.861% 27.607% 19.935% 49.066%

Figure 7.7: Optimal values for calibration variables for model 4
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7.6 Model 5

7.6 Model 5
This model represents the solution where both the internal gains and the water radiator
supply temperature are scheduled with hourly measurement data. In this manner, the in-
ternal heat gains in the model closely represent the actual heat gains for the measurement
period. None of the SMAPE indicators reach above 2.0%. This model has the lowest
average SMAPE indicator for all of the five optimal solutions, being 1.156%. This can be
interpreted as model 5 being the most robust modelling procedure for the calibrated period.
Table 7.6 shows the relative R2-indicator being below 10%, meaning that the calibration
reached a value that were within a 10% reach of the exact calibration variable values with
respect to the range given by the upper and lower bounds. Figure 7.8 shows that the insu-
lation thicknesses are on average slightly below the real values. Both the infiltration rate
and the ventilation rate are slightly higher. This indicates that the modelling procedure
with known variables produced higher indoor air temperatures than measured, similar to
the case with model 1.

Table 7.6: Model 5: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 1.900% 1.286% 1.291% 0.491% 0.813%
Optimal SMAPE value,
relative 35.065% 23.733% 23.819% 9.071% 15.009%

Figure 7.8: Optimal values for calibration variables for model 5

7.7 Model 6
In model 6, the water radiator was removed and replaced as scheduled internal gain. In
addition, the air handling unit supply temperature was hourly scheduled. Table 7.7 shows
the CV(RMSE) error function yielding the best calibration, being 1.136%. Figure 7.9
shows that the optimized calibration variables are fluctuating more with this approach.
This may be caused by the static modelling of the internal gains from the sockets.
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7.8 Model 7

Table 7.7: Model 6: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 2.090% 1.640% 1.136% 1.418% 1.386%
Optimal SMAPE value,
relative 38.566% 30.267% 20.975% 26.166% 25.589%

Figure 7.9: Optimal values for calibration variables for model 6

7.8 Model 7
This modelling represents the solution where the internal gains and the AHU supply tem-
peratures are hourly scheduled. The results are overall good, with the highest SMAPE
indicator being 1.502% for the Cχ2 error function as shown in table 7.8. The water ra-
diator is modelled with no dynamic scheduling, making these results interesting as the
radiator is the biggest heat gain source in the model and hereby the potential biggest cause
of modelling errors. However, the optimal SMAPE scores with hourly scheduling for the
radiator are indeed better as shown in the previous models’ results.

Table 7.8: Model 7: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 1.307% 1.220% 1.076% 1.490% 1.502%
Optimal SMAPE value,
relative 24.120% 22.521% 19.861% 27.504% 27.715%
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7.9 Model 8

Figure 7.10: Optimal values for calibration variables for model 7

7.9 Model 8
This model contains hourly schedules for internal gains, AHU supply temperatures and the
water radiator supply temperature. During the modelling process, this setup was thought
to bring the best results, as all of the dynamic variables were hourly scheduled. The best
SMAPE indicator was 0.700%, given by calibrating with Cχ2 as the objective function,
seen in table 7.9. Figure 7.11 shows that the infiltration rate and insulation thicknesses
are lower and the mechanical air supply is higher than the real values for this solution.
Lowering both the infiltration rate and the insulation thicknesses will potentially yield
cancellation effects.

Table 7.9: Model 8: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 1.815% 2.071% 2.112% 1.120% 0.700%
Optimal SMAPE value,
relative 33.505% 38.216% 38.974% 20.667% 12.928%

Figure 7.11: Optimal values for calibration variables for model 8

7.10 Model 9
This model contains hourly schedules for the dynamic variables as in model 8, but the
water radiator is replaced with internal gains. The optimal SMAPE was given by the use
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7.11 Best result

of CV(RMSE) as the error function, being 0.715%. The optimal insulation thicknesses
are on average a good match in terms of the real thicknesses. The infiltration rate is
lower, whereas the ventilation rate is higher. The ventilation air temperature is preheated
to approximately 19◦C before entering the zone, leaving the infiltration rate as the biggest
contributor to decreases in the indoor air temperature.

Table 7.10: Model 9: Best SMAPE indicators

Error function NME NMBE CV(RMSE) R2 Cχ
Optimal SMAPE value 3.358% 0.853% 0.715% 3.026% 0.995%
Optimal SMAPE value,
relative 61.973% 15.738% 13.205% 55.846% 18.355%

Figure 7.12: Optimal values for calibration variables for model 9

7.11 Best result
Figure 7.13 shows the percentage discrepancy between the known calibration variable val-
ues and the given values from the solution with the lowest overall SMAPE value, model 5
with R2 as the objective function. The mean absolute percentage error (MAPE) was found
to be 11.56%. It was shown that the model was producing higher indoor air temperatures
than measured with known values, as the insulation thicknesses are lower and both infiltra-
tion and ventilation rates are higher for the calibrated values. This was further investigated
by plotting the air temperatures represented in figure 7.14. The graph shows that the opti-
mal solution produced lower temperatures than measured, raising a question as to whether
the number of simulation runs chosen were sufficient. This was an interesting find, as the
genetic algorithm in the calibration process ran a total of 980 simulations for each error
function in the model, with a maximum number of generations of 35. This amount of gen-
erations may have been insufficient to reach the best match for the calibration variables.
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7.12 Overall evaluation

Figure 7.13: Percentage discrepancy plot for optimal solution

The CV(RMSE) score of the key performance indicator was found to be 3.802%. The
dotted red line in the plot represents the temperature distribution for model 5 with the
known values for the calibration values. This solution is visibly a better match for the mea-
sured data. The CV(RMSE) score was also calculated for this solution, yielding 2.441%.

Figure 7.14: Indoor temperature distribution for best model

7.12 Overall evaluation
Table 7.11 summarizes the findings. An interesting find is that for some models, the sim-
ulations where the known values of the calibration variables were used yielded a better
CV(RMSE) score than simulations with the optimized calibration variables. This is the
case for model 0, model 5 and model 8. The multi-objective optimization algorithm
was not able to reach a better KPI result by calibrating the selected variables, although
a recommended amount of simulations were performed. For the other models, the post-
optimization evaluations of the models were better than the pre-optimization evaluations.
This means that the adjustment of calibration variables within the allowed range yielded
better results than using the real values. This may be interpreted as weaknesses in the
models, where the calibration variables were used to compensate for errors originated
elsewhere in the model. An important find is that the SMAPE indicator for all of the mod-
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7.13 General discussion

els with hourly scheduled modelling of dynamic parameters turned out better than for the
base case.

Table 7.11: Total evaluation of the optimized calibration parameters

CV(RMSE) for KPI
with known variables

Best SMAPE indicator
for optimized
calibration variables

CV(RMSE) for
KPI with calibrated
variables

Model 0 10.173% 1.343% 16.144%
Model 1 10.212% 0.721% 3.949%
Model 2 2.314% 0.665% 2.210%
Model 3 2.314% 0.494% 4.237%
Model 4 10.074% 0.697% 4.372%
Model 5 2.441% 0.491% 3.802%
Model 6 5.600% 1.136% 3.708%
Model 7 10.120% 1.076% 4.086%
Model 8 2.229% 0.700% 6.957%
Model 9 5.687% 0.715% 4.017%

7.13 General discussion
By looking at the Pareto solution plots in the appendix part 9.2, it is evident that the
majority of the models performed well in terms of the fitness function scores. It must be
kept in mind that the indoor temperature as the key performance indicator is sensitive to
discrepancies compared to for instance energy used for heating/cooling. As an illustration,
an example of a building with a measured constant indoor temperature of 21◦C is used.
A 10% discrepancy between simulated and measured temperature could signify that a
building energy model produces an indoor temperature of 18.9◦C or 23.1◦C. Although the
key performance indicator scores within a ±10% range of the real value, it may not be
considered a good estimation of reality.

It was interesting to find that the approach where the water supply temperature for the
radiator was hourly scheduled, produced more correct calibrated variables than the solu-
tion where the radiator is replaced as internal gains., The same rate was chosen for con-
vective and radiative heat and the two solutions were producing correspondent dynamic
heating power during test simulations. For the genetic algorithm, the modelling procedure
itself can be considered as a black box. The objective functions produces populations of
calibration variables by looking at the subsequent key performance indicator error function
scores, yielded by the previous generations. The calibration is based on an output evalua-
tion with regards to the variation of input parameters. In this regard, the model simulation
process itself is not an influencing factor.

The overall low SMAPE values for the optimal solutions are partly a consequence of
the rather strict upper and lower bound chosen as the calibration variable range. The limits
were chosen based on estimations of uncertainty when evaluating unknown building pa-
rameters. ±10 cm for the insulation thickness in the building envelope was considered a
generous range, as well as ± 55% change in the air flow rate and a ±40% change in the
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7.13 General discussion

infiltration rate. The instantaneous infiltration rate of a building is a function of dynamic
wind conditions. The nominal infiltration rate of 0.3 AC/h was used as a known cali-
bration variable, even though the actual infiltration rate during the measurement period is
unknown. The wind conditions in the simulations were extracted from Voll weather station
as opposed to Living Lab. This may be accounted as a source of uncertainty.

Cancellation effects were seen with several of the solutions, where the optimized
model had both increased insulation thicknesses and an increased infiltration rate and/or
mechanical ventilation rate. As described, the black box approach of the input/output from
the simulations made these errors indistinguishable for the objective functions. To min-
imize this effect, either the amount of calibration variables could have been reduced, or
the calibration variables should have yielded the same effect on the indoor temperature,
namely a reduction or an increase. Compensation effects are also evident by looking at the
overall better performance of the KPI with calibrated parameters compared to the KPI with
the known value of the parameters. This compensation effect is not distinguishable when
the actual calibration variable values are unknown. In this case study, the thermal bridge
values were not chosen as calibration variables due to the uncertainty of the actual values.
It was seen in the optimal solution that all of the calibrated variables were contributing
to a lower indoor air temperature, which may be interpreted as a compensation for other
parameters in the model. For instance, thermal bridge values may have been set too low.

The risk of over-fitting is always present in building energy model calibration. In prac-
tice this means that the building model is adjusted to fit a specific set of measurement data
but may perform poorly when calibrated against another set of measurement data. The
modelling of dynamic parameters by hourly scheduling from measurement data can be
seen as a form of over-fitting, as the model would need to implement these measurements
for each calibrated period. The scope of the simulations was to extract the value of as-
sumed unknown building parameters, by using building energy modelling calibration as a
means to an end. Hence, none of the models may be considered as calibrated for scenarios
deviating from the measurement period.

The main finding to be extracted from the results is that modelling dynamic parameters
like heating power, internal gains and supply temperatures from the air handling unit with
exact hourly values indeed produced better results in terms of the optimization-based cal-
ibration of the chosen variables. The SMAPE indicators in table 7.11 show that model 0
with no dynamic modelling produced the highest discrepancy between known calibration
variable values and optimized values. However, the access to this kind of measurement
data may not be as straight-forward as for the case with Living Lab, being a test facility.
When it comes to buildings with direct electric heating, there are ways to approach this
solution without using earmarked energy meters. The majority of the electricity use in
Norwegian households during winter periods originates from heating. From the start of
2019, all Norwegian households have installed smart energy meters (AMS) that monitors
hourly energy consumption. Tests may be performed to find the base consumption with-
out heating appliances on. In a winter period, this consumption may be subtracted from
the total energy consumption, yielding an approximate energy use left for heating. This
heating can be inserted as hourly scheduled gain in a building energy model.
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Chapter 8
Conclusion

The methodology adopted for investigating unknown building parameters revealed that the
best results were reached when the dynamic parameters were modelled from exact mea-
surement data. This finding corresponded with initial assumptions. The chosen building is
a test facility with an HVAC system that may be considered as complex compared to most
Norwegian residential buildings. A solution where important heat gain parameters are ex-
tracted directly from measurements as opposed to being modelled by the user requires less
skill and experience. For this reason it may be a good modelling approach when the aim
is to investigate unknown building parameters. A downfall with this method is that the
building energy modeller needs access to measurement data that may be unavailable or
difficult to obtain.

It was seen that the best solution originated from model 5 could have reached an even
better calibration result. The genetic algorithm procedure was stopped after a maximum
amount of 35 generations with a population size of 28. This amount of generations could
have been set higher to see whether the algorithm would have performed better.

This thesis has been a qualitative case study, which prohibits the drawing of general
conclusions. Nevertheless, the case study showed that a scheduled modelling of dynamic
parameters taken from measurement data contributed to a more accurate calibration of the
selected building parameters.
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Chapter 9
Future work

Below is a list with recommendations for future work within the field of employing optimization-
based calibration tools to find unknown parameters in building energy models.

1. When the key performance indicator is temperature, do a separate calibration of
variables that may have cancellation effects in terms of the evaluation of the key
performance indicator. This may be for instance building envelope U-value compo-
nents and infiltration/ventilation rates.

2. Test the multi-objective optimization procedure on a building with direct electric
heating. The heating power could be modelled dynamically with measured data,
and as a function of the thermostatic control system.

3. Increase the number of simulation runs to check whether it affects the calibration
outputs.

4. Further evaluate the optimization-based algorithm by continuing the testing on other
buildings, as well as testing it for longer calibration periods.
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Appendix
9.1 MATLAB script for CV(RMSE) analysis of KPI

1

2 %%C a l i b r a t i o n t e s t o f models w i th known c a l i b r a t i o n
v a r i a b l e v a l u e s ,

3 %%pre−o p t i m i z a t i o n
4

5 %P l o t :
6 F i l e 1 = ’ Liv ingLab week 5152 . csv ’ ;
7 s i m u l a t e d = c s v r e a d ( F i l e 1 , 1 , 1 ) ;
8 optimT = s i m u l a t e d ( : , 4 ) ;
9 measuredT1 = ObservedData2 ( : , 1 ) ;

10 measuredT2 = ObservedData3 ( : , 1 ) ;
11 t o t m e a s u r e d = [ measuredT1 ; measuredT2 ] ;
12

13 f i g u r e ( 1 )
14 p l o t ( t o t m e a s u r e d )
15 ho ld on
16 g r i d on
17 p l o t ( optimT )
18 l e g e n d ( ’ Measurement d a t a ’ , . . .
19 ’ Model X wi th known v a r i a b l e s ’ ) ;
20 t = 1 : 3 3 6 ;
21 s e t ( gca , ’ x t i c k ’ , l i n s p a c e ( t ( 1 ) , t ( end ) , 1 5 ) )
22 week = { ’Mon ’ , ’ Tue ’ , ’Wed ’ , ’ Thu ’ , ’ F r i ’ , ’ S a t ’ , ’ Sun ’ , . . .
23 ’Mon ’ , ’ Tue ’ , ’Wed ’ , ’ Thu ’ , ’ F r i ’ , ’ S a t ’ , ’ Sun ’ , ’ ’ } ;
24 x t i c k l a b e l s ( week )
25 x l a b e l ( ’Week 51 and 52 , 2018 ’ ) ;
26 y l a b e l ( ’ I n d o o r a i r t e m p e r a t u r e [\ c i r c C] ’ ) ;
27 xl im ( [ 0 3 3 6 ] ) ;
28 s e t ( gcf , ’ P o s i t i o n ’ , [ 1 , 1 , 1100 , 3 0 0 ] )
29 s a v e a s ( gcf , ’ P r e C a l i b r a t i o n X . png ’ ) ;
30

31 %E v a l u a t i o n o f CV(RMSE) :
32 d i f f = t o t m e a s u r e d − optimT ;
33 d i f f s q u a r e d = ( d i f f ) . ˆ 2 ;
34 n = l e n g t h ( t o t m e a s u r e d ) ;
35 d i f f s u m = sum ( d i f f s q u a r e d ) ;
36 t o b e s q u a r e d = d i f f s u m / n ;
37 mean measured = mean ( t o t m e a s u r e d ) ;
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38

39 CVRMSE( 1 ) = s q r t ( t o b e s q u a r e d ) / mean measured ∗ 100
40

41 %C a l i b r a t i o n t e s t o f model wi th o p t i m i z e d c a l i b r a t i o n
v a r i a b l e s a c c o r d i n g

42 %t o SMAPE i n d i c a t o r
43

44 %P l o t :
45 F i l e 2 = ’ L iv ingLab week 5152op t . c sv ’ ;
46 s i m u l a t e d = c s v r e a d ( F i l e 2 , 1 , 1 ) ;
47 optimT2 = s i m u l a t e d ( : , 4 ) ;
48 measuredT1 = ObservedData2 ( : , 1 ) ;
49 measuredT2 = ObservedData3 ( : , 1 ) ;
50 t o t m e a s u r e d = [ measuredT1 ; measuredT2 ] ;
51

52 f i g u r e ( 2 )
53 p l o t ( t o t m e a s u r e d )
54 ho ld on
55 g r i d on
56 p l o t ( optimT2 )
57 l e g e n d ( ’ Measurement d a t a ’ , . . .
58 ’ Model X wi th o p t i m i z e d c a l i b r a t e d v a r i a b l e s ’ ) ;
59 t = 1 : 3 3 6 ;
60 s e t ( gca , ’ x t i c k ’ , l i n s p a c e ( t ( 1 ) , t ( end ) , 1 5 ) )
61 week = { ’Mon ’ , ’ Tue ’ , ’Wed ’ , ’ Thu ’ , ’ F r i ’ , ’ S a t ’ , ’ Sun ’ , . . .
62 ’Mon ’ , ’ Tue ’ , ’Wed ’ , ’ Thu ’ , ’ F r i ’ , ’ S a t ’ , ’ Sun ’ , ’ ’ } ;
63 x t i c k l a b e l s ( week )
64 x l a b e l ( ’Week 51 and 52 , 2018 ’ ) ;
65 y l a b e l ( ’ I n d o o r a i r t e m p e r a t u r e [\ c i r c C] ’ ) ;
66 xl im ( [ 0 3 3 6 ] ) ;
67 %yl im ( [ 1 6 2 2 ] ) ;
68 s e t ( gcf , ’ P o s i t i o n ’ , [ 1 , 1 , 1100 , 3 0 0 ] )
69 s a v e a s ( gcf , ’ P o s t C a l i b r a t i o n X . png ’ ) ;
70

71 %E v a l u a t i o n o f CV(RMSE) :
72 d i f f = t o t m e a s u r e d − optimT2 ;
73 d i f f s q u a r e d = ( d i f f ) . ˆ 2 ;
74 n = l e n g t h ( t o t m e a s u r e d ) ;
75 d i f f s u m = sum ( d i f f s q u a r e d ) ;
76 t o b e s q u a r e d = d i f f s u m / n ;
77 mean measured = mean ( t o t m e a s u r e d ) ;
78

79 CVRMSE( 2 ) = s q r t ( t o b e s q u a r e d ) / mean measured ∗ 100
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9.2 MATLAB script for SMAPE analysis and Pareto fron-
tiers

1 %% A n a l y s i s o f r e s u l t s
2 %Below i s t h e s c r i p t w r i t t e n t o e n a b l e t h e p r e s e n t a t i o n o f

t h e r e s u l t s
3 % from t h e m u l t i−o b j e c t i v e o p t i m i z a t i o n .
4 % The f i t n e s s v a l u e s from t h e p a r e t o s o l u t i o n s were saved

i n a s t r u c t
5 % c a l l e d ” N a m e f i t n e s s v a l u e s ” . The c o r r e s p o n d i n g

c a l i b r a t i o n v a r i a b l e s
6 % were saved i n a s t r u c t c a l l e d ” N a m e b e s t p o i n t s ” .
7

8 %% I n d i v i d u a l SMAPE i n d i c a t o r s f o r each P a r e t o−o p t i m a l
s o l u t i o n

9

10 %NMBE:
11 C V1 b es t po i n t s n mb e = N a m e b e s t p o i n t s { 1 , 1 } ( : , 1 ) ;
12 ParetoNMBE ( : , : ) = N a m e b e s t p o i n t s { 1 , 1 } ( : , : ) ;
13 n nmbe = l e n g t h ( CV 1 b es t po i n t s n mb e ) ;
14

15 f o r c o u n t = 1 : n nmbe
16

17 C o r r e c t V a l u e s ( count , : ) =
[ 0 . 4 , 0 . 3 5 , 0 . 4 , 0 . 2 6 , 0 . 0 1 9 6 4 7 , 1 , 0 . 0 1 8 3 3 ] ;

18 DiffNMBE ( count , : ) = ParetoNMBE ( count , : ) − C o r r e c t V a l u e s (
count , : ) ;

19 DiffAbsNMBE = abs ( DiffNMBE ) ;
20

21 PlusAbsNMBE ( count , : ) = abs ( ParetoNMBE ( count , : ) ) +
C o r r e c t V a l u e s ( count , : ) ;

22 PlusAbsDivNMBE ( count , : ) = PlusAbsNMBE ( count , : ) . / 2 ;
23

24 SumDiffAbsNMBE = sum ( DiffAbsNMBE ( count , : ) ) ;
25 SumPlusAbsDivNMBE = sum ( PlusAbsDivNMBE ( count , : ) ) ;
26 SMAPE NMBE( c o u n t ) = ( 1 / nva r ) ∗ ( SumDiffAbsNMBE /

SumPlusAbsDivNMBE ) ∗ 100 ;
27

28 SumDiffAbsNMBE = [ ] ;
29 SumPlusAbsDivNMBE = [ ] ;
30

31 end
32

33 %NME:
34 C V 1 b e s t p o i n t s n m e = N a m e b e s t p o i n t s { 2 , 1 } ( : , 1 ) ;
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35 ParetoNME ( : , : ) = N a m e b e s t p o i n t s { 2 , 1 } ( : , : ) ;
36 n nme = l e n g t h ( C V 1 b e s t p o i n t s n m e ) ;
37

38 f o r c o u n t = 1 : n nme
39

40 C o r r e c t V a l u e s ( count , : ) =
[ 0 . 4 , 0 . 3 5 , 0 . 4 , 0 . 2 6 , 0 . 0 1 9 6 4 7 , 1 , 0 . 0 1 8 3 3 ] ;

41 DiffNME ( count , : ) = ParetoNME ( count , : ) − C o r r e c t V a l u e s (
count , : ) ;

42 DiffAbsNME = abs ( DiffNME ) ;
43

44 PlusAbsNME ( count , : ) = abs ( ParetoNME ( count , : ) ) +
C o r r e c t V a l u e s ( count , : ) ;

45 PlusAbsDivNME ( count , : ) = PlusAbsNME ( count , : ) . / 2 ;
46

47 SumDiffAbsNME = sum ( DiffAbsNME ( count , : ) ) ;
48 SumPlusAbsDivNME = sum ( PlusAbsDivNME ( count , : ) ) ;
49 SMAPE NME( c o u n t ) = ( 1 / nva r ) ∗ ( SumDiffAbsNME /

SumPlusAbsDivNME ) ∗ 100 ;
50

51 SumDiffAbsNME = [ ] ;
52 SumPlusAbsDivNME = [ ] ;
53

54 end
55

56 %CV−RMSE:
57 C V 1 b e s t p o i n t s c v = N a m e b e s t p o i n t s { 3 , 1 } ( : , 1 ) ;
58 ParetoCV ( : , : ) = N a m e b e s t p o i n t s { 3 , 1 } ( : , : ) ;
59 n cv = l e n g t h ( C V 1 b e s t p o i n t s c v ) ;
60

61 f o r c o u n t = 1 : n cv
62

63 C o r r e c t V a l u e s ( count , : ) =
[ 0 . 4 , 0 . 3 5 , 0 . 4 , 0 . 2 6 , 0 . 0 1 9 6 4 7 , 1 , 0 . 0 1 8 3 3 ] ;

64 DiffCV ( count , : ) = ParetoCV ( count , : ) − C o r r e c t V a l u e s (
count , : ) ;

65 DiffAbsCV = abs ( DiffCV ) ;
66

67 PlusAbsCV ( count , : ) = abs ( ParetoCV ( count , : ) ) +
C o r r e c t V a l u e s ( count , : ) ;

68 PlusAbsDivCV ( count , : ) = PlusAbsCV ( count , : ) . / 2 ;
69

70 SumDiffAbsCV = sum ( DiffAbsCV ( count , : ) ) ;
71 SumPlusAbsDivCV = sum ( PlusAbsDivCV ( count , : ) ) ;
72 SMAPE CV( c o u n t ) = ( 1 / nva r ) ∗ ( SumDiffAbsCV /
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SumPlusAbsDivCV ) ∗ 100 ;
73

74 SumDiffAbsCV = [ ] ;
75 SumPlusAbsDivCV = [ ] ;
76

77 end
78

79 %R2 :
80 C V 1 b e s t p o i n t s r 2 = N a m e b e s t p o i n t s { 4 , 1 } ( : , 1 ) ;
81 Pare toR2 ( : , : ) = N a m e b e s t p o i n t s { 4 , 1 } ( : , : ) ;
82 n r 2 = l e n g t h ( C V 1 b e s t p o i n t s r 2 ) ;
83

84 f o r c o u n t = 1 : n r 2
85

86 C o r r e c t V a l u e s ( count , : ) =
[ 0 . 4 , 0 . 3 5 , 0 . 4 , 0 . 2 6 , 0 . 0 1 9 6 4 7 , 1 , 0 . 0 1 8 3 3 ] ;

87 DiffR2 ( count , : ) = Pare toR2 ( count , : ) − C o r r e c t V a l u e s (
count , : ) ;

88 DiffAbsR2 = abs ( Dif fR2 ) ;
89

90 PlusAbsR2 ( count , : ) = abs ( Pa re toR2 ( count , : ) ) +
C o r r e c t V a l u e s ( count , : ) ;

91 PlusAbsDivR2 ( count , : ) = PlusAbsR2 ( count , : ) . / 2 ;
92

93 SumDiffAbsR2 = sum ( DiffAbsR2 ( count , : ) ) ;
94 SumPlusAbsDivR2 = sum ( PlusAbsDivR2 ( count , : ) ) ;
95 SMAPE R2 ( c o u n t ) = ( 1 / nva r ) ∗ ( SumDiffAbsR2 /

SumPlusAbsDivR2 ) ∗ 100 ;
96

97 SumDiffAbsR2 = [ ] ;
98 SumPlusAbsDivR2 = [ ] ;
99

100 end
101

102 %Cchi :
103 C V 1 b e s t p o i n t s c h i = N a m e b e s t p o i n t s { 5 , 1 } ( : , 1 ) ;
104 Pare toCHI ( : , : ) = N a m e b e s t p o i n t s { 5 , 1 } ( : , : ) ;
105 n c h i = l e n g t h ( C V 1 b e s t p o i n t s c h i ) ;
106

107 f o r c o u n t = 1 : n c h i
108

109 C o r r e c t V a l u e s ( count , : ) =
[ 0 . 4 , 0 . 3 5 , 0 . 4 , 0 . 2 6 , 0 . 0 1 9 6 4 7 , 1 , 0 . 0 1 8 3 3 ] ;

110 DiffCHI ( count , : ) = Pare toCHI ( count , : ) − C o r r e c t V a l u e s (
count , : ) ;
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111 DiffAbsCHI = abs ( DiffCHI ) ;
112

113 PlusAbsCHI ( count , : ) = abs ( Pare toCHI ( count , : ) ) +
C o r r e c t V a l u e s ( count , : ) ;

114 PlusAbsDivCHI ( count , : ) = PlusAbsCHI ( count , : ) . / 2 ;
115

116 SumDiffAbsCHI = sum ( DiffAbsCHI ( count , : ) ) ;
117 SumPlusAbsDivCHI = sum ( PlusAbsDivCHI ( count , : ) ) ;
118 SMAPE CHI ( c o u n t ) = ( 1 / nva r ) ∗ ( SumDiffAbsCHI /

SumPlusAbsDivCHI ) ∗ 100 ;
119

120 SumDiffAbsCHI = [ ] ;
121 SumPlusAbsDivCHI = [ ] ;
122

123 end
124

125 %% P l o t t i n g o f t h e c a l i b r a t i o n v a r i a b l e s f o r t h e b e s t SMAPE
i n a b a r p l o t

126 %Bes t SMAPE i n d i c a t o r f o r each e r r o r f u n c t i o n :
127 x1 = min (SMAPE NMBE) ;
128 x2 = min (SMAPE NME) ;
129 x3 = min (SMAPE CV) ;
130 x4 = min ( SMAPE R2 ) ;
131 x5 = min ( SMAPE CHI ) ;
132 b e s t s m a p e s = [ x1 x2 x3 x4 x5 ]
133

134 %Array p o s i t i o n o f b e s t SMAPE v a l u e :
135 pos1 = f i n d (SMAPE NMBE == min (SMAPE NMBE) ) ;
136 pos2 = f i n d (SMAPE NME == min (SMAPE NME) ) ;
137 pos3 = f i n d (SMAPE CV == min (SMAPE CV) ) ;
138 pos4 = f i n d ( SMAPE R2 == min ( SMAPE R2 ) ) ;
139 pos5 = f i n d ( SMAPE CHI == min ( SMAPE CHI ) ) ;
140

141 o p t v a l 1 = ParetoNMBE ( pos1 , : ) ;
142 o p t v a l 2 = ParetoNME ( pos2 , : ) ;
143 o p t v a l 3 = ParetoCV ( pos3 , : ) ;
144 o p t v a l 4 = Pare toR2 ( pos4 , : ) ;
145 o p t v a l 5 = Pare toCHI ( pos5 , : ) ;
146 r e a l v a l = C o r r e c t V a l u e s ( 1 , : ) ;
147

148 f i g u r e ( 1 )
149 bpcombo = [ o p t v a l 1 ( : ) , o p t v a l 2 ( : ) , o p t v a l 3 ( : ) , o p t v a l 4 ( : ) ,

o p t v a l 5 ( : ) , r e a l v a l ( : ) ] ;
150 hb = b a r ( bpcombo , ’ g rouped ’ ) ;
151 l a b e l s = [ ’ 1 ’ ; ’ 2 ’ ; ’ 3 ’ ; ’ 4 ’ ; ’ 5 ’ ; ’ 6 ’ ; ’ 7 ’ ] ;
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152 s e t ( gca , ’ XTick ’ , 1 : 7 , ’ XTickLabel ’ , l a b e l s )
153 s e t ( gcf , ’ P o s i t i o n ’ , [ 1 , 1 , 1100 , 3 0 0 ] )
154 x l a b e l ( ’ C a l i b r a t i o n v a r i a b l e ’ ) ;
155 y l a b e l ( ’ Opt imized c a l i b r a t i o n v a r i a b l e v a l u e ’ ) ;
156 g r i d on
157 l e g e n d ( ’ 1 : NMBE’ , ’ 2 : NME’ , ’ 3 : CV−RMSE’ , ’ 4 : Rˆ2 ’ , ’ 5 : C X ’ , ’

Rea l v a l u e ’ ) ;
158 s a v e a s ( gcf , ’ P l o t B a r p l o t 0 . png ’ ) ;
159

160 %% P a r e t o p l o t s
161

162 %C o l l e c t i n g t h e b e s t f i t n e s s v a l u e s from t h e o p t i m i z a t i o n
r u n s

163 %NMBE:
164 F1 nmbe = N a m e f i t n e s s v a l u e s { 1 , 1 } ( : , 1 ) ;
165 F2 nmbe = N a m e f i t n e s s v a l u e s { 1 , 1 } ( : , 2 ) ;
166 %NME:
167 F1 nme = N a m e f i t n e s s v a l u e s { 2 , 1 } ( : , 1 ) ;
168 F2 nme = N a m e f i t n e s s v a l u e s { 2 , 1 } ( : , 2 ) ;
169 %CV−RMSE:
170 F1 cv = N a m e f i t n e s s v a l u e s { 3 , 1 } ( : , 1 ) ;
171 F2 cv = N a m e f i t n e s s v a l u e s { 3 , 1 } ( : , 2 ) ;
172 %R2 :
173 F1 r2 = N a m e f i t n e s s v a l u e s { 4 , 1 } ( : , 1 ) ;
174 F2 r2 = N a m e f i t n e s s v a l u e s { 4 , 1 } ( : , 2 ) ;
175 %Cchi :
176 F 1 c h i = N a m e f i t n e s s v a l u e s { 5 , 1 } ( : , 1 ) ;
177 F 2 c h i = N a m e f i t n e s s v a l u e s { 5 , 1 } ( : , 2 ) ;
178

179 %P l o t t i n g them i n a merged c h a r t
180 f i g u r e ( 2 )
181 s e t ( gcf , ’ P o s i t i o n ’ , [ 1 , 10 , 700 , 1 0 0 0 ] )
182 ax1 = s u b p l o t ( 3 , 2 , 1 ) ;
183 x1 = F1 nmbe ;
184 y1 = F2 nmbe ;
185 p l o t ( ax1 , x1 , y1 , ’+ ’ , ’ LineWidth ’ , 2 , ’ Co lo r ’ , ’ r ’ )
186 g r i d on
187 x l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 1 ’ ) ;
188 y l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 2 ’ ) ;
189 t i t l e ( ax1 , ’ P a r e t o s o l u t i o n s : NMBE’ ) ;
190 ax2 = s u b p l o t ( 3 , 2 , 2 ) ;
191 x2 = F1 nme ;
192 y2 = F2 nme ;
193 p l o t ( ax2 , x2 , y2 , ’+ ’ , ’ LineWidth ’ , 2 , ’ Co lo r ’ , ’ g ’ )
194 x l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 1 ’ ) ;
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195 y l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 2 ’ ) ;
196 t i t l e ( ax2 , ’ P a r e t o s o l u t i o n s : NME’ ) ;
197 g r i d on
198 ax3 = s u b p l o t ( 3 , 2 , 3 ) ;
199 x3 = F1 cv ;
200 y3 = F2 cv ;
201 p l o t ( ax3 , x3 , y3 , ’+ ’ , ’ LineWidth ’ , 2 , ’ Co lo r ’ , ’m’ )
202 g r i d on
203 x l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 1 ’ ) ;
204 y l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 2 ’ ) ;
205 t i t l e ( ax3 , ’ P a r e t o s o l u t i o n s : CV−RMSE’ ) ;
206 ax4 = s u b p l o t ( 3 , 2 , 4 ) ;
207 x4 = F1 r2 ;
208 y4 = F2 r2 ;
209 p l o t ( ax4 , x4 , y4 , ’+ ’ , ’ LineWidth ’ , 2 , ’ Co lo r ’ , ’ b ’ )
210 g r i d on
211 x l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 1 ’ ) ;
212 y l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 2 ’ ) ;
213 t i t l e ( ax4 , ’ P a r e t o s o l u t i o n s : Rˆ2 ’ ) ;
214 ax5 = s u b p l o t ( 3 , 2 , 5 ) ;
215 x5 = F 1 c h i ;
216 y5 = F 2 c h i ;
217 p l o t ( ax5 , x5 , y5 , ’+ ’ , ’ LineWidth ’ , 2 , ’ Co lo r ’ , ’ r ’ )
218 g r i d on
219 x l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 1 ’ ) ;
220 y l a b e l ( ’ F i t n e s s f u n c t i o n s c o r e 2 ’ ) ;
221 t i t l e ( ax5 , ’ P a r e t o s o l u t i o n s : C X ’ ) ;
222 s a v e a s ( gcf , ’ P l o t P a r e t o 0 . png ’ ) ;
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9.3 Pareto frontiers for the error functions

Figure 9.1: Pareto solutions for model 1
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Figure 9.2: Pareto solutions for model 2
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Figure 9.3: Pareto solutions for model 3
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Figure 9.4: Pareto solutions for model 4
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Figure 9.5: Pareto solutions for model 5
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Figure 9.6: Pareto solutions for model 6
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Figure 9.7: Pareto solutions for model 7
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Figure 9.8: Pareto solutions for model 8

77



Figure 9.9: Pareto solutions for model 9
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