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Abstract
Waves have a huge potential where around 10% of the world’s electricity demand can be
supplied from wave energy. This provides a unique opportunity to bring more renewable
energy into the world by deploying wave energy converters (WECs). The ability of WECs
to stand alone in places where there is no grid also offers WECs special importance.

This master thesis presents the modelling and control of wave-to-wire model of point ab-
sorber wave energy converters (WECs). The point absorber (PA3) used is adopted from
the Cruz-Atcheson Consulting Engineers model developed within the EU project IMAG-
INE and inspired by the CETO3 WEC. The WEC is connected to a rotating permanent
magnet synchronous generator (PMSG) directly through a recirculating ball screw. The
PMSG is connected to a dc-link through a converter. Two types of control strategies are
applied to maximize the power extracted from the incoming irregular wave. These are
passive loading and optimum control. The study is limited to an incoming irregular wave
of Bretschneider spectrum with a significant height of 3.25m and a peak period of 12
seconds. The constraints on power, end limits and the maximum power that the PMSG
can generate, 296.20 kW , are taken into account.

Passive loading and optimum control are applied with and without of capping of me-
chanical input power to the PMSG at 250 kW . The highest maximum average power of
35.82 kW is generated by uncapped optimum control with a ratio of peak to average elec-
trical power, 8.64. The maximum average value is 3.5%, 4% and 1.5% higher than the
maximum average power obtained in uncapped passive loading, capped passive loading
and capped optimum control respectively. The difference is lowered due to the limit of
maximum power generated by PMSG. The PA3 has two degrees of freedom and there-
fore a power higher than the capping value is generated. The delay of the actuator also
influences the power generated by the WEC.

Keywords: wave energy, WEC, point absorber, control strategies, PMSG, passive
loading, optimum control
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Sammendrag
Bølger har et stort potensial, da rundt 10% av verdens strømforbruk kan leveres fra
bølgeenergi. Dette gir en unik mulighet til å bringe mer fornybar energi inn i verden
ved bruken av bølgeenergiomformere (WEC). WEC-er sin evne til å stå alene på steder
der det ikke er noe nett, gir også WEC-er en spesiell betydning.

Denne masteroppgaven presenterer modellering og kontroll av en bølge-til-kabel (wave-
to-wire-modell) av punktabsorbator WEC-er. Punktabsorbatoren (PA3) som brukes er
fra Cruz-Atcheson Consulting Engineers-modell, utviklet i EU-prosjektet IMAGINE og
inspirert av CETO3 WEC. WEC-en er koblet til en roterende permanentmagnet synkron-
generator (PMSG) direkte gjennom en resirkulerende kuleskrue. PMSG-en er koblet til en
DC-kobling gjennom en omformer. To typer kontrollstrategier, henholdsvis passiv last-
ing og optimal kontroll (passive loading og optimum control), blir brukt for å maksimere
effekten utvunnet fra innkommende uregelmessig bølge. Masteroppgaven er begrenset til
en innkommende uregelmessig bølge av Bretschneider-spektrum med en betydelig høyde
på 3, 25m og en topperiode på 12 sekunder. Begrensningene på effekt, sluttgrenser og
maksimal effekt som PMSG-en kan generere, 296.20 kW , er tatt hensyn til.

Passive loading og optimum control påføres med og uten begrensning av mekanisk in-
ngangseffekt til PMSG-en ved 250 kW . Den høyeste maksimale gjennomsnittlige effek-
ten på 35, 82 kW genereres ved ubegrenset optimal kontroll med et forhold mellom topp
og gjennomsnittlig på 8, 64. Den maksimale gjennomsnittsverdien er 3, 5%, 4% og 1, 5%
høyere enn den maksimale gjennomsnittlige effekten som er oppnådd ved henholdsvis
ubegrenset passive loading, begrenset passive loading og begrenset optimum control.
Forskjellen er senket på grunn av grensen for maksimal effekt generert av PMSG-en.
Da PA3 har to frihetsgrader, er den maksimale genererte kraften høyere enn PMSG-en sin
begrensende effektverdi.
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Chapter 1
Introduction

Chapter 1 introduces wave energy converters (WECs) in general and point absorbers in
particular. It also provides a basic description of a corresponding modelling approach.

Wind blowing over a surface of sea or ocean creates wave energy. The heat energy from
the sun affects the earth unequally due to the presence of cloud covers, valleys, moun-
tains, vegetation, desert lands, seas, and other scenarios. Warm air expands and rises up
creating a low pressure. The surrounding air with lower temperature has a higher pressure
and this results in the flow of air from the higher pressure to the lower pressure area and
forms wind as shown in Figure 1.1. The strong wind blowing over the surface of the sea
or ocean creates waves. Different kinds of waves are created depending on what initiates
the wave. Storms and extreme weather conditions far away can produce long and steady
waves that flow endlessly. A nearby weather system that rise and fall quickly creates the
often seen high and choppy waves [1]. They are normally newly formed occurrences.
Though wind blowing over the surface of the sea or ocean produces the majority of ocean
waves, there are other ways ocean waves could be generated [2]. These include earth-
quakes and planetary forces.

The amount of energy in ocean waves is huge. It is estimated to have an annual potential
of 8000− 80000TWh [3]. Other advantages of ocean waves are:

• They have more predictability and a higher concentration of energy compared to
other renewable energy sources [4].

• The natural seasonal variability of ocean waves corresponds to the electricity de-
mand of temperate climates [5]. Temperate climates are regions without extremes
of temperature and precipitation. They have fluctuation between summer and win-
ter without being extreme.

• Waves can travel long distances with little loss of energy [6].

• Waves can produce power up to 90% of the time which is high compared to wind
and solar that generate 20-30 percent of the time [6].

Wave energy converter (WEC) converts wave energy into electricity. The wind gliding
over the ocean surface creates waves as it loses a fraction of its kinetic energy to the water
beneath it. Thus, a WEC is a device that converts the kinetic and potential energy in the
waves into electrical or mechanical energy. Wave energy industry is a pre-commercial

1
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Figure 1.1: Creation of waves from Solar Energy [7]

industry that has technological and non-technological barriers. Technological challenges
are those that require technological solutions that may be device-related as well as ca-
bling, data collection, and vessels for deployment. Non-technological barriers among
others include financial support, regulatory issues, and environmental impact. The future
of wave energy depends for the most part on the technology convergence and efficient per-
formance. However, the economic, environmental and social aspects of its advancement
will be very influential [8].

1.1 Classification of Wave Energy Converters (WECs)
There are different ways of classifying WECs. This is due to the completely different
principles of operation implemented by WECs. WECs could be divided depending on[9]:

• The distance of the WEC from the bottom of the water and the coast,

– Onshore, Shallow water (depth < 50m), Offshore (depth > 50m)

• The position of the WEC with respect to the sea level,

– Emerged, Semi-emerged, Submerged

• The size and the orientation of the WEC,

– Attenuator, Terminator, Point absorber

• The energy capture principle implemented.

– Oscillating water column (OWS), Overtopping Sys (OTS), Oscillating body

Attenuators are long structures in contrast to the wavelength and they have their axis par-
allel to the direction of the incident wave. Pelamis 750 kW prototype converter is a typical
example of attenuator [11]. Terminators are also long structures but they are positioned
perpendicular to the incident wave direction. An example of terminators is a WavePlane
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Figure 1.2: A schematic of three WEC types: a point absorber (bottom left), an attenuator (top
left) and a terminator (right) [10]

converter [11]. Point absorbers are axis-symmetric. They often have a significantly small
diameter compared to the wavelength of the wave. Point absorbers extract energy from all
directions by bobbing or pitching action of the device. A schematic of a point absorber,
an attenuator, and a terminator are shown at the bottom left, top left and right of Figure
1.2 respectively.

Energy absorption of different kinds of wave energy concepts is discussed by Aurélien
Babarit in [12]. Figure 1.3 (a) and (b) shows OWC and OTS with a turbine. Figure 1.3
(c) shows three different kinds of oscillating bodies [13].

Oscillating water column (OWC) is a structure that has an open inlet for water under the
sea surface, and thus it keeps an air pocket trapped above a water column, as shown in
Figure 1.3 (a). As the water column moves up and down, the trapped air is pressurized
and it is forced to flow through a turbine. The kind of turbine used is mostly a Wells
turbine but sometimes it could be an Impulse Turbine [14]. Simplicity, robustness and
the positioning of moving parts outside of water for a longer part of the material lifetime
are advantages of OWCs. Examples of OWC wave energy converters are Pico [15] and
LIMPET [16].

Overtopping systems (OTS) collect sea water with incident waves above sea level as
shown in Figure 1.3 (b). As more incoming wave crests pass over the slope of the OTS, the
reservoir holds more water. The water in the reservoir flows out back to the sea through
a low head turbine. As sea waves propagate in all directions and high waves damage
coastal areas, the primary target of most researches on OTS is to preserve coastal areas
from damage [17] [18]. Examples of OTS wave energy converters are Power Pyramida,
Sucking Sea Shaft, Wave Dragon [19] and Tapchan [20].

Oscillating bodies are floating structures while they are rarely fully submerged. They
have a buoy or a flap-type device that is moving directly with the sea waves. Thus, the
oscillating body could be made of two parts moving relative to each other or only one
part moving relative to a fixed reference. Three different types of oscillating bodies are
shown in Figure 1.3 (c). Oscillating bodies generally exploit more powerful waves in deep
water. Offshore wave energy converters are generally more complex than onshore and
shallow water WECs. This complexity added with the challenges associated with mooring
and maintenance, hinders their development [22]. However, they are often considered
the most promising and hence are most often investigated due to modularity, cost, and
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Figure 1.3: WEC’s classification according to the energy capture principle [21]

presence of more powerful waves in deep water. Examples of oscillating bodies are Oyster
[21], DEXA wave energy converter and WEC developed at Uppsala University [23]. The
point absorber is a type of float oscillating body and it is described in detail in the next
section.

1.2 The Point Absorber WEC
Point absorbers are WECs which are either floating or submerged to collect the oscillat-
ing force of the wave. They are normally found at or near the surface of water. Point
absorbers are located in shallow or deep water and usually away from the coastal lines.
The distance from the shore is crucial as point absorbers can gather energy from all di-
rections and deeper waters help them to exploit more powerful waves [24]. Examples of
point absorber are AquaBuoy [25], WaveBob [26], PowerBuoy [27], SEAREV [28] and
Archimedes Wave Swing [29].

Figure 1.4 shows a point absorber wave energy converter made by Open Power Technolo-
gies (OPT). It consists of a float, spar and heave plate. The float moves up and down the
spar with the incoming waves. The heave plate and the spar are firmly connected to each
other. A point absorber could have a single-body or two-body heaving buoys. Single-
body heaving buoys are the simplest and the heaving buoy moves against a fixed frame
of reference. Two-body heaving bodies solve the difficulties that are created because of
the distance between the water surface and the bottom of the sea. The heave plate could
be connected to the bottom by mooring and this gives rise to a multi-body system. In
this system, the energy is produced from the relative motion of the two bodies oscillating
against each other.
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Figure 1.4: A point absorber wave energy converter by OPT [30]

1.3 Wave-to-Wire Model
A Model is a process of building a representation of a real-world object or phenomenon as
a set of mathematical equations and allowing respective ideas to be investigated. A model
is an abstraction that permits users to concentrate on specified properties of a complex
system leaving the non-essential properties out of the system to be analyzed [31].

A Wave-to-Wire (W2W) concept covers the conversion of ocean waves into electricity
by a WEC. A Wave-to-Wire model is a useful representation of real-world WECs that
have input incoming ocean waves and produce electric power as an output. The electrical
power output is mostly injected into the grid. Thus, the word ”wave” describes the ocean
waves that are the origin of energy while the word ”wire” describes the ultimate output
of the WEC that is electricity. Taking all the parts of the system into account helps to
investigate, optimize and also improve the system as a whole [2]. As the model simplifies
the system by eliminating non-essential properties, it does not have the same degree of
freedom as the real world point absorber.

The W2W model has four stages: absorption, transmission, generation and conditioning.
The model considers the interaction of the hydrodynamic part, the mechanical part and
the electrical part with each other, and includes all the characteristic dynamics, energy
losses and constraints of different components of the system. This is advantageous in
investigating the coupling issues of the system, internal operating requirements of sub-
systems as well as advanced control strategies that can be embedded into the model [2].
All these four stages are discussed with reference to a point absorber WEC.

The first stage of W2W is the absorption stage by point absorber. The point absorber
WEC is the primary capture system and it is introduced in section 1.2. As the incident
waves are irregular, the ability to capture incident waves of the point absorber WEC is
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very crucial.

The second stage is the transmission stage. The hydraulic PTO can produce large force
at low speed and it is robust. It is the most commonly applied PTO. The hydraulic ram
driven by ocean waves pressures the working medium (fluid) to drive the generator. An
all-electric PTO can also be applied. Direct-driven permanent magnet synchronous gen-
erators connected directly to the point absorber improve the efficiency of the transmission
stage by avoiding the complexities.

The third stage of W2W is the generation stage. The generators convert mechanical en-
ergy to electrical energy. The generators are divided into linear and rotating type. The
Uppsala University WEC and the AWS WEC employ linear permanent magnet generator
(LPMG) [13] while the Lifesaver WEC [32] employ rotating permanent magnet gener-
ator (RPMG) [2]. Linear generators are on the testing stage but not employed in most
advanced WECs [33]–[39]. Some investigations have led to conclude permanent magnet
generators have higher power density and higher efficiency [40], [41]. Induction gener-
ators employed in generation stage implies a specific mechanical PTO which generate
additional power losses reducing the overall efficiency [42]–[45]. A brief description of
different types of generators used in the generation stage and the type of generator chosen
for simulation are described in chapter 5.

The fourth stage is the conditioning stage. Generally, the output of generators is three-
phase electric voltages with variable frequencies. The power conversion is required to
inject these currents into electric grids. If the WEC is supplying a DC motor, an AC/DC
converter is needed. When the WEC is to be connected to a grid an AC/AC conversion
is necessary. One way of achieving this is to use AC/DC and DC/AC converters in series
with a DC capacitor in between. DC/DC converters could also be needed to step-up or
step-down the electric voltage based on the output voltage of the rectifier and input voltage
of the inverter [2]. The main functions of converters in a WEC are [2]:

• To convert from AC to DC or from DC to AC.

• To increase the amount of power captured from WEC.

• To define the quality of the output waveform of electric power to be suited to the
grid connection.

Electric power converters are categorized into the following types:

• DC to DC converter - Chopper converts variable DC to constant DC or constant DC
to variable DC.

• DC to AC converter - Inverter converts DC to an AC of defined frequency and
voltage.

• AC to DC converter - Rectifier converts AC to DC.

• AC to AC converter - Cycloconverter, Matrix converter. They provide AC of a
desired frequency and voltage from AC.
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Figure 1.5 shows a point absorber WEC, direct drive linear generator and a back-to-back
converter system connected to the grid. The rectifier controls the reaction force generated
to achieve maximum power capture from sea waves. The inverter keeps the voltage of the
DC link constant.

Figure 1.5: The direct drive linear generator and back-to-back power converter system [46]

1.4 Outline of the Thesis
This master thesis is composed of seven chapters. Chapter 1 outlines the basic introduc-
tion for wave energy converters and point absorbers in particular including the basics of a
suitable modelling approach.

Chapter 2 describes the basic theoretical knowledge of WECs. The wave equation and
the forces affecting the wave equation in defining the movement of the point absorbers
are discussed. Relevant references are given for further reading.

chapter 3 the modelling of WECs are addressed. The mass-spring-damper system and
which wave equation force it represents is discussed. The Space-State analysis of WECs is
presented. The electric analogue of WECs is explained. At last, the hydrodynamic model
and control of WECs to maximize absorbed energy from incoming waves are briefly dis-
cussed.

Chapter 4 explains the control strategies and practical limitations of a point absorber
WEC. Two different control strategies for maximizing the power capture are explained.
The Wec-Sim model employed and the wave spectrum of the irregular incoming wave are
presented. The physical constraints of the point absorber and its effect on the rating of
the PTO and effect of efficiency of power conversion are addressed. At last a mathemati-
cal analysis for maximizing the power capture without exceeding the peak power limit is
presented.

Chapter 5 looks at the details of the modelling and control of permanent magnet syn-
chronous generators (PMSGs). It looks into the Clarke and Park transformation and how
PMSGs are modelled in dq frame of reference. The electro-mechanical design of the
PMSG is addressed. Afterwards, the decoupling of dq voltages in PMSGs, the voltage
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source converter (VSC) and the current controller to be connected to the PMSG are dis-
cussed. Field weakening application is explained at the end of chapter 5.

Chapter 6 covers a detailed description of simulations conducted with capping and un-
capping of input mechanical power to PMSG in two different control strategies i.e. pas-
sive loading and optimum control. The optimal values of damping coefficient and spring
coefficient in each type of simulation and their corresponding maximum average elec-
tric output power, peak electrical power, peak mechanical power, peak mechanical force,
peak velocity, peak stroke distance, rms current, maximum current and rms voltage are
presented.

Chapter 7 contains discussion, conclusion and future works. The results of the simula-
tion are interpreted and compared to each other. The maximum possible power capture
with limited oversizing of the Power Take-Off is determined. At last, future works are
suggested.

1.5 Scope and Limitation of the Thesis
The focus of this thesis is to model a wave-to-wire point absorber wave energy converter
(PA3). Two different control strategies are implemented on the WEC. The control strate-
gies are operated on the model to harvest the maximum possible energy from the ocean
in irregular sea conditions. At last, the optimal trade-off between high power capture and
limited oversizing of the Power Take-Off system is determined. The work of this thesis is
a continuation of a semester project I worked last autumn semester, Modelling and Con-
trol of Wave Energy Converters [47]. The semester project covers the maximization of
the mechanical power output of the point absorber WEC (PA3). Most part of chapter 1
and chapter 2 is taken from the specialization project and small part of chapter 3.

The point absorber 3 (PA3) model used is adapted from the Cruz-Atcheson Consulting
Engineers model developed within the EU project IMAGINE and inspired by the CETO3
WEC. Figure 1.6 shows the wave-to-wire Simulink model of PA3. The model is provided
by NTNU university. The work of this thesis is building the system from the WEC up to
the DC-link. The WEC is connected to a rotating permanent magnet synchronous gener-
ator (PMSG) through a recirculating ball screw that converts linear motion to rotational
motion. The PMSG is connected to a converter and a dc-link. The two types of control
strategies applied are passive loading and optimum control. The two control strategies are
analyzed by capping and uncapping the mechanical input power of the generators. The
simulation is limited to one sea state and it is an incident irregular wave of Bretschnei-
der spectrum with a significant height of 3.25m and a peak period of 12 seconds. The
constraints on power, end limits and the maximum power that the PMSG can generate,
296.20 kW , are taken into account.
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Chapter 2
Theory

Chapter 2 describes the basic theoretical knowledge of WECs. The wave equation and
the forces affecting the wave equation in defining the movement of the point absorbers
are discussed. Relevant references are given for further reading.

2.1 Waves and Wave Energy
Waves are described by their length, λ and their height, H as shown in Figure 2.1. h in
Figure 2.1 represents the distance between the mean water level and the sea bed while H
represents the maximum vertical distance between a trough and a crest of the wave. η
represents the instantaneous surface elevation of the wave above or below the mean water
level. To describe wave’s behaviour precisely, different wave theories depending on the
water depth and the steepness of the wave are applied.

Figure 2.1: Basic characteristics of a wave [21]

For deep waters where the wavelength of the wave is less than half of the depth of the sea
bed, λ < 0.5 ∗ h, 95% of wave energy is trapped between the surface and a depth of λ/4.
As shown in the side of Figure 2.1, the water particles moving in an oscillating pattern
underwater have an exponentially decreasing diameters of the circles with an increase of
water depth. For deep water, a linear wave theory1 could be applied. For shallow water

1Linear wave theory is strictly applicable to waves where the wave height is small compared to the
wavelength,λ and the water depth, h. It assumes the fluid flow as inviscid, incompressible and irrotational.

11



2.2. WAVE EQUATIONS 12

where the ratio of the wavelength to wave height is small, the linear wave theory is not
valid. A second-order Stokes theory could be applied [48], [49].

The energy in waves can be divided into kinetic and gravitational potential energy. The
amount of energy in a wave depends on the amplitude, H

2
and the period, T , of the wave.

The power in a wave is directly proportional to the period, T and the square of the ampli-
tude of the wave, H

2

4
.

Figure 2.2: Three-dimensional body with six degrees of freedom [50]

A rigid body in three-dimensional space has six independent degrees of freedom. Figure
2.2 shows all six degrees of freedom. When a floating point absorber is subjected to
incoming waves, the forces act on all six degrees of freedom. Thus, the point absorber
can move in three linear motions which relate to three perpendicular axes i.e. forward and
backward (surge), up and down (heave) as well as left and right (sway) with respect to the
dominant incident wave direction. The point absorber has also three rotational motions
i.e. yaw, pitch (transverse axis) as well as a roll (longitudinal axis).

2.2 Wave Equations
In this thesis, the incoming waves are assumed to be mono-directional and they propagate
in the positive x-direction. The system is assumed to be axis-symmetric and all motions
are positioned to be in the (x0z) plane. Hence the point absorber interacts with the ocean
in Surge, Heave and Pitch direction. Heave has the strongest interaction and it is the
principal mode for the extraction of wave energy. There is also a quite strong response
in surge while the interaction in pitch is weak [51]. In this section, the point absorber is
assumed to have only one degree of freedom, heave, as shown in Figure 2.3.

From Newton’s second law:

mz̈ (t) = Fpe (t) + Fre (t) (2.1)
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Figure 2.3: Schematic representation of one single degree of freedom (heaving) WEC [52]

where m denotes the total inertia of the system, z its displacement in heave (vertical) di-
rection, Fpe the force caused by external pressure i.e. hydrodynamic or hydrostatic and
Fre reaction force which includes loads connected by the PTO and mooring foundation.
In conventional modelling of point absorber, the main forces taken into account are:

• Inertia force: the force resulting from the product of mass and acceleration, mz̈.

• Radiation force: the force acting on the point absorber due to the pressure differ-
ences resulted from the fluid displacement of the point absorber in the absence of
an incident wave field [52].

• Buoyancy force: the upward force exerted by any fluid on a partly or wholly sub-
merged object in a fluid. The buoyant force is equal to the weight of the fluid
displaced by the object.

• Mooring force: Mooring lines can be any type of cable, chain or rope and they
connect the point absorber to an anchoring system that is fixed on the seafloor [53].
The power absorption and the dynamics of the system are influenced by the mooring
system.

• Viscous damping force: vortex shedding results from the interaction of waves and
the point absorber’s oscillations. As a result, the viscous damping force represents
the power loss due to viscous drag (form drag and skin friction drag).

• Excitation force: this is the force that is applied by the incident waves on a motion-
less point absorber [52].

• Power Take Off (PTO) force: the PTO force converts the mechanical power to
electrical power. To accomplish the work it must work against a fixed reference
i.e. a rigid connection to the bottom of the sea and internal inertia. Friction force
and other losses in the conversion of power are included in PTO force. The PTO
consists of electrical machines as well as uni- or bidirectional converters.

• Other environmental forces: environmental forces are loads like winds, currents and
tides. Environmental forces influence the dynamics of conversion systems [54].
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According to Newton’s second law [55]:

mz̈ (t) + FR (t) + FB (t) + Fv (t) + Fl (t) + Fo (t) = FE (t) + FPTO (t) (2.2)

wherem is the mass, FR is the radiation force, FB is the buoyancy force, Fv is the viscous
force, Fl is the mooring force, Fo is the environmental force, FE is the wave excitation
force and FPTO is the Power Take Off.

In this thesis, only linear terms will be considered as commonly done for this application
and as a result viscous, mooring and environmental forces will be neglected. The resulting
equation will be:

mz̈ (t) + FR (t) + FB (t) = FE (t) + FPTO (t) (2.3)

Assuming linear hydrodynamics2[56], equation (2.3) written in frequency domain is [37]:

−w2z (w)m+ FR (w) + FB (w) = FE (w) + FPTO (w) (2.4)

2.2.1 The Radiation Force
The radiation force is expressed as [54]:

FR (w) = mr (w) a (w) + Rr (w) v (w) (2.5)

where mr(w) is the frequency dependent added mass due to the near-field standing wave,
Rr(w) is the radiation resistance related to far-field outgoing waves. u(w) and a(w) are
the speed and the acceleration in frequency domain respectively where a(w) = −w2z(w)
and v(w) = jwz(w).

The radiation force could be linearized [57] and expressed in the time domain:

FR (t) = mr (∞) z̈ +

∫ t

o

Hrad (t− τ) ż (τ) dτ (2.6)

The added mass at infinite frequency is the mass of the fluid accelerated by the point ab-
sorber due to the generation of surface waves. Separating the added mass at an infinite
frequency from equation (2.6), the remaining part is a convolution integral. This part in-
cludes the frequency dependent added mass and the radiation resistance.

A simplified equation can be used to calculate the radiation force if the radiation force has
little importance. This is the case if the effects of the losses of the motion of the body are
significant compared to the radiation power. Thus, the radiation parameters of equation
(2.6) are approximated by constant coefficients [37].

FR (t) = − Az̈ (t)− Bż (t) (2.7)

This expressed in frequency domain is:

FR (w) =
(
w2A − jwB

)
z (w) (2.8)

2Linear hydrodynamics assumes the amplitude of body oscillations to be small compared with the body
size
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where A and B are constants representing the added mass due to near-field standing wave
and the radiation resistance related to far-field outgoing waves.

2.2.2 The Excitation Force
Excitation force is the product of elevation, η and excitation force coefficient, hη [54]. The
value of the excitation force coefficient depends on body geometry [58]. The excitation
force in the time domain can be expressed as:

FE (t) = hη (t) ~ 3 ηref (t) (2.9)

expressed in frequency domain:

FE (w) = Hη (w) ηref (w) (2.10)

When equation (2.10) is used to calculate the excitation force, the elevation of the incident
wave is taken as an input. The excitation force could also be calculated by assuming the
excitation force to be an input. One way is based on a linearized Morison approach [37].

FE (t) = A η̈ (t) +B η̇ (t) + k η (t) (2.11)

where A is the added mass, B is the radiation damping and k is the hydrostatic stiffness.

Figure 2.4: A cylindrical direct drive one-body point absorber WEC [59]

3The sign, ~, indicates convolution
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2.2.3 The Float Buoyancy Force
The buoyancy force is expressed as:

FB (t) = gρAwz (t) = gρπ r2
floatz (t) (2.12)

where Aw is the water surface area of the point absorber. It is assumed to be circular as
shown in Figure 2.4, g is the gravity and ρ is the density of water.

2.2.4 Power Take Off (PTO)
The PTO converts the energy absorbed in the point absorber buoy into electricity. The
PTO affects the amount of wave energy absorbed, the size, the mass and the structural
dynamics of the wave energy converter [60], [61]. Point absorbers can utilize different
kinds of PTO. They could even use cascaded conversion mechanisms.

A linear model of PTO is expressed as:

FPTO (t) = − BPTOż (t)−MPTOz̈ (t)− SPTOz (t) (2.13)

where BPTO is the damping coefficient, MPTO is the spring coefficient and SPTO is the
stiffness coefficient.

The different expressions of PTO’s forces are presented in chapter 6.



Chapter 3
Modelling of Point Absorber WEC

Chapter 3 address the modelling of WECs. The discussion of the mass-spring-damper
system and the wave equation forces it represents are discussed. The Space-State analysis
of WECs is presented. The electric analogue of WECs is explained. At last, the hydrody-
namic model and control of WECs to maximize absorbed energy from incoming waves
are briefly discussed.

In modelling part to ease the application, the considered WEC is a spherical semi-submerged
point absorber WEC as shown in Figure 3.1. It is assumed to have a single degree of free-
dom as discussed in section 2.2 and it is directly connected to an electric PTO.

Figure 3.1: A Simplified model for a directly coupled point absorber in heave [4]

3.1 Mass-Spring-Damper system
A point absorber can be represented by a mass-spring-damper system. This is helpful in
understanding the control and transfer of power [62]. This analysis is strictly solid for
monochromatic1 waves. Figure 3.2 shows the mass-spring-damper system where a mass
m is suspended and an external force is acting on the mass upwards.

1A monochromatic wave is a wave with a single wavelength and frequency.

17
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Newton’s second law reads:

mz̈ = F + FD + FS (3.1)

where m is the mass, F the external force, FD the damper force and FS the spring force
where FD = −Rż and FS = −Sz.

If the damper and spring are assumed to have linear characteristics, then the stiffness S
and the mechanical resistance R are constants. Then, equation (3.1) can be rewritten as:

mz̈ + Rż + Sz = F (3.2)

where an overdot is applied to denote the differentiation of variables with respect to time t.

When representing a point absorber by a mass-spring-damper system, equation (3.2) can
be compared to equation (2.3). The oscillation of WEC has more complicated dynamics
than the mass-spring-damper system. However, equation (3.2) can be compared to equa-
tion (2.3) by linearization of radiation and buoyancy forces. The radiation and buoyancy
forces are similar to damping and stiffness forces respectively [63]. The radiation force is
not explicitly related to the incoming waves. However, it is linearly related to the motion
of the point absorber. Assuming the incoming wave to be a monochromatic and regular
wave, the radiation force can be expressed as FR = −Rż where R is the radiation coef-
ficient matrix [64], [65]. The buoyancy force can be expressed as FB = −Sz where S is
gρAw, depending on the geometry of the float. At last, the external force F in equation
(3.2) represents the excitation and PTO force, FE + FPTO, in equation (2.3).

3.1.1 Free Oscillation
If the external force F applied on mass m in Figure 3.2 is zero and the mass m is released
at a certain distance from z = 0, the system is in free oscillation.

Figure 3.2: Mechanical oscillator composed of a mass-spring-damper system [62]

The system’s initial energy is [62]:

WC = Wpo + Wko = S
zo

2

2
+ m

vo
2

2
(3.3)
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where the subscript o indicates the initial value of the corresponding variable. The energy
is the sum of potential and kinetic energy. By solving equation (3.3), the general solution
is:

z = (C1 coswdt+ C2 sinwdt) e
−δt (3.4)

where the damping coefficient, the undamped natural angular frequency and the damped
angular frequency are δ = R/2m , wo =

√
(S/m) and wd =

√
w2
o − δ2 respectively.

Constants C1 and C2 are determined from the initial conditions in equation (3.4). Assum-
ing damping force to be zero, the oscillations are purely sinusoidal with a natural period
of the oscillation 2π/wo. The free oscillation described in equation (3.4) is an exponen-
tially damped sinusoidal oscillation with a period of 2π/wo. The power loss in the system
is due to damping resistance R and it is a ratio of 1− exp(−4πδ/wd) of the energy [62].

A quality factor Q can be defined as a ratio between the stored energy and the average
energy loss. The quality factor in a time interval of 1/wd is:

Q = (1− e−2δ/wd)−1 (3.5)

If the damping coefficient δ is small, the resulting quality factor is large.

The case of forced oscillation is not discussed in this master thesis. But, it is thoroughly
discussed in the book “Ocean Waves and Oscillation Systems” by Johannes Falnes chapter
2 [62].

3.2 Space-State Analysis
The standard form of expressing state equations is as a set of n coupled first-order ordinary
differential equations. The time derivative of each state variable is defined by the state
variables z1(t),...,zn(t) and the system inputs u1(t),...,ur(t) [66].

ż1 = f1 (z, u, t)

ż2 = f2 (z, u, t)

... =
...

żn = fn (z, u, t)

(3.6)

where zi = dxi/dt and fi(z, u, t) for i = 1, ..n could be a generally non-linear time vary-
ing function of the system input, output and state variables. In vector notation equation
(3.6) can be expressed:

ż = f (z,u, t) (3.7)

where f (z,u, t) is a vector function with n components fi (z,u, t).

To perform state space analysis, the second order differential equation of equation (3.2)
can be written as the following two first order differential equations:

ż1 = z2 ż2 = −R
m
z2 −

S

m
z1 +

1

m
u1 (3.8)
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where the state variables are z1(t) = z(t) and z2(t) = u(t) = ż(t) and the input is
u1(t) = F (t). Written in matrix form this would be:[

ż1

ż2

]
=

[
0 1

−S/m −R/m

] [
z1

z2

]
+

[
0

1/m

]
u1 (3.9)

Representing equation (3.9) in state-variable form:

ż = Ez + Fu (3.10a)
y = Gz + Lu (3.10b)

Applying Laplace transform on equations (3.10a) and (3.10b):

sZ (s) = EZ (s) + FU (s) (3.11a)
Y (s) = GZ (s) + LU (s) (3.11b)

Substituting Z(s) from equation (3.11a) into equation (3.11b):

Y (s) =
[
G (sI − E)−1F + L

]
U (s) (3.12a)

Y (s) = H (s) ∗ U (s) (3.12b)

Assuming the variables E, F, G and L in the block diagram, Figure 3.3, to be time variant,
the solution for state-variable z (t) and the corresponding solution for y (t) are [62]:

z (t) = eE(t−to)z (to) +
t

∫
t0

eE(t−τ)Fu (τ) dτ (3.13)

y (t) = GeE(t−to)z (to) +
t

∫
t0

GeE(t−τ)Fu (τ) dτ + Lu (t) (3.14)

The block diagram of equation (3.12a) is shown in Figure 3.3. The detailed step to reach
equation (3.13) and (3.14) are shown in appendix A.1.

Figure 3.3: Linear time-invariant state-space model

3.3 Electric Analogue of WEC
The mechanical system of Figure 3.1 is analogue to an electric circuit shown in Figure
3.4. The inductance, resistance and capacitance of WEC correspond to m, R and 1/S
of Figure 3.1 respectively. Thus, the voltage source, the electric charge on the capacitor



21 3.4. HYDRODYNAMIC MODEL

and the electric current are analogous to the force F , position z and velocity v respectively.

Comparing the electric analogue to the forces mentioned in section 2.2. The supply volt-
age corresponds to the excitation force FE while the current corresponds to the buoy
velocity. The resistance Rwec, the inductance Lwec and the inverse of capacitance 1/Cwec
correspond to the total buoy damping, the mass of the point absorber and the hydrostatic
stiffness respectively. The representation of electric analogue is restricted to sinusoidal in-
coming wave as the total buoy mass which includes the added mass and the total damping
which includes damping from the radiation force, is frequency dependent [67].

Figure 3.4: Electric analogue of a point-absorber WEC [68]

The PTO is represented by a series connection of equivalent resistance, RPTO and equiv-
alent reactance, XPTO. The sign of the value of reactance depends if the point absorber
is inductive or capacitive. If the value of reactance is negative, the device is inductive and
the value is equivalent to an added mass. If the value of reactance is positive, the device
is capacitive and the value is equivalent to a spring constant [68].

3.4 Hydrodynamic Model
The hydrodynamic model is employed to describe the interaction between WEC and the
incoming waves [62]. Linear waves are described using linear wave theory while irregu-
lar waves are constructed by superimposing randomly phase-shifted sinusoidal waves of
different heights and periods. The modelling of the hydrodynamic system is created to
describe the motion of the heave of the point absorber WEC. Figure 3.5 shows the forces
described in chapter 2.

From equation (2.3) we have:

Fi (t) + FR (t) + FB (t) = FE (t) + FPTO (t) (3.15)

Thus, the hydrodynamic model could be written as[69]:

(M+mr (∞))z̈ (t) +
t

∫
−∞

Hrad(t− τ)ż (τ) dτ +Kz (t)=FE (t) +FPTO (t) (3.16)

where M is the mass of the device including the generator’s inertia, mr (∞) is the added
mass when frequency approaches infinity, Hrad is the radiation impulse response function
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Figure 3.5: Forces acting on the heave axis of a point absorber [30]

(RIRF) and K is the hydrodynamic stiffness.

The hydrodynamic model written in frequency domain is [69]:

−w2 (M +mr (w)) z (w) + jwB (w) z (w) +Kz (w) = FE (w) + FPTO (w) (3.17)

where mr(w) is the frequency dependent added mass, B(w) is the mechanical damping
and w is the angular frequency of the incident wave.



Chapter 4
Control Strategies and Practical
Limitations

Chapter 4 explains the control strategies and practical limitations of a point absorber
WEC. Moreover, two different control strategies for maximizing the power capture are
explained. The Wec-Sim model employed and the wave spectrum of the irregular incom-
ing wave are presented. The physical constraints of the point absorber and its effect on
the rating of the PTO and effect of power capping are addressed. At last a mathemati-
cal analysis for maximizing the power capture without exceeding the peak power limit is
presented.

4.1 Control Strategies
Objects oscillating in water generate waves and generally, good wave makers are good
wave absorbers [62]. Therefore to absorb wave energy, water has to be displaced in an
oscillatory manner with the correct timing. Absorbing the wave’s energy means removing
energy from waves. As energy is removed from the passing wave, the resulting wave after
the encounter with the oscillating device is a wave of reduced or zero amplitude. In order
to cancel or reduce waves by the oscillating body, the oscillating body must oscillate in
opposition to the passing wave. Therefore it is necessary to generate waves that interfere
destructively to passing waves in order to absorb energy. The destruction of a wave re-
quires the creation of another wave.

The motion of the point absorber determines the amount of energy absorbed. The force
exerted by the PTO can control the motion of the point absorber. The point absorber
moves to absorb energy from the incident waves by destructive interference. The point
absorber must radiate waves with appropriate amplitude as well as phase to absorb maxi-
mum energy [70]. It is theoretically possible to absorb 100% of the wave energy as shown
in Figure 4.1 d. For a symmetrical body oscillating in only one direction, for instance, the
vertical oscillation, it is theoretically possible to absorb a maximum 50% of wave energy
as shown in 4.1 b. The 50% limit is described in detail in the book, ”Ocean Waves and
Oscillating Systems” written by Johannes Falnes chapter 6. However, a non-symmetrical
body oscillating in only one mode of direction may absorb almost all of the energy of the
incident wave [62].

23
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Figure 4.1: Curve ’a’ illustrates an undisturbed incident wave. Curve ’b’ illustrates symmetric
wave generation by means of a straight array of evenly spaced small floating bodies oscillating
up and down. Curve ’c’ illustrates the anti-symmetric wave generation. Curve ’d’ represents the
superposition of curve ’a’, ’b’ and ’c’, illustrating the complete absorption of wave energy [62]

A heaving point absorber radiating circular waves against a plane incident wave is shown
in Figure 4.2. Point absorbers are very small compared to the wavelength of the waves.
The circular waves interact destructively with the plane incident waves. Optimum oscil-
lation of the point absorber is necessary for maximum energy absorption. The optimum
oscillation has an optimum amplitude and an optimum phase of the oscillation. This
could be described by referring to Figure 4.1. Figure 4.1 d illustrates the total absorption
of energy of the incoming wave by an oscillating object. This is the superposition of the
curves ’a’, ’b’ and ’c’. Curve ’a’ illustrates an undisturbed incident wave. Curve ’b’ and
curve ’c’ illustrates a wave generation by small floating bodies oscillating vertically and
horizontally respectively.

The amplitude of the radiated waves of curve ’b’ and ’c’ to the left and right of the floating
body are equal to each other but exactly half of the amplitude of the incident wave curve
’a’. The waves of curve ’b’ and ’c’ to the right of the floating body are in phase with each
other but they have a 180◦ phase shift from curve ’a’. Thus, the sum of the curve ’a’, ’b’
and ’c’ results into a destructive interference of the incident wave as seen to the right of
the floating body in Figure 4.1 d, total absorption of energy. The waves of Curve ’b’ and
’c’ to the left of the floating body are equal but they have 180◦ phase shift from each other.
Thus, the sum of curve ’b’ and ’c’ becomes zero resulting in the sum of the curve ’a’, ’b’
and ’c’ to be equal to curve ’a’ as shown in Figure 4.1 d.

For point absorber WEC with only one mode of oscillation, the final wave results from
the superposition of curve ’a’ and ’b’. The resulting radiating waves to the left and right
of the point absorber propagate with half of the amplitude of the incident wave. Wave
energy is proportional to the square of wave amplitude [71]. Hence, 25% of the incident
wave energy is sent to the right and another 25% is sent to the left of the point absorber.
The theoretically maximum energy of 50% is absorbed by the point absorber WEC.

The optimum phase conditions of a one-mode oscillating system occur when the oscillat-
ing body is at resonance with the incoming incident wave. This happens when the natural
frequency of the oscillating body is equal to the wave frequency of the wave. This in
turn means, the velocity of the oscillating body is in phase with the excitation force of the
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Figure 4.2: Wave pattern interference of two waves seen from above. As a point absorber absorbs
energy, it creates a circular wave radiating away from the point absorber [62].

wave [62].

The main goal of controllers in wave energy conversion is to produce the maximum power
output possible while constraints are taken into account. The constraint could result from
a Power Take-Off system or other physical constraints. The physical constraints could
limit the force, displacement, speed and power of the WEC. The physical size of a point
absorber is very small compared to the wavelength of the incident waves. The high power
to volume ratio results in cost reduction. However, point absorbers have narrow frequency
response and ocean waves have a wide range of frequency band that varies with time and
season. This could result in poor performance if the device is not actively controlled [72].
Thus, there is an optimum trajectory movement the WEC should follow that is determined
by the incident wave to maximize the energy absorbed.

The optimum trajectory movement of the WEC is defined by the combination of physical
inertia, stiffness, damping and PTO forces. The values of physical inertia, stiffness and
damping are defined in the design of the WEC. Therefore, the main principle of WEC
control is to employ the PTO forces to obtain the optimum power extraction condition.
The optimum power extraction is reached by changing the amplitude and/or phase of the
motion of the WEC point absorber. This results in increased complexity of the system
and lowers the reliability and increases the maintenance [60].

The energy absorbed by point absorber is maximized if the resonant frequency coincides
with the dominant frequencies of the incident waves. The wave frequencies which the
point absorber encounters are generally lower than the resonant frequency of the WEC. In
order to increase the energy absorption by employing resonance techniques, the system
must be provided with a supplementary mass or it must be provided with a negative spring
constant by the flow of reactive power [73].

When considering an unconstrained point absorber to achieve the optimum power extrac-
tion, two conditions are important [60]:

• The velocity of heave and the dynamic pressure of the incoming incident wave must
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be in phase.

• At resonance condition, the amplitude of the incoming incident wave must be twice
the amplitude of the radiated wave of the point absorber WEC.

There are different control algorithms for a heaving semi-submerged sphere. These in-
clude passive loading, optimum control, approximate optimum velocity tracking, phase
control by latching and clutching, and model-predictive control. Most of the control
strategies could be seen as velocity tracking as they can be expressed with a formula
for optimum velocity [2].

Two types of control strategies are examined. They are passive loading and optimum
control.

4.1.1 Passive Loading

Passive loading is the simplest and most common strategy. In passive loading, the PTO
force is proportional to the buoy velocity and the damping coefficient, BPTO, is the co-
efficient of proportionality. The amplitude of the WEC trajectory motion is changed to
maximize the power extracted. Representing the WEC with its equivalent impedance as
in Figure 3.4, the optimum value of BPTO is the absolute value of the point absorber’s
electrical equivalent impedance, BPTO(w) =

√
R2
wec(w) +X2

wec(w). The damping coef-
ficient also known as mechanical damping is frequency dependent.

As the PTO force and the speed are proportional and the damping factor is always greater
than zero, the power is always positive and flows only one way. The PMSG works only
as a generator.

FPTO (t) = −BPTO ż (t) (4.1)

The minus sign is due to the way FPTO is defined in equation (2.2).

4.1.2 Optimum Control

Optimum Control also known as complex-conjugate or reactive control is a way of ad-
justing the point absorber to react as in resonance over a broad frequency band. The PTO
force has one component proportional to the buoy acceleration and another component
proportional to the buoy velocity. The part of PTO force proportional to the buoy acceler-
ation is the reactive part, inertia. The part PTO force proportional to the buoy velocity is
the real part, damping. Both components result in control of amplitude and phase of the
motion required to extract the absolute maximum power available. As the force and speed
are not proportional, the resulting flow of power is bidirectional and the PTO mechanism
becomes more complex [69].

Representing the WEC with its electrical equivalent impedance as in Figure 3.4, the
optimum value of Xwec for sinusoidal incoming waves is the conjugate of XPTO i.e.
RPTO = Rwec and XPTO = −Xwec. This is in order to cancel out the reactive part
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and the resonance achieved results in absorption of maximum power available. The value
of FPTO(t) is given by:

FPTO (t) = −BPTO ż (t)−MPTO z̈ (t) (4.2)

where BPTO is the damping coefficient and MPTO is the spring coefficient. The minus
sign is due to the way FPTO is defined in equation (2.2). BPTO = Rwec (w) and MPTO =
−Xwec (w) /w. The detailed steps to obtain the expression forBPTO andMPTO are shown
in Appendix A.5.

4.2 Wec-Sim Model

Wec-Sim (Wave Energy Converter SIMulator) is an open source wave energy converter
(WEC) Simulation tool. The code of Wec-Sim is developed in MATLAB/Simulink by
using a multi-body dynamics solver Simscape Multibody [74]. Wec-Sim model devices
are comprised of rigid bodies, Power Take-Offs and mooring systems. Simulations are
performed in the time domain and they are solved by the governing equations of motion
presented in chapter 2 in six degrees-of-freedom.

Figure 4.3: PA3 Wec-Sim model schematic [75]

The point absorber WEC model used in the simulation is a point absorber 3 (PA3). Point
absorber 3 (PA3) is adapted from Cruz-Atcheson Consulting Engineers. It is developed
within the IMAGINE project and inspired by the CETO3 WEC [76], [77]. The point
absorber is a single-body WEC and bottom referenced. The linear motion in heave is
changed to rotational motion by a roller ball screw directly connected to PMSG and placed
in the bottom of a spar [78]. The rated power of the PMSG is 250 kW and its parameters
are shown in table 5.2 section 5.3. The buoy has physical dimensions of height, diameter,
displacement and mass of 6.5m, 9.1m, 329m3 and 76.9 t respectively. The PA3 Wec-
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Sim model schematic is shown in Figure 4.3.

As shown in Figure 4.3, the EMG PTO and auxiliary subsystems are placed between the
prime mover and the seabed. The PA3 model has one universal joint, seabed and one
gimbal joint, prime mover. The PA3 subsystem consists of one degree of freedom (1DoF)
translational PTO block which is capable of accepting an external actuation force. The
actuation force blocks are modified to take into account the losses in the EMG PTO block,
the maximum power constraint and the stroke range in the auxiliary block. The main PTO
variables are the damping coefficient, spring term and the friction losses. The controller
and the EMG take inputs of PTO position, velocity and acceleration. The EMG PTO
model is shown in Figure 4.4. The auxiliary subsystem handles the tension force and
employs end-stops. The maximum distance of stroke length is limited because of the
finite length of hydraulic rams. Therefore it is important to have a deceleration cushion at
both ends of the stroke. The auxiliary subsystem produces forces that emulate the physical
system. These consists of the constant force produced to oppose the buoyancy of prime
mover and a force profile that simulates the end-stops. A quadratic formulation is applied
to employ a resistive force near the minimum and the maximum stroke of the WEC. It
dissipates kinetic energy gently while reducing the mechanical damage that could occur.

Figure 4.4: PA3 Wec-Sim EMG PTO model [75]

4.2.1 Wave spectrum of the incoming wave

It is easy to notice that waves on sea surfaces are not simple sinusoidal curves. The
surface appears to be a superposition of random waves of various lengths and periods. By
making simplifications, the distribution of wave energy in different wave frequencies and
wavelengths are given by a wave spectrum. Specific parameters such as significant wave
height, peak period, wind speed, fetch lengths characterise a wave spectrum [50]. The
general form of the wave spectrum available in the Wec-Sim is given:

S (f, θ) = S (f)D (θ) (4.3)

where S(f) is the wave power spectrum, f the wave frequency in Hertz, D(θ) the direc-
tional distribution and θ the wave direction in degrees.
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There are many different kinds of wave spectrums that are employed in the offshore indus-
try. The wave spectrum chosen in the simulation of Wec-Sim is the Bretschneider spec-
trum [50], [79]. Bretschneider spectrum is based on two-parameters: significant height
and peak wave frequency. The parameters strongly depend on the wind speed but they
also depend on wind direction, fetch as well as the location of storm fronts [50]. The
wave spectrum is given by [79]:

S (f) =
5

16

w4
p

w5
∗H2

s ∗ exp(−
5

4
w)S (f)D (θ) (4.4)

where Hs is the significant height and wp is the 2π/Tp where Tp is the peak period. The
Bretschneider spectrum parameters are a peak period of 12 seconds and a significant wave
height of 3.25m. Figure 4.5 shows the Bretschneider spectrum for the incoming wave.
The MATLAB script for constructing the Bretschneider spectrum of waves is found in
Appendix B.1.

Figure 4.5: Breitschneider spectrum of a wave with a significant height of 3.25m and a peak
period of 12 seconds

4.3 Physical Constraints
The electrical system of the point absorber WEC, in general, is composed of an electric
machine controlled by a power electronics and a grid interface power electronics. This
master thesis examines the system up to a DC-link and as such, the effect of grid interface
power electronics are not addressed. The description and parameters of the electrical gen-
erator and the converter employed in this thesis are expressed in chapter 5. The control
strategy plays a crucial role in deciding the selection as well as the topology and rating
of the electrical system [80]. Maximizing the average power produced by the WEC re-
quires a variable speed electrical machine. Control strategies that implement bidirectional
power flow require a bidirectional power electronics converter and also the operation of
an electric machine as a motor and a generator.
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4.3.1 Effect of control strategies on PTO rating

The average and peak power are the main parameters that are considered in the design of
the PTO and the performance evaluation of the WEC [80]. The peak and average extracted
power are dependent on the control strategy applied and as such, the rating of the PTO
system components depend on the control strategy employed. Different control strategies
result in different distinct peak to average power ratio. The rating of electric machines
and converters limit the maximum power the system can handle. Electrical machines can
operate transiently at high peak power since their time constants are generally in the range
of minutes. On the contrary, power electronics converters have a short thermal time con-
stant in the order of hundreds of milliseconds. This means the rating of power converters
of wave energy devices must be higher than the peak power output [81]. Thus, the perfor-
mance of WEC is often evaluated from the ratio of peak to average power [82], [83]. This
is very applicable as it is relevant to deal from the design of the PTO up to the WEC-grid
connection [80].

4.3.2 Effect of efficiency of power conversion

The efficiency of electrical machines and power converters are affected by several factors
including rotational speed and loading factors [69]. It is difficult to have a specific evalua-
tion of the effect of efficiency but a simplified efficiency curve as a function of load factor
can be used, shown in Figure 4.6. A load factor is the ratio of extracted power to the rated
power. As shown in Figure 4.6 the efficiency decreases quickly when the extracted power
decreases. This creates a different influence on the rating of the electric machines and
power converters.

There are two contradicting aspects that affect the value of the maximum average ex-
tracted power. The higher rating of electric machines and power converters ensures ex-
traction of power from peak power values. On the contrary, higher rating significantly
increases the losses due to nonlinear efficiency. Optimum control generates much higher
peak power and thus, the low load operating conditions results in higher losses due to
nonlinear efficiency as well as due to the bidirectional flow of power.

4.3.3 Mathematical Analysis

A mathematical approach can show how the WEC control strategy could be tuned to
respect the maximum power constraint. In cases where the incident waves are low am-
plitude and low period, it is possible that application of optimum control does not reach
peak power. In this case, the maximum extracted average power is reached in resonance.

When a constraint of peak power is imposed on the system, it is theoretically viable to
calculate the optimal values ofRwec andXwec. Referring to an electric analogue of a point
absorber in Figure 3.4, the average power produced is [84]:

Pmean =
E2RPTO

(Rwec +RPTO)2 + (Xwec ±
RPTO

√
1−cosϕ2

PTO

cosϕPTO
)2

(4.5)
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Figure 4.6: The efficiency of electrical and electronic devices as a function of loading factor [69]

where the generator voltage E corresponds to wave excitation force, Fe and the load
power factor cosϕPTO is:

cosϕPTO = cos (tan−1(
XPTO

RPTO

)) (4.6)

The detailed calculation to obtain equation (4.5) is shown in appendix A.2.

Expressing the peak power the system can be handled as a function of average power:

Ppeak = Pmean(1 +
1

cosϕPTO
) (4.7)

Once the peak power is known, by inserting equation (4.5) into equation (4.7) a second
order polynomial with a variable of RPTO having a parameter of cosϕPTO is obtained
[84].

R2
PTO(

Ppeak
cosϕPTO

) = RPTO [2PpeakRwec + 2PpeakXwec

√
1

cosϕPTO
− 1

−E2(
1

cosϕPTO
+ 1)] + Ppeak(R

2
wec +X2

wec) = 0

(4.8)

For the second order equation to have at least one positive solution, there should be at
least one variation in the signs of the coefficients. Under reasonable working conditions,
the quadratic coefficient and the constant term are always positive. Thus, it is essential
for the linear coefficient to be negative.

2PpeakRwec + 2PpeakXwec

√
1

cosϕPTO
− 1− E2(

1

cosϕPTO
+ 1)+

Ppeak(R
2
wec +X2

wec) < 0

(4.9)

By analytical analysis of equation (4.9), different values of cosϕPTO are obtained depend-
ing on the buoy parameters and the incoming incident wave [84]. As the peak power is
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already known, a higher value of cosϕPTO produces a higher average power from equa-
tion (4.7). Thus to maximize the average extracted power, the highest value of power
factor, cosϕPTO must be chosen. The determinant of the second order equation (4.9) at
the optimum value of cosϕPTO must be non-zero [84].

After determining the value of cosϕPTO, the value of RPTO is calculated from equation
(4.8). The value of XPTO is calculated from equation (4.6). Interestingly there were in-
stances where the proposed method mathematically did not provide the optimal control
parameters. In contrast, the simulations in [84] show that the proposed method did not
fail for reasonable ranges of the incoming wave amplitudes and frequencies.

In cases where the incoming waves have small amplitude and high frequency, optimum
control is chosen to fully exploit the lower energy content of the waves. In the case of
high waves, pure damping is chosen so as not to exceed the power limit. When the peak
power limit is in between the peak power produced by passive loading and optimum con-
trol, the intermediate reactive control can be used. Thus the intermediate reactive control
maximizes the power output without exceeding the power limit of the electric machines
and the power electronics. In this master thesis, the application of intermediate reactive
control is not investigated.

Although the mathematical formulation was derived for sinusoidal conditions, the trends
highlighted can be extended to irregular waves. However, the identification of proper
control parameters should then be derived by time domain simulations.



Chapter 5
Modelling and Control of Permanent
Magnet Synchronous Generator

Chapter 5 looks at the details of the modelling and control of permanent magnet syn-
chronous generators (PMSGs). It looks into the Clarke and Park transformation and how
PMSGs are modelled in dq frame of reference. The electro-mechanical design of the
PMSG is addressed. Afterwards, the decoupling of dq voltages in PMSGs, the voltage
source converter (VSC) and the current controller to be connected to the PMSG are dis-
cussed. Field weakening application is explained at the end of chapter 5.

5.1 Permanent Magnet Synchronous Generator (PMSG)
Three different generators that can be used in WEC are compared. These are a linear
permanent magnet (PM), induction generator and rotating PM.

Linear generators are connected directly to the buoy which means they do not need a
mechanical transducer and a gear step-up. Linear PM generators are one example of
linear generators in use. A tubular axial flux generator is often preferred within Linear
PM generators because of its relative maturity. The disadvantage of linear PM gener-
ators is the magnetic discontinuity in stator and rotor which requires higher back iron
cross-sections. Furthermore, due to the linear movement of the permanent magnets, some
magnetic materials are inactive when they are outside stator [85]. The elimination of
mechanical conversion to rotating movement is the main advantage of directly connected
linear generators. The absence of gears eliminates the associated gear efficiencies. How-
ever, the requirement of precise bearings and high mechanical stability is a disadvantage.
They have a limited bending moment so as to maintain the thin air gap of the generator.
Linear generators experience high forces and low speeds due to the size of the buoy and
the nature of the system in parts of wave operating cycle [85]. Gears change the linear
motion of the buoy to rotational motion. While gears introduce an extra component, cost
and power loss, they handle ”end-stop” and other survivability related overload issues.
The gears also open the possibility of utilizing well established electric generators, for
example, robust induction generator [85].

Induction generators are simple and rugged in construction. They are robust and they
can run in any environmental condition. Induction generators are cheaper and they are
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maintenance free due to a lack of commutators, slip rings and brushes [86]. They can also
operate in polluted and explosive environments as the lack of brushes avoid sparks. The
disadvantage of induction generators is that they have poor starting torque and the speed
control of induction generators is difficult [86].

In low speed, high pole PM rotating generators have constant speed irrespective of the
load. They are directly connected to a step-up gear. Nonetheless, the weight is very high
due to high torque at the low speed [85]. Table 5.1 compares the three types of generators
briefly described above.

Table 5.1: Summary of three different kinds of generators. The +, 0 and - in the table represents
favourable, neutral and less advantageous [85]

Type of generators Weight Efficiency Robustness Converter size Cost
Induction + 0.90 + 0 +
Linear PM - 0.93 - 0 -
Rotating PM - 0.95 0 + 0

In this master thesis, a rotating PMSG is preferred to be utilized. PMSGs have magnets
mounted attached to the surface of the rotor or within the rotor itself. The magnets of
the generator produce constant motor flux. PMSG is a cross between a brushless DC
motor and an induction motor. It has a permanent magnet rotor like a brushless DC and
a stator winding that produces a sinusoidal flux density in the air gap that resembles an
induction generator. When PMSGs have digitally controlled converters, they can produce
torque at zero speed. PMSG is well suited for high efficiency and high-performance motor
drives. High-performance control is characterized by fast acceleration and deceleration,
full torque control at zero speed and smooth rotation over the entire speed range of the
motor [87]. High-performance motor control is performed by vector control technique
also known as field-oriented control (FOC). The algorithm of vector control is to decom-
pose the stator current in-terms of a torque generating part and a magnetic field generating
part. Both components can be controlled separately.

Figure 5.1: Motor construction of a permanent magnet synchronous generator (PMSG) with a
single pole-pair on the rotor [88]

PMSGs offer many advantages over other types of generators. PMSGs are the most ef-
ficient electric machine. This is due to the presence of movable magnetic sources within
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Figure 5.2: Diagram of a surface mounted and interior PM synchronous motor [89]

PMSGs. This eliminates copper loss of the exciter and makes the rotor easy to cool. It
also minimizes the mechanical friction losses as PMSGs do not have slip rings or com-
mutators and brushes [90]. These advantages help PMSGs to be built small, light and
rugged structure. PMSGs need less maintenance and have higher reliability compared to
most generators. However, they have more maintenance and less reliability compared to
Induction generators due to the lack of commutators, slip rings and brushes. The winding
insulation, bearing and magnetic life length of PMSG are also very long lasting [90]. The
disadvantages of PMSGs are the high cost of permanent magnets and their commercial
availability.

PMSGs can be divided into surface mounted permanent magnet synchronous generatorsss
(SPMSG) and interior permanent synchronous generator (IPMSG), shown in Figure 5.2.
Surface mounted PMSGs are not suited for high-speed application. Surface mounted
PMSGs provide a uniform air gap as the permeability of the magnet and the air gap is
almost the same. As a result, there is no reluctance torque. The dynamic performance of
these generators is superior and it is suited for high-performance machine drives. IPMSGs
have robustness and are applicable for high-speed applications. Reluctance torque is
present due to the presence of saliency [89]. A round rotor surface mounted permanent
magnet synchronous generator is used in this master thesis. The construction of a single
pole-pair PMSG is shown in Figure 5.1.

The round rotor surface mounted permanent magnet synchronous generator (PMSG) is
directly connected to the buoy without an intermediate hydraulic system as shown in Fig-
ure 1.5. This is referred to as a direct generation. This offers a high flexibility of speed
and force control of the buoy movement and avoids comparatively low efficiencies. This
results in almost total control of the force, speed and position of the buoy by the rele-
vant choice of control parameters. This is highly crucial as the power loss in the primary
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capture system is currently the dominating loss [85]. Conversions that take place in me-
chanical gear, converter, generator, grid and transmission have all over 90% efficiency.
Previously, the direct drive was normally avoided to eliminate overrating of generators
with respect to the average power [85].

5.2 Reference Frames of PMSG
In a symmetrical balanced three-phase system, the current and voltage of a generator can
be described as three signals with the same frequency and amplitude but with a phase shift
of one-third of a cycle. Thus, the alternating current could be written as:

ia (t) = I cos(wet+ φ) = I∠φ (5.1a)
ib (t) = I cos(wet+ φ− 120) = I∠(φ− 120) (5.1b)
ic (t) = I cos(wet+ φ+ 120) = I∠(φ+ 120) (5.1c)

where ia, ib and ic are the three-phase currents, I is the amplitude, we is the frequency of
the electrical system and φ is the initial angle.

Figure 5.3: Three types of reference frames [91]

The three-phase reference frame is shown on the left side of Figure 5.3. The abc three-
phase system can be transformed into ”alpha-beta-gamma” (αβγ) or dq0 frame. They are
also known as Clarke and Park transformations. The main advantage of transformation
is the orthogonality and reduced cross-coupling. The same three-phase signals would be
represented by two signals and the values of the two signals are constant values. In the
case of αβγ, the two new signals are α and β and they are perpendicular to each other
while γ is the zero-axis. In the case of dq0, the two new signals are d and q and they are
perpendicular to each other. αβγ is an orthogonal stationary reference frame while dq0 is
an orthogonal rotating reference frame.

5.2.1 Clarke Transformation
Clarke transformation (α β γ) transforms a three-phase system into a two-phase orthogo-
nal stationary system. The transformation matrix is:
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In a symmetrical balanced three-phase system the sum of currents or voltages in abc is
zero. The value of signal γ is the sum of signal a, b and c multiplied by 1/3 and therefore
it has zero value. Thus, the transformation of equation (5.2) can be simplified to:
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=
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√
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−
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]sigasigb
sigc

 (5.3)

where sig stands for a signal.

It results in a signal having only two control variables and this reduces the number of
controllers required and the computational power demand of micro-controllers or digital
signal processors [92].

Figure 5.4: The direction of the magnetic axes of the stator windings in the abc reference frame
and the stationary αβγ reference frame [93]

5.2.2 Park (dq0) Transformation
Park transformation transforms the stationary system to rotating orthogonal system. The
dq0 transformation rotates the αβγ frame with an electrical angle of the motor, θ(t). The
dq0 signals can be treated as stationary values as shown in Figure 5.3. The transformation
matrix from αβγ to dq0 is:

Tdq0 =

 cos θ sin θ 0
−sin θ cos θ 0

0 0 1

 (5.4)
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In a symmetrical balanced three-phase system, the value of γ signal is zero and the trans-
formation of equation (5.5) can be simplified to:[

sigd
sigq

]
=

[
cos θ sin θ
−sin θ cos θ

] [
sigα
sigβ

]
(5.5)

It is also possible to transform abc-reference frame directly to dq0-reference frame with
Park transformation as shown in equation (5.6) [94].sigdsigq

sig0

 =
2

3

 cos θ cos (θ − 120) cos (θ + 120)
−sin θ −sin (θ − 120) −sin (θ + 120)

1
2

1
2

1
2

sigasigb
sigc

 (5.6)

For a symmetrical balanced system, the value of the zero component is zero. The a-axis
of the three-phase could be aligned either to d- or q-axis of the rotating frame of reference
at the time, t=0. Figure 5.5 shows the a-axis aligned to q-axis.

Figure 5.5: The a-axis and the q-axis are initially aligned [95]

Conventional PI controllers applied to three-phase stationary frame suffer from steady-
state amplitude and phase error. Therefore they struggle to follow reference values in ac
current regulations [96]. PI controllers acting on dq0 frame of reference can attain zero
steady-state error since they act on dc signals. The DC values simplify the work of the
controller in the system. They have only two signals and therefore only two PI controllers
are required. Both the αβγ and the dq0 frame of references are shown in Figure 5.3.

5.3 Modelling of PMSG
In PMSG, the rotor mechanical angle can be defined as the angle between the a-phase
magnetic axis and the rotor d- or q-axis. In the simulation part of this master thesis, the
rotor mechanical angle is defined as the angle between the a-phase magnetic axis and
q-axis. The voltages across the stator windings are defined by:

vavb
vc

 =

Rs 0 0
0 Rs 0
0 0 Rs

iaib
ic

+


dΨa

dt

dΨb

dt

dΨc

dt

 (5.7)
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where:

• va, vb and vc are the individual voltages across the stator windings.

• Rs is the equivalent resistance of each stator winding.

• ia, ib and ic are the currents flowing into the stator windings.

• dΨa

dt
, dΨb

dt
and dΨc

dt
are the rates of change of magnitude flux in each stator winding.

The stator voltages and currents are transformed into dq0 frame by applying Park’s trans-
formation on the stator winding voltages and currents. The resulting electromagnetic
torque of the generator is expressed in dq frame of reference. The resulting equations are
[97]:

vd = Rsid +
dΨd

dt
− weΨq (5.8)

vq = Rsiq +
dΨq

dt
+ weΨd (5.9)

Te =
3

2
p(Ψdiq −Ψqid) (5.10)

where

• Rs is the equivalent resistance of each stator windings.

• id is d-axis current

• iq is q-axis current

• vd is d-axis voltage

• vq is q-axis voltage

• we is the rotor electrical rotational speed

• Ψd is direct axis flux linkage

• Ψq is quadrature axis flux linkage

• p is the number of pole-pairs

• Te is the rotor torque

The direct and quadrature axis flux linkages are functions of d and q-axis currents.

Ψd = f(id, iq) (5.11a)
Ψq = f(id, iq) (5.11b)

In surface mounted PMSG there is no need to induce rotor currents from stator to rotor as
the permanent magnet serves as a source of flux and it can be taken as infinite resistance.
As there is no mutual inductance between stator and rotor, the value of cross-inductance
is zero. The flux is produced by the field winding in the d-axis and the torque is produced
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in the q-axis [89]. The q-axis leads the d-axis electrically by 90 degrees. As there is no
flux in q-axis, the variable Ψm will be used to denote the d-axis component of magnetic
flux. The value of Ld and Lq are assumed to be constant neglecting the saturation effects.
The value of the d-axis component of magnetic flux is assumed to be constant. The values
of d- and q-axis flux linkage are approximated by linearization.

Ψd ≈ Ψmd + Ldid (5.12a)
Ψq ≈ Lqiq (5.12b)

Inserting equations (5.12a) and (5.12b) in equations (5.8), (5.9) and (5.10), the resulting
equations are:

vd = Rsid + Ld
did
dt
− pwmiqLq (5.13)

vq = Rsiq + Lq
diq
dt

+ pwmidLd + pwmΨm (5.14)

Te =
3

2
p(Ψm + (Ld − Lq)id)iq (5.15)

we = pwm (5.16)

where Ld is d-axis inductance, Lq is q-axis inductance, Rs is the equivalent resistance of
each stator windings, wm is the rotor mechanical rotational speed, we is the rotor electrical
rotational speed and Ψm is rotor flux linkage (the amplitude of flux induced).

The electromagnetic torque of equation (5.15) consists of torque due to the interaction of
stator current and magnetic flux, and reluctance torque due to the saliency of the rotor.

Figure 5.6: The D-axis electrical equivalent circuit for PMSG

Figure 5.7: The Q-axis electrical equivalent circuit for PMSG
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Figure 5.6 and 5.7 shows the electrical equivalent circuits for the generator in dq reference
frame from equations (5.13) and (5.14). A block diagram of PMSG is shown in Figure
5.8 and a picture of the modelled PMSG in Simulink with sensors is shown in Figure 5.9.

Figure 5.8: Block diagram of a Permanent Magnet Synchronous Generator (PMSG)

Figure 5.9: Simulink model of PMSG

The employed PMSG is a round rotor (non-saliency) and therefore, the d- and q-axis in-
ductances are equal to each other due to uniform air-gap.

So equations (5.13), (5.14) and (5.15) could be written as:

vd = Rsid + L
did
dt
− pwmiqL (5.17)

vq = Rsiq + L
diq
dt

+ pwmidL+ pwmΨm (5.18)

Te =
3

2
pΨmiq (5.19)

The parameter values of the modelled PMSG are presented in table 5.2 and they are based
on a master thesis written by Vasile-Simion Sularea in Aalborg University [98].
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Table 5.2: Rated parameters of the modelled PMSGs

Rated mechanical power Prated 250 [kW ]
Rated stator phase voltage Us 270 [V ]
Rated stator current Is 330 [A]
Number of pole pairs p 8
Rated rotor flux linkage Ψm 5.82 [Wb]
Stator winding resistance Rs 8.21 [mΩ]
Stator winding inductance Ls 14 [mH]

5.3.1 Electro-Mechanical design of the PMSG

A recirculating ball screw is coupled with the PMSG to convert linear to rotational motion
as shown in Figure 5.10. The linear input motion causes the rotational motion of the nut.
The ball nut is directly connected to the rotor of the PMSG which generates electrical
power from the linear mechanical motion. One main advantage of ball screw system is
the conversion of low-speed high force input into a high speed but low force motion [78].

Figure 5.10: Electro-mechanical ball screw PTO [78]

The conversion of linear to rotational motion has poor friction losses hereby increasing
the overall efficiency of the system. The shortened energy conversion chain reduces the
number of components and this results in a lower risk of failure [78].

The distance between two adjacent screw threads is called screw pitch (psc) and it is one
of the main parameters in the process. The length of the screw pitch is 0.10125m. The
screw pitch defines the relation between the linear input speed (vin) and the nut rotational
speed (wm) [78].

wm(t) =
vin(t) 2π

psc
(5.20)

where psc is the screw pitch, vin(t) is the linear input speed and wm(t) is the nut rotational
speed.

The high input force, FPTO, is translated into rotational by the following equation [78]:

Tref =
FPTO psc

2π
ηbs (5.21)
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where FPTO is the input force without friction loss, Tref is the reference rotational torque
(rotor torque) and ηbs is the ball screw efficiency.

The conversion of linear to rotational motion in Simulink is:

Figure 5.11: Conversion from linear to rotational motion in Simulink

The calculation of rotor torque from the input force as well as the calculation of the
reference q-axis current from the rotor torque in Simulink are shown in Figure 5.12. The
efficiency of the ball screw is missing in Figure 5.12. However, the mechanical friction
losses are taken into consideration by translational PTO actuation force blocks inside the
Wec-Sim model as described in section 4.2. Therefore the reference torque is calculated
as:

Tref =
FPTO psc

2π
(5.22)

The reference q-axis current that generates power in Figure 5.12 is calculated the same as
equation (5.19).

Figure 5.12: Calculation of q-axis reference current from WEC input force

5.3.2 Power Losses
The copper resistance of the stator winding generates power loss. The power losses in the
copper resistance of the PMSG is [99]:

Pcu =
3

2
(Rsi

2
q +Rsi

2
d) (5.23)
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where Rcu is the stator resistance, id is the d-axis current and iq is the q-axis current.

Operating with id current zero minimizes the power losses. The PMSG has a lower stator
copper loss when operating in constant torque region. Assuming id equal to zero:

Pcu =
3

2
Rsi

2
q (5.24)

By substituting the variable torque in equation (5.22) from equation (5.19) or by analyzing
Figure 5.12, iq can be expressed as:

iq =
psc

3πpΨm

FPTO (5.25)

Substituting the value of iq:

Pcu =
Rsp

2
sc

6π2p2Ψ2
m

F 2
PTO (5.26)

The above equation shows how the stator copper losses are affected by the input force
without friction loss. Substituting the values of the parameters:

Pcu = 5.245 ∗ 10−9F 2
PTO (5.27)

The coefficient of proportionality between the stator copper losses and the PTO force is
small and the stator copper losses are expected to be low.

5.4 Voltage Source Converter (VSC)
An Average-Value Voltage Source Converter block is used to convert electrical energy
from AC to DC. The Voltage Source Converter (VSC) is connected in series with the
generator and therefore it should have a high enough rating for the maximum current and
maximum voltage to pass through. The rating of the VSC is chosen to be equal to the
rating of the generator 250 kW . The rated voltage and rated current of the VSC are 500V
and 500A respectively. The VSC is able to withstand the maximum current of the gen-
erator that is a little higher than 400A, shown in the simulation part of chapter 6. The
efficiency of the VSC is 95%. The input of VSC is a physical signal input port and it is
a normalized modulation wave directly connected to the output of the current controller.
The output of the VSC is connected to a DC link. The voltage of the DC link is 1000V .

The VSC controls the power produced by the buoy movement. It converts the input of
the VSC which has a variable current, variable voltage and variable frequency to a con-
stant DC voltage. Thus, the use of VSC increases the absorption of wave power while
maintaining power and voltage conditioning. The converter is bidirectional as there are
instances where power flows in reverse direction. The reverse flow of power is in-case of
optimum control strategy discussed in section 4.1.
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Figure 5.13: Average-Value Voltage Source Converter and DC link

5.5 Current Controller
The current controller shown in Figure 5.14 controls the stator currents to control torque
which controls the force of the Power Take-Off as shown in Figure 5.12. This results in
phase and amplitude control of the WEC [83]. The dynamic resistance and mechanical
reactance of the WEC perceived by the coming waves are changed or controlled. Some
kind of destructive interference is performed between the waves and the WEC. For the
desired interference to occur the current of the generator is made to track the desired
current or the reference current calculated. The current controller is applied to make sure
the current of the PMSG follows the reference current.

Figure 5.14: PMSG Current Controller

The techniques for following the desired current trajectory is based on vector/field-oriented
control (FOC). The vector control decomposes the stator current and both components are
controlled separately. To keep the current at the desired value, FOC usually applies decou-
pling terms, proportional-integral (PI) controllers, and pulse-width modulation (PWM).
FOC is an industry standard in control of PMSGs due to modularity, flexibility, low com-
putational burden and robustness with respect to parameter variation. The design stage of
current controllers does not normally take voltage and current constraint into considera-
tion. As a result, anti-windup, dynamic over-modulation as well as decreasing the gain of
the controller are applied. Over-modulation increases losses during transient operation.
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A decrease of gain of a controller results in performance deterioration [97]. PWM is not
discussed as the VSC used is an Average-Value VSC as mentioned in section 5.4.

5.5.1 Decoupling of d-axis and q-axis voltages
The dq voltage values are coupled as shown in equation (5.17) and (5.18). This results
in the change of one output affecting the output of the other and this, in turn, affects
the output of the previous variable. The decentralized control becomes challenging. The
Multiple Input Multiple Output (MIMO) is changed to Single Input Single Output (SISO)
by decoupling vd and vq. The decoupling is employed by feed forward of vd and vq. The
new reference voltages are defined as v′d = vd + weiqL and v′q = vq − weidL − weΨm.
Thus, equation (5.17) and equation (5.18) would be:

v
′

d = Rsid + Ls
did
dt

(5.28a)

v
′

q = Rsiq + Ls
diq
dt

(5.28b)

Thus v′d and v′q are independent and both are first order equations.

Figure 5.15: Feed forward voltages of vd and vq

The equations for feed forward voltages vd and vq used in the Simulink are shown in
Figure 5.15.

5.5.2 PI Controllers
A PI-controller calculates the error value as the difference between the desired value and
the measured value. An accurate and responsive correction is applied to the control func-
tion. There are two tuning values and they are the controller gain Kp and the integral time
constant Ti. An analogue PI-controller is applied for the id and iq currents to follow the
idref and iqref reference currents. The internal workings of the PI controller is shown in
Figure 5.16. The origins of the inputs of the PI controller are shown clearly in Figure 5.17
where e is the error signal which is the difference between reference and PMSG gener-
ated current, du is control signal saturation which is the difference between the input and
output of d-q voltage limiter, and Reset is integral gain reset. There are also additional
functions of PI-controller [100]. These are:
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Figure 5.16: The internal structure of a PI controller

• Limitation of output: The value of the output of the controller is set to be between
defined values of upper and lower limit. The VSC has a limit on the voltage ref-
erence it can generate. This limiting value depends on the voltage of the DC-link.
The current controller takes the maximum phase voltage as an input and it is half of
the value of the DC-link, 500V .

• Initial Values: An integrator’s initial value can be defined by the user. The initial
values of integrators are set to zero if the simulation starts from zero. Otherwise,
the integrator should follow up the output i.e. the initial value of integrator should
be the initial output value.

• Feed Forward: Most current controllers have a feed forward [100]. The feed for-
ward of vd and vq in the current controller are already defined in section (5.5.1) and
they are v′d = vd + weiqL and v′q = vq − weidL− weΨm.

• Anti-windup: This is applied when the output reaches a saturation. As the output
can not increase further, the integration must be stopped until the response falls back
into an acceptable range. Negative input is sent to the PI-controller until it moves
out of the saturation. Anti-windup is shown in Figure 5.17 where the difference
of the input and output of the d-q voltages limiter is sent back as an input to the PI
controllers. The difference between input and output of d-q voltage limiter is zero as
long as the value of the d-q input voltages are not higher than the saturation value.
The difference between input and output is non-zero only when any of the input
values are higher than the saturation value. The value of anti-windup sent to the PI
controller is always negative as it is the input voltage minus the output voltage. The
output voltage is limited by the d-q voltage limiter and therefore it is never higher
than the input value. In the PI controller, the value of anti-windup is multiplied by
the corresponding axis anti-windup gain and then added to the integral part of the PI
controller. The value of d-axis and q-axis anti-windup gain used in the simulation
is 200 as shown in Table 5.3.

To choose the parameters of a controller, there are different methods that can be applied
[100]:

• bode-plot: It is possible to get the transfer function of the system from the bode-
plot. From the transfer function, the values of controller parameters can be fetched.
The classic criterion is that the gain margin must be at least 6 dB and a phase margin
must be at least 45 degrees.
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• Pole location can also be used to determine the parameters of the PI controller.

• Use of Modulus optimum and Symmetric optimum [101].

As the system parameters are known, PI parameters can be calculated by using pole loca-
tion, or Modulus or Symmetrical optimum.

Figure 5.17: The internal structure of a current controller

In power electronics, an internal reduction of block diagrams often end up with one large
dominant time constant and other minor time constants [100]. The dominating time con-
stant in PMSG is the stator current time constant. The corresponding transfer function of
equation (5.28a) and equation (5.28b) can be written as:

i(s)

v(s)
=

1
Rs

1 + L
Rs
s

(5.29)

The current controllers are applied to the dq reference frame. The system is decoupled
into d and q, and therefore two PI controllers are needed. Due to the speed of the WEC,
the influence of PWM and converter time constants are ignored. The transfer function
of the PWM and the converter are assumed to be unity. Figure 5.18 shows a closed
loop consisting of PI controller, PWM, converter and PMSG. To tune the PI controllers
Modulus Optimum is chosen.

Figure 5.18: A block diagram of a current controller. The PWM and the converter block are
represented by unity gain [102].
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One of the oldest controller design methods is Optimum Modulus. It is often used for low
order controlled plants without time delay. The modulus optimum control transfer func-
tion is achieved by cancelling the largest time constant of the system transfer function and
holding the closed gain to be higher than unity for all frequencies [101]. The advantage
of Modulus Optimum is the simplicity and fast response it presents.

The final open loop transfer function from Figure 5.18 can be written as:

ho(s) = Kp
1 + Tis

Tis

1
Rs

1 + L
Rs
s

(5.30)

By Modulus Optimum the PI-controllers time constant Ti is selected to be equal to L
Rs

.
Thus, the resulting equation is:

ho(s) = Kp

1
Rs

L
Rs
s

= Kp
1

Ls
(5.31)

The closed loop transfer function is:

M(s) =
ho(s)

1 + ho(s)
=

Kp

Kp + Ls
=

Kp

Kp + Ljw
(5.32)

To have unity gain the value of Kp must be much higher than the value of L.

The proportional and integral gain values of the d-axis and q-axis PI controllers are given
in table 5.3.

Table 5.3: Parameters of current controller

D-axis current proportional gain Kp 16
D-axis current integral gain Ki 150
D-axis current anti-windup gain Kaw 200
Q-axis current proportional gain Kp 16
Q-axis current integral gain Ki 150
Q-axis current anti-windup gain Kaw 200

Figure 5.19 shows the current controller in Simulink with all inputs and outputs included.
The current controller has inputs of the generator’s id and iq currents, feed forward voltage
VdqFF, maximum phase voltage Vphmax, and calculated reference currents id and iq. The
generator’s id and iq currents are obtained by Park transformation from the abc current
output of the generator and the angle theta. The calculation for angle theta is shown in
Figure 5.15. The sign of id and iq current is reversed just before it is sent to the current
controller. This is in order for the current controller to function well with the positive
gain values already presented in table 5.3. The corresponding input of id and iq reference
currents also shift sign. They shift sign before the value of VdqFF is calculated as the feed
forward voltage is also an input of the current controller and it needs to be calculated with
actual input currents of the current controllers. The calculation for VdqFF is shown in
Figure 5.15. Vphmax is the maximum phase angle and its value is 500V . The calculation
of reference currents id and iq is presented in the next section 5.6. The output of the
current controller, vd and vq are transformed to abc voltage by inverse Park transformation,
normalized by Vphmax and sent to VSC.
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Figure 5.19: A Simulink model of a current controller with all the inputs and outputs included

5.6 Field Weakening

For an ideal brushless DC generator, speed and current are proportional to voltage and
torque. This characteristic is imitated by modern AC generators. The operation region
of the PMSG is divided into two areas. These are constant torque control region and the
field weakening control region. In the constant torque control region, the torque is con-
stant while the active power generated differs with the speed of the generator. In the field
weakening control region, the active power is constant while the torque decreases with
increase in speed.

PMSG produce a back electromotive force (EMF) that rises proportionally to the speed
of the generator. The back EMF voltage is created by relative motion between the stator
windings and the rotor’s magnetic field. The value of back EMF is proportional to the rate
of change of the magnetic field, its intensity and the number of turns. The opposite po-
larity of the back EMF reduces the actual voltage in the armature turns and decreases the
current flowing through the generator [103]. When the speed of the generator continues
to increase the voltage eventually reaches the maximum value. The speed of the generator
at maximum voltage is referred to as the base speed. If the speed of PMSG overcomes
the base speed, there is no current flowing between the converter and the PMSG, and the
input torque does not produce current. In cases when the PMSG is running as a motor, the
current does not flow from the converter to the stator coils as there is no torque generated.
Further increase of speed can produce current or torque which is opposite to the direction
of rotation depending on whether the PMSG is acting as a generator or motor. To run
the PMSG over the base speed, the internal EMF must be reduced and it is achieved by
reducing the magnetic flux between the rotor permanent magnets and stator coils. This
results in reduced maximum torque and the converter avoids entering into saturation. This
principle of weakening the magnetic field by applying an opposing magnetic field on the
stator coils in phase with the rotor field is known as field weakening [104].

For the PMSG to operate in an extended range of speed, field weakening is adopted. The
voltage limit is defined by the DC-link voltage and the current limit is defined by the
PMSG and the IGBTs in the converter [104]. In DC, induction and ordinary synchronous
machines field weakening is achieved by reducing the field current. In PMSG, the field
weakening is accomplished by exerting an opposing magnetic field on the stator coils
which is in-phase with the magnetic field from the rotor. A negative stator current in the
direct axis (d-axis) creates the opposing magnetic field and reduces the internal EMF gen-
erated by the PMSG [104].
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The maximum current and maximum voltage are limited by the following formulas.

i2d + i2q ≤ I2
rated (5.33a)

v2
d + v2

q ≤ V 2
limit (5.33b)

The rated current, 330A, is the maximum current the PMSG can operate with. For a
limited amount of time, the machine can withstand a current much higher than the rated
current. It is difficult to specify the maximum value of the current the generator can with-
stand. It depends on the machine’s thermal capacitance and thermal conditions [97]. As
a result of this, the current limit is treated as a soft constraint in the simulation part.

Vlimit is the maximum voltage available from the converter. Its value is given by Vlimit =
Vdc−link

2
. The value of Vlimit can be increased by inserting a third harmonics. The third

harmonics is measured and added to the output of each phase of a three-phase converter.
The insertion of third harmonics increases the phase voltage by 15%. As third harmonics
in three phase are cophasal, they do not appear in the line to line waveforms but they
decrease the peak voltage of phase waveform [105]. The 15% increased value of Vdc−link
results in Vlimit = Vdc−link√

3
. In this thesis, an average-value VSC is employed and there-

fore, insertion of third harmonics was not implemented to increase the maximum allowed
voltage. The maximum voltage is:

Vlimit =
Vdc−link

2
(5.34)

The value of dc-link voltage is 1000V and therefore the maximum input phase voltage
of the converter is 500V . The voltage limit at the PMSGs is set to 475V . The output
voltage of the PMSG has a varying amplitude and frequency due to input variations. This
could cause saturation of PI controllers and to avoid that the voltage limit of PMSGs is
set to 475V .

The equations for vd and vq are given by equation (5.17) and equation (5.18). In steady
state they are given as:

vd = Rsid − weiqL (5.35a)
vq = Rsiq + weidL+ weΨm (5.35b)

Inserting equation (5.35a) and equation (5.35b) into equation (5.33b) and calculating the
voltage limits:

(Rsid − weiqL)2 + (Rsiq + weidL+ weΨm)2 = V 2
limit (5.36)

Equation (5.36) can be rewritten as [Appendix A.3]:(
id +

w2
eLΨm

R2
s + w2

eL
2

)2

+
(
iq +

weRsΨm

R2
s + w2

eL
2

)2

=
V 2
limit

R2
s + w2

eL
2

(5.37)

The voltage drop across phase resistance Rs can be ignored as PMSG are used in com-
paratively high speed range. Therefore, ignoring armature resistance, equation (5.37) can
be written as: (

id +
Ψm

L

)2

+ i2q =
(Vlimit
weL

)2

(5.38)
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Equation (5.38) denotes the trajectory of stator voltage equation. It describes a set of
circles with a radius of Vlimit/(weL) and whose centre is at (−Ψm/L, 0) as shown in
Figure 5.20. Inserting the values of the parameters of the PMSG the radius of the circle is
33928.57 multiplied by 1/we and the centre of the circle is (−415.71, 0). All the circles
have a fixed centre but different radius depending on the speed. As the speed increase, the
voltage circle shrinks and the area of the circle is reduced. The reachable current vector
is reduced when the speed increases. When the speed is further increased, the reference
current is located outside the voltage circle. In this case, a negative d-axis current is
required. This means the machine must operate in field weakening to move the reference
current vector back inside the voltage circle.

Figure 5.20: Diagram showing the voltage and current boundaries of operation. The red line
denotes the optimal operation with maximum current and voltage

The following equation is achieved by expanding equation (5.36) and rearranging with
descending order of id.

(R2
s+w

2
eL

2)i2d+(2w2
eLΨm)id+w

2
ei

2
qL

2+R2
si

2
q+w

2
eΨ

2
m+2RsweΨmiq−V 2

limit = 0 (5.39)

Equation (5.39) is a second-order equation of the form ax2 + bx+ c = 0 and the solution
is:

id =
−b±

√
b2 − 4ac

2a
(5.40)

where a isR2
s+w2

eL
2, b is 2w2

eLΨm and c isw2
ei

2
qL

2+R2
si

2
q+w

2
eΨ

2
m+2RsweΨmiq−V 2

limit.

Inserting the parameters of PMSG the values of a, b and c are 0.008212 + 0.0142w2
e ,

0.163w2
e and 0.0142w2

ei
2
q+0.008212 i2q+5.822w2

e+0.0956weiq−4752. In order to obtain
a real value for id, b2 − 4ac must be greater than zero. Substituting the values of a, b and
c in b2 − 4ac:

(2w2
eLΨm)2−4(R2

s+w2
eL

2)(w2
ei

2
qL

2 +R2
si

2
q+w2

eΨ
2
m+2RsweΨmiq−V 2

limit) ≥ 0 (5.41)

Ignoring the value of armature resistance and calculating for the value of iq, the values of
iq that satisfy equation (5.41) are [Appendix A.4]:

−Vlimit
weL

≤ iq ≤
Vlimit
weL

(5.42)
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In field weakening, the maximum allowed iq utilized in MATLAB simulation in Chapter
6 is 99% of the calculated limit value Vlimit/(weL). This practical restriction is to allow a
margin for the variations of the PMSG characteristics due to temperature and stator core
saturation [104]. Other reasons to lower the voltage limit are the minimum PWM pulse
width and IGBT forward voltage drop.

−0.99
Vlimit
weL

< iq < 0.99
Vlimit
weL

(5.43)

Inserting the value of Vlimit/L into equation (5.43).

−33589.28

we
< iq <

33589.28

we
(5.44)

Figure 5.21 shows how the iq current limit is implemented in Simulink. Figure 5.22 shows
how the id and iq reference currents are calculated. In the top left of Figure 5.22, the iq
current limitation is shown. In the lower left, the calculations for vd and vq are shown. The
value of id in case of field-weakening is calculated by using equation (5.40). The switch
at the top right sends the calculated negative current id whenever the value of v2

d + v2
q is

higher than V 2
limit i.e. in case of field weakening.

Figure 5.21: A Simulink model of iq reference current limit

Figure 5.22: A Simulink model of iq current limit and field-weakening id current calculation

The base speed for rated iq current could be calculated from equation (5.36). By expand-
ing equation (5.36), it could be written in the form of a second-order polynomial. At base
speed for rated iq current, the value of iq is equal to Irated and the value of id is zero. Sub-
stituting iq with Irated and putting the value of id to zero, equation (5.36) can be expanded
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and rewritten in the form of a second-order polynomial. The value of base speed at rated
iq is:

we=
−2RsIratedΨm±

√
(2RsIratedΨm)2−4(Ψ2

m+L2I2
rated)(R

2
sI

2
rated−V 2

limit)

2(Ψ2
m+L2I2

rated)

Two values of we can be calculated from equation (5.6). The negative sign before the
square root is applied to calculate the base speed at rated speed when the PMSG is run-
ning as a generator while the positive sign is applied when the PMSG is running as a
motor.

Figure 5.20 shows the voltage and current boundaries of operation. Above the base speed,
the PMSG is in field weakening. To attain maximum available torque the PMSG is run
along the red line shown in Figure 5.20. The red line is the intersection between the volt-
age limit at the defined speed and the current limit.

5.6.1 Limitation of active power
The value of active power produced from each PMSG can be described by:

Pe = Tewe (5.45)

The expression for torque is given in equation (5.19) and substituting the expression for
torque in equation (5.45):

Pe =
3

2
pΨmiqwe (5.46)

we is equal to p multiplied by wm and from equation (5.42), the maximum iq is Vlimit

weL
due

to field weakening. The maximum active power that can be generated by each PMSG is:

Pe =
3

2
Ψmwe

Vlimit
weL

=
3

2
Ψm

Vlimit
L

(5.47)

The values of Ψm and L are constants and therefore the maximum active power depends
on the voltage limit. Inserting the values of Vlimit, L and Ψm, the maximum active power
that can be generated by each PMSG is 296.20 kW .



Chapter 6
Wave to Wire Modelling and Simulation

Chapter 6 covers a detailed description of simulations conducted with capping and uncap-
ping of input mechanical power to PMSG in two different control strategies i.e. passive
loading and optimum control. The optimal values of damping coefficient and the spring
coefficient in each type of simulation and their corresponding maximum average electric
output power are presented. The maximum average output power obtained in each type
of simulation are compared to each other, and their corresponding ratio of peak to average
electrical output power are discussed.

6.1 Simulation
In this part, the simulation of PA3 is performed. Two different control strategies of point
absorber WEC are applied. These are passive loading and optimum control. The values
of static and dynamic friction force are chosen to maximize the power generated by a
wave of a significant height of 3.25m and a peak period of 12 s [106]. The duration of
the simulation is 600 s and a time step of 0.5ms is applied. The DC-link voltage and the
PMSG maximum voltage are 1 kV and 475V respectively as mentioned in section 5.6.
The parameter values used in the simulation are presented in table 6.1.

Table 6.1: Parameter values for simulation

Parameter Value
Power capping value 250 kW
Static friction force 11.4684 kN
Dynamic friction force 22.8093 kN
Time step 0.5ms
Duration of simulation 600 s
DC-link voltage 1 kV
PMSG voltage limit 475V

The two control strategies are applied with and without capping the input power of the
generator. The power capping value of the input of the generator is the same as the rated
power of the generator i.e. 250 kW . Thus four different types of simulations are applied.
The first type of simulation is the control strategy passive loading without capping of the
input power of the generator. The second is passive loading with capping. The third is
optimum control without capping and the fourth is optimum control with capping.

55
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6.1.1 Uncapped Passive Loading
Passive loading is applied without capping of the input power of the generator. As ex-
plained in section 4.1.1, the value of the spring coefficient in passive loading is zero. The
value of the damping coefficient is varied to maximize the average output power of the
generator. By simulating the WEC for different values of damping coefficient, different
values of average power are observed. Figure 6.1 shows how the values of the average
mechanical and electrical power of the PMSG vary with different values of the damping
coefficient. The optimal value of the damping coefficient that produces the maximum
mean power is 266.6 kN/(m/s) as seen in Figure 6.1. The values of average and peak
electrical output power of the generator at this optimal value of the damping coefficient
are 34.58 kW and 301.50 kW respectively. The average and peak mechanical input power
of the generator are 35.01 kW and 302.50 kW respectively. The corresponding values of
the peak force, peak speed and peak stroke distance of the WEC are 402.83 kN , 1.51m/s
and 1.40m respectively. The plots that show variation of peak mechanical force, peak
velocity and peak stroke position with respect to varying damping coefficient are placed
in appendix A.6.

Figure 6.1: The mean mechanical and mean electrical power of PMSG in uncapped passive load-
ing

The ratio of peak mechanical and peak electrical power, Ppeak, to average mechanical and
average electrical power, Pmean, is between 8.6 and 10 as shown in Figure 6.2.

Figure 6.2: The ratio of peak mechanical and peak electrical to mean mechanical and mean
electrical in uncapped passive loading
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The voltage of phase a of the generator is shown in Figure 6.3. The voltage of the PMSG
is limited to 475V . The rms output voltage is 290.55V .

Figure 6.3: The voltage output of phase a of PMSG in uncapped passive loading

The current of the PMSG is shown in Figure 6.4 and Figure 6.5. The rms output current
of the generator is 130.91A and the maximum current is 410.6A. Figure 6.4 shows the
d-axis current. The PMSG oscillates between constant torque and field-weakening region.
As the rated current of the PMSG is 330A, it is clearly seen from Figure 6.4 that there are
instances where the d-axis current is greater than the rated current.

Figure 6.4: The d-axis reference and the d-axis current produced by PMSG in uncapped passive
loading
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Figure 6.5: The q-axis reference and the q-axis current produced by PMSG in uncapped passive
loading

The mechanical input power and the electrical output power are shown in Figure 6.6. The
electrical power follows the mechanical power closely showing high efficiency.

Figure 6.6: The mean mechanical and mean electrical power of PMSG in uncapped passive load-
ing
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6.1.2 Capped Passive Loading
In capped passive loading, a passive loading control strategy is applied on the WEC but the
mechanical input power of the generator is capped to 250 kW . The WEC is simulated with
varying values of the damping coefficient to find the value that produces the maximum
average output power of the generator. Figure 6.7 shows the average mechanical input
power and average electrical output power of the generator for different values of damping
coefficient. The optimal value of damping coefficient that gives the maximum value of
average output power is 267.80 kN/(m/s). The average mechanical input power of the
generator at this optimal value is 34.79 kW and the average electrical output power of
the generator is 34.37 kW . The corresponding value of the peak mechanical input power,
peak electrical output power, peak force, peak speed and peak stroke position of the WEC
are 256.51 kW , 254.67 kW , 258.75 kN , 1.61m/s and 1.44m respectively. The plots
that show peak mechanical force, peak velocity and peak stroke position versus damping
coefficient are placed in appendix A.7.

Figure 6.7: The mean mechanical input and the mean electrical output power of PMSG in capped
passive loading

The ratio of peak electrical and peak mechanical to average electrical and average me-
chanical power in capped passive loading is shown in Figure 6.8 and it varies between 7.3
and 8.4.

Figure 6.8: The ratio of peak electrical power to mean electrical power in capped passive loading
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The voltage of phase a of the generator is shown in Figure 6.9 and it is limited to 475V .
The rms value of the output voltage is 290.54V .

Figure 6.9: The voltage output of phase a of PMSG in capped passive loading

The output current of the generator is shown in Figure 6.10 and Figure 6.11. The rms value
of the output current of the generator is 130.70A and the maximum current is 394.0A.
The d-axis current of the PMSG is shown in Figure 6.10. The q-axis current of the PMSG
is shown in Figure 6.11.

Figure 6.10: The d-axis reference and the d-axis current produced by PMSG in capped passive
loading
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Figure 6.11: The q-axis reference and the q-axis current produced by PMSG in capped passive
loading

The mechanical input power and the electrical output power of the generator are shown
in Figure 6.12.

Figure 6.12: The mechanical input power and the electrical output power of PMSG in capped
passive loading
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6.1.3 Uncapped Optimum Control
Optimum control strategy applies both damping coefficient and spring coefficient to con-
trol the amplitude and phase of the WEC to extract the maximum power available. The
maximum average electrical output power of 35.82 kW is obtained. The value of the
damping coefficient and spring coefficient at this optimal value are 150 kN/(m/s) and
240 kN/(m/s2) respectively. Figure 6.13 shows how the values of the maximum aver-
age electrical output power of the PMSG with different values of the damping coefficient
and spring coefficient. The maximum average mechanical input power of the PMSG is
36.28. The peak mechanical force, peak velocity and peak stroke distance are 490.27 kN ,
1.42m/s and 1.47m respectively. The plots of peak mechanical force, mean mechanical
power, peak mechanical power, peak electrical power, the ratio of peak to mean mechan-
ical power, peak velocity and peak stroke distance are placed in appendix A.8.

Figure 6.13: The plot of the mean electrical output power of PMSG in uncapped optimum control

The ratio of peak to mean electrical output power is shown in Figure 6.14. It varies
between 8.6 and 9.

Figure 6.14: The ratio of peak electrical power to mean electrical power in uncapped optimum
control
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The voltage of phase a of the generator is shown in Figure 6.15. The rms value of the
voltage is 291.10V .

Figure 6.15: The plot of the voltage output of phase a of PMSG in uncapped optimum control

The generator produces a current of 136.93A rms and the maximum current is 415.0A.
Figure 6.16 shows the d-axis current. The PMSG oscillates between the constant torque
and field-weakening regions and it generates id current higher than the rated current of
the generator. The q-axis current is shown in Figure 6.17.

Figure 6.16: The d-axis reference and the d-axis current produced by PMSG in uncapped optimum
control
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Figure 6.17: The q-axis reference and the q-axis current produced by PMSG in uncapped optimum
control

The mechanical input power and electrical output power of the generator with respect to
time are shown in Figure 6.18.

Figure 6.18: The mechanical input power and the electrical output power of PMSG in uncapped
optimum control
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6.1.4 Capped Optimum Control
The mechanical input power is capped at 250 kW . The value of the damping coefficient
and spring coefficient are varied to extract the maximum amount of power. A maximum
average electrical power of 35.37 kW is generated by applying a damping coefficient
of 120 kN/(m/s) and a spring coefficient of 260 kN/(m/s2). The average mechanical
input power of the PMSG is 35.81 kW . The peak mechanical force, peak velocity and
peak stroke distance are 327.04 kN , 1.50m/s and 1.49m respectively. The plots of peak
mechanical force, mean mechanical power, peak mechanical power, peak electrical power,
the ratio of peak to mean mechanical power, peak velocity and peak stroke distance are
placed in appendix A.9.

Figure 6.19: The plot of the mean electrical output power of PMSG in capped optimum control

The ratio of peak to mean electrical power is between 7 and 8.3 as shown in Figure 6.20.

Figure 6.20: The ratio of peak electrical power to mean electrical power in capped optimum
control
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The voltage of phase a of the PMSG is shown in Figure 6.21. The rms voltage is 289.96V .

Figure 6.21: The plot of the voltage output of phase a of PMSG in capped optimum control

The current output of the PMSG is 133.84A rms and the maximum current is 392.6A.
Figure 6.22 shows the d-axis current of the generator. The PMSG oscillates between the
constant torque and field-weakening region. Figure 6.23 shows the q-axis current of the
generator.

Figure 6.22: The d-axis reference and the d-axis current produced by PMSG in capped optimum
control
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Figure 6.23: The q-axis reference and the q-axis current produced by PMSG in capped optimum
control

The mechanical input power and electrical output power of the generator with respect to
time are shown in Figure 6.24.

Figure 6.24: The mechanical input power and the electrical output power of PMSG in capped
optimum control
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Chapter 7
Discussion, Conclusion and Future Work

The point absorber is made to follow an optimal projectory to maximize the power ex-
tracted by a point absorber wave energy converter. The optimal trajectory is influenced
by physical inertia, stiffness, damping, and PTO. The WEC physical characteristics like
size, shape, and mass are constants. However, the WEC behavior can be influenced by
varying the values of the stiffness and/or damping of the system. These variables are influ-
enced through the PTO thereby increasing the power extracted from the incoming waves
as shown in chapter 3. Thus, the WEC can resonate over a broad range of frequencies.

Chapter 4 shows that the rating of the generator and converter limit the maximum power
the system can handle. Electric machines can operate transiently at high peak power while
power electronics can not, due to their shorter thermal time constant. The constraints
are set by evaluating the required rating of the generator and converter. Over-rating is
costly. In chapter 6, an irregular wave of Bretschneider spectrum having a significant
height of 3.25m and a peak period of 12 s is simulated. The rating of the PMSG and
converter employed is 250 kW . Two control strategies, passive loading and optimum
control, are applied with and without capping the mechanical input power of the gener-
ator. The mechanical input power of the generator is capped at 250 kW . The maximum
average power generated in uncapped passive loading is 34.58 kW at a damping coeffi-
cient of 266.6 k N

m/s
. The maximum average power generated in capped passive loading

is 34.37 kW at a damping coefficient of 267.8 k N
m/s

. The maximum average power of
35.82 kW is generated in uncapped optimum control when the value of the damping co-
efficient and spring coefficient are 240 k N

m/s
and 150 k N

m/s2
respectively. The maximum

average power generated by capped optimum control is 35.37 kW when the damping co-
efficient and spring coefficient are 120 k N

m/s
and 260 k N

m/s2
respectively. The uncapped

optimum control generates the highest maximum average power of 35.82 kW . Compar-
ing this value to uncapped passive loading, capped passive loading and capped optimum
control, it is higher by 3.5%, 4% and 1.3% respectively.

The ratio of peak to average electrical output power in uncapped passive loading is be-
tween 8.6 and 10, and the ratio of peak to average mean electrical output power in un-
capped optimum control is between 8.6 and 9. The peak power of each simulation as
shown in Figure 6.6 and Figure 6.18 shows that the peak instantaneous power in each
simulation is equal to the maximum power the generator can produce. Thus in both cases,
the WEC produced peak power higher than the maximum power the generator can pro-
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duce.

In [69], a simple analytical consideration of a sinusoidal wave of period 6 seconds and
amplitude 0.5m is taken. The ratio of peak power to average power is examined in the
case of passive loading and optimum control. The effect of increasing power capping on
the ratio of peak power to average power is addressed. In the case of passive loading
the average extracted power is 23.73 kW . Though the value of the peak power increased
with increasing instantaneous power, the value of peak power is still double the value of
average power. When optimum control is considered, an average power of 56.22 kW is
extracted. The ratio of peak power to average power is equal to 4.54. Under ideal condi-
tions, the maximum average extracted power by optimum control is higher than passive
loading at the expense of increased power electronics rating.

Irregular waves are also considered with the same ideal condition in [69], so as to com-
pare to corresponding power performances with passive loading and optimum control
discussed in the previous paragraph. The damping coefficient for maximum passive load-
ing is close to the value for a sinusoidal incoming wave. The average extracted power
is 18.38 kW . The result is a reduction of a quarter of the average power due to irregular
waves. The ratio of peak to average extracted power is 7.7 to 17.1. In the case of opti-
mum control, the average extracted power is 28.38 kW . The reduction of power is very
significant compared to passive loading. The ratio of peak to average extracted power is
found to be between 25.2 and 58.3. Thus, the need for a consistent overrating of electric
machines and power electronics is emphasized in irregular waves. Thus, comparing the
ratio of Ppeak to Pmean of uncapped passive loading and uncapped optimum control to
the ratio in irregular waves while taking into consideration the power limit described in
section 4.3.1, the values are in the expected range.

The instantaneous extracted power from irregular waves is extremely fluctuating with
sporadically very high peaks, for instance, Figure 6.6. The evaluation of the effect of
capping in maximizing the average extracted power while limiting excessive overrating is
important. The capping on the instantaneous power is implemented by reducing the PTO
applied force. The ratio of peak to average electrical output power in capped passive load-
ing and capped optimum control is between 7 and 8.5 as shown in Figure 6.8 and Figure
6.20. This is mainly due to the capping of the mechanical input power of 250 kW . The
resulting reduction of average power due to capping was 0.6% and 1.3% in passive load-
ing and optimum control respectively. However, both simulations have a peak electrical
output power a little higher the power capping value. This is due to the power generated
in Surge as PA3 has two degrees of freedom and also the delay of the actuator.

A test of power capping effect in irregular waves is implemented in [69]. A reduction of
the capping of the maximum instantaneous power of 62% (from Psat = 147.04 kW to
Psat = 55.14 kW ) results in a loss of only 3% of average power in passive loading. A
corresponding reduction of capping of the maximum instantaneous power of 67% (from
Psat = 1102.8 kW to Psat = 367.6 kW ) results in a loss of 19.5% of average power in
optimum control. This shows that a significant decrease in the power electronics rating
results in a limited drop of average extracted power.

The voltage of phase a of the generator in uncapped passive loading and capped passive
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loading are shown in Figure 6.3 and Figure 6.9 respectively. The corresponding rms out-
put voltage of the simulations are 290.55V and 290.54V respectively. The voltage of
phase a of the generator in uncapped optimum control and capped optimum control are
shown in Figure 6.15 and Figure 6.21 respectively. The corresponding rms output voltage
of the simulations are 291.10V and 289.96V respectively. The voltage in each simulation
is mostly sinusoidal and varies significantly in amplitude and frequency as the incident ir-
regular wave has a varying amplitude and frequency. The rms voltage of optimum control
is higher than passive loading as it generates higher power. The rms voltage is also lower
in capped from uncapped as the maximum power generated is limited.

The d-axis current is very similar in all cases. The rms current of uncapped passive load-
ing, capped passive loading, uncapped optimum control and capped optimum control are
130.91A, 130.70A, 136.93A and 133.84A respectively. The rms current is higher in
optimal control than passive loading as it generates higher power. Similarly, the rms cur-
rent is lower in capped than in the uncapped system. The mechanical input power varies
significantly that the PMSG oscillates between constant torque and field-weakening re-
gion in all cases. The value of id is zero in the constant torque region while it is negative
in the field-weakening region. Negative id increases the loss of the system decreasing
the efficiency as described in section 5.3.2. There is some increase in the magnitude of
negative id spikes in uncapped optimum control compared to other cases. The increase
of absorbed power in uncapped optimum control increases the PMSG’s speed generating
higher negative id current. Higher negative id current increases losses and thereby reduces
the average power generated. As the rated current of the PMSG is 330A, there are in-
stances where the d-axis current in all cases is greater than the rated current. However,
the current of the generator is always less than the rated current of the converter, 500A.
The current limit of the generator is treated as a soft constraint as mentioned in section 5.6.

The q-axis current is the component of current that produces the power from the PMSG as
shown in equation (5.19). The q-axis current from the generator follows the q-axis refer-
ence current, shown in Figure 6.5. The q-axis reference current is defined by the reference
torque, which in itself is defined by the force from the WEC. The force in passive load-
ing and optimum control is determined by equation (4.1) and equation (4.2) respectively.
The q-axis current in uncapped optimum control as shown in Figure 6.17 has higher peak
amplitudes than the other cases due to higher force from the WEC. The q-axis current in
all cases does not reach a limiting value as expressed in equation (5.43). Therefore, it is
not affected by it.

The electrical power in all cases follows the mechanical power closely showing high ef-
ficiency. The power curve in Figure 6.6 and Figure 6.12 shows that the flow of power in
passive loading is in only one direction as the speed and force are in phase producing only
positive power. The power curve in Figure 6.18 and Figure 6.24 shows that the flow of
power is bidirectional as power is sent back to the WEC in some instances. The PMSG
in optimum control operates as a motor when the power curve is negative. The influence
of capping on output power is less significant as the output electrical is mostly below the
capping value. The limitation of peak power by the maximum power of 296.20 kW also
reduce the power difference between uncapped and capped scenarios as the maximum
power in uncapped cases is limited.
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Chapter 6 shows that optimum control is suited well for small amplitude and high-frequency
waves as it exploits the maximum energy of the waves. In cases of high waves, pure damp-
ing is suited so as not to exceed the peak power limit. In between these two scenarios,
an intermediate reactive control could be applied to maximize the power output hereby
providing a peak power lower than optimum control but higher than passive loading.

Optimum control generates higher power than passive loading. There are factors that
reduce the maximum average power generated. The bidirectional flow of power in op-
timum control and the low efficiency of the PMSG due to low loading generates more
power losses in optimum control. This reduces the average power output in optimum
control than in passive loading. The limitation of the active power of the generator affects
more to uncapped optimum control as optimum control produces higher peak power than
passive loading. So, uncapped optimum control is the preferred control strategy to max-
imize the power generated in the wave-to-wire model of point absorber WEC shown in
Figure 1.6 and it generates the maximum average power of 35.82 kW .

The future work can focus:

• Obtaining a PMSG that can produce higher peak power. Electric machines can
operate transiently at high peak power. This is reached by increasing the rotor
flux linkage or decreasing inductance of the PMSG. The maximum average power
generated is increased and it is easier to evaluate the ratio of peak to average power
generated.

• To take the wave spectrum of a defined location. To consider all the sea states
present at that location and their occurrence probabilities.

• Replacing the average model VSC with a six-pulse three-phase controlled converter.
IGBT can be chosen as switching devices and evaluate the changes that result.

• There are different physical constraints in WEC such as maximum stroke distance,
maximum speed, and maximum torque. To take consideration of different physical
constraints and their effect on the average power generated.

• The model in the master thesis is build up to the DC-link. It could be expanded to
reach the grid and consider the influence and impact of it.

• Considering several WEC connected to the same DC link and study the impact on
the ratio of peak to average power and power quality of the grid.

• To run the two control strategies of the WEC in the university laboratory and ana-
lyze the difference with the results of the MATLAB simulation of the wave-to-wire
model.
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Appendix A
Detailed steps of equations

A.1 Space-State analysis of a mass-spring-damper sys-
tem

Space-State analysis of a mass-spring-damper system equivalent representing the point
absorber for section 3.2:[

ż1

ż2

]
=

[
0 1

−S/m −R/m

] [
z1

z2

]
+

[
0

1/m

]
u1

Representing the above equation in state-variable form:

ż = Ez + Fu (A.1a)
y = Gz + Lu (A.1b)

By using Laplace transform the above equations can be written as:

sZ (s) = EZ (s) + FU (s) (A.2a)
Y (s) = GZ (s) + LU (s) (A.2b)

By moving Z(s) to the left from equation (A.2a):

Z (s) = (sI − E)−1 F (A.3)

By solving the vectorial differential equation (A.2a), the solution for z (t) is:

z (t) = eE(t−to)z (to) +
t

∫
t0

eE(t−τ)Fu (τ) dτ (A.4)

where the matrix exponential is defined as the series

eAt = I + At+
1

2!
A2t2 +

1

3!
A3t3 + .....

Inserting equation (A.4) into (A.2b), the output vector is:

y (t) = GeE(t−to)z (to) +
t

∫
t0

GeE(t−τ)Fu (τ) dτ + Lu (t)
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A.2 The Expression for average power
The detailed steps to derive equation (4.5), the expression for average power in electric
analogue in section 4.3.3:

Pmean = I2RPTO

Pmean =
E2RPTO

(Rwec +RPTO)2 + (Xwec ±XPTO)2

and

XPTO =
√
Z2
PTO −R2

PTO

XPTO = ZPTO

√
1− R2

PTO

Z2
PTO

XPTO =
ZPTO

RPTO

ZPTO

√
1− R2

PTO

Z2
PTO

RPTO

ZPTO

But:

cosϕPTO =
RPTO

ZPTO

XPTO =
RPTO

√
1− cosϕ2

PTO

cosϕPTO

Thus:

Pmean =
E2RPTO

(Rwec +RPTO)2 + (Xwec ±
RPTO

√
1−cosϕ2

PTO

cosϕPTO
)2
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A.3 Stator voltage trajectory of PMSG
Calculating the trajectory of stator voltage equation from vd and vq voltages of a PMSG,
section 5.6:

The limit of stator voltage in PMSG:

v2
d + v2

q = V 2
limit

This could be written as:

(Rsid − weiqL)2 + (Rsiq + weidL+ weΨm)2 = V 2
limit

Multiplying out the parenthesis:

R2
si

2
d − 2RsidweiqL+ w2

ei
2
qL

2 +R2
si

2
q + 2Rsiqwe(idL+ Ψm) + w2

e(idL+ Ψm)2 = V 2
limit

Expanding the parenthesis in the above equation, eliminating equal expressions and rear-
ranging the resulting equation :

R2
si

2
d + w2

ei
2
qL

2 +R2
si

2
q + 2RsiqweΨm + w2

ei
2
dL

2 + 2w2
eidLΨm + w2

eΨ
2
m = V 2

limit

(R2
s + w2

eL
2)i2d + 2w2

eLΨmid + (R2
s + w2

eL
2)i2q + 2weRsΨmiq + w2

eΨ
2
m = V 2

limit

Multiplying the whole equation by R2
s + w2

eL
2:

(R2
s + w2

eL
2)2i2d + 2(R2

s + w2
eL

2)w2
eLΨmid + (R2

s + w2
eL

2)2i2q + 2(R2
s + w2

eL
2)weRsΨmiq

+ (R2
s + w2

eL
2)w2

eΨ
2
m = (R2

s + w2
eL

2) V 2
limit

Expanding parenthesis and rearranging:

(R2
s + w2

eL
2)2i2d + 2(R2

s + w2
eL

2)w2
eLΨmid + w4

eL
2Ψ2

m + (R2
s + w2

eL
2)2i2q

+ 2(R2
s + w2

eL
2)weRsΨmiq + w2

eR
2
sΨ

2
m = (R2

s + w2
eL

2) V 2
limit

(
(R2

s + w2
eL

2)id + w2
eLΨm

)2
+
(
(R2

s + w2
eL

2)iq + weRsΨm

)2
= (R2

s + w2
eL

2) V 2
limit

Dividing the above equation by (R2
s + w2

eL
2)2:(

id +
w2
eLΨm

R2
s + w2

eL
2

)2

+
(
iq +

weRsΨm

R2
s + w2

eL
2

)2

=
V 2
limit

R2
s + w2

eL
2
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A.4 The boundary value of q-axis current
The boundary values for iq in field-weakening, section 5.6:

(2w2
eLΨm)2 − 4(R2

s + w2
eL

2)(id + w2
ei

2
qL

2 +R2
si

2
q + w2

eΨ
2
m + 2RsweΨmiq − V 2

limit) ≥ 0

Ignoring the value of armature resistance:

(2w2
eLΨm)2 − 4w2

eL
2(w2

ei
2
qL

2 + w2
eΨ

2
m − V 2

limit) ≥ 0

4w4
eL

4i2q + 4w4
eL

2Ψ2
m − 4w2

eL
2V 2

limit − 4w4
eL

2Ψ2
m ≤ 0

4w2
eL

2(w2
eL

2i2q − V 2
limit) ≤ 0

Since 4w2
eL

2 is always greater than zero:

w2
eL

2i2q − V 2
limit ≤ 0

w2
eL

2i2q ≤ V 2
limit

| iq | ≤ |
Vlimit
weL

|

Thus the boundaries of iq are:

−Vlimit
weL

≤ iq ≤
Vlimit
weL
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A.5 Calculating damping and spring coefficient
The calculation for finding the values of damping coefficient BPTO and spring coefficient
MPTO for optimal control in section is 4.1.2:

With impedance matching:

FPTO = −ZPTO v (w)

ZPTO = Z∗wec (w)

The PTO force is equal to:
FPTO (t) = −BPTOż (t)−MPTOz̈ (t)

FPTO (w) = −BPTOv (w)−MPTOv̇ (w)

FPTO (w) = −(BPTO + jwMPTO) v (w)

ZPTO = Z∗wec (w)

BPTO + jwMPTO = Rwec (w)− jXwec (w)

The values of BPTO and MPTO would be:

BPTO = Rwec (w) and MPTO = −Xwec (w) /w
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A.6 Plots of uncapped passive loading
Plots of peak mechanical force, peak velocity and peak position of WEC in uncapped
passive loading are shown below.

Figure A.1: The plot of peak mechanical force versus damping coefficient in uncapped passive
loading

Figure A.2: The plot of peak velocity and peak stroke position versus damping coefficient in
uncapped passive loading
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A.7 Plots of capped passive loading
Plots of peak mechanical force, peak mechanical power, peak electrical power, peak ve-
locity and peak stroke position of WEC in capped passive loading.

Figure A.3: The plot of peak mechanical force versus damping coefficient in capped passive
loading

Figure A.4: The plot of peak mechanical and peak electrical power of PMSG versus damping
coefficient in capped passive loading

Figure A.5: The plot of peak velocity and peak stroke position versus damping coefficient in
capped passive loading
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A.8 Plots of uncapped optimum control
Plots of peak mechanical force, average mechanical power, peak electrical power, peak
mechanical power, the ratio of peak to mean mechanical power, peak velocity and peak
stroke position in uncapped optimum control are shown below.

Figure A.6: The plot of peak mechanical force for different values of damping coefficient, BPTO
and spring coefficient, MPTO in uncapped optimum control

Figure A.7: The plot of mean mechanical input power for different values of damping coefficient,
BPTO and spring coefficient, MPTO in uncapped optimum control
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Figure A.8: The plot of peak mechanical input power for different values of damping coefficient,
BPTO and spring coefficient, MPTO in uncapped optimum control

Figure A.9: The plot of peak electrical output power for different values of damping coefficient,
BPTO and spring coefficient, MPTO in uncapped optimum control

Figure A.10: The plot of the ratio of peak to mean mechanical power for different values of
damping coefficient, BPTO and spring coefficient, MPTO in uncapped optimum control
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Figure A.11: The plot of peak velocity for different values of damping coefficient, BPTO and
spring coefficient, MPTO in uncapped optimum control

Figure A.12: The plot of peak stroke distance for different values of damping coefficient, BPTO
and spring coefficient, MPTO in uncapped optimum control
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A.9 Plots of Capped Optimum Control
Plots of peak mechanical force, average mechanical power, peak electrical power, peak
mechanical power, the ratio of peak to mean mechanical power, peak velocity and peak
stroke position in capped optimum control are shown below.

Figure A.13: Plot of peak mechanical force for different values of damping coefficient, BPTO
and spring coefficient, MPTO in capped optimum control

Figure A.14: The plot of mean mechanical input power for different values of damping coefficient,
BPTO and spring coefficient, MPTO in capped optimum control
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Figure A.15: The plot of peak mechanical input power for different values of damping coefficient,
BPTO and spring coefficient, MPTO in capped optimum control

Figure A.16: The plot of peak electrical output power for different values of damping coefficient,
BPTO and spring coefficient, MPTO in capped optimum control

Figure A.17: The plot of the ratio of peak to mean mechanical input power for different values of
damping coefficient, BPTO and spring coefficient, MPTO in capped optimum control
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Figure A.18: The plot of maximum velocity for different values of damping coefficient, BPTO
and spring coefficient, MPTO in capped optimum control

Figure A.19: The plot of maximum stroke distance for different values of damping coefficient,
BPTO and spring coefficient, MPTO in capped optimum control



Appendix B
MATLAB Script

B.1 MATLAB script for Bretschneider spectrum

Listing B.1: A MATLAB script for Bretschneider spectrum of a significant height of 3.25m and
a peak period of 12 seconds.

% B r e t s c h n i e d e r Spect rum
c l e a r ;
Hs = 3 . 2 5 ; % s i g n i f i c a n t wave h e i g h t
Tp = 12 ; % peak p e r i o d
wp = 2* p i / Tp ; % 1 / peak p e r i o d

% F r e q u e n c i e s o f s p e c t r u m
wspec = ( . 0 0 1 : . 0 0 5 : 2 ) ;

% B r e t s c h n i e d e r Spect rum
f o r j = 1 : l e n g t h ( wspec )
w = wspec ( j ) ;
S ( j ) = 5 /16 * wp ˆ 4 /wˆ5 * Hs ˆ2 * exp (−5*wpˆ4 / ( 4 *w ˆ 4 ) ) ;
end

% p l o t and l a b e l s
g r i d ;
p l o t ( wspec , S , ’ r ’ , ’ LineWidth ’ , 2 ) ;
l e g e n d ({ [ ’ T 10 sec ’ n e w l i n e ’H 3 . 2 5m’ ] } )
x l a b e l ( ’ f r e q u e n c y \omega , r a d / s ’ ) ;
y l a b e l ( ’ S (\ omega ) ’ ) ;
g r i d ;
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B.2 MATLAB script for Wec-Sim input file

Listing B.2: A MATLAB script for Wec-Sim input file

%% S i m u l a t i o n Data
simu = s i m u l a t i o n C l a s s ( ) ;% C r e a t e t h e S i m u l a t i o n V a r i a b l e

simu . s i m M e c h a n i c s F i l e = ’ CETOlike re lDrag EMG Pcapped v2p2 . s l x ’ ;

F r e f f r o m G e n = 1;% I f t h e F r e f send back i s from Gen or n o t
% ( 1 i f F r e f i s from Gen and 0 f o r WEC)

p a r . t e s t . S = 0 ;% EMG s p r i n g c o e f f i c i e n t [N/m]
p a r . t e s t .K = 266 .6 e3 ;% EMG damping c o e f f i c i e n t [N / (m/ s ) ]

% POWER CONTROL LOGIC
P r a t e d = 250 e3 ; % r a t e d power f o r PTO
P m u l t i = 2 ; % i n s t . power m u l t i p l i e r c o n s t a n t

simu . mode = ’ normal ’;% S p e c i f y S i m u l a t i o n Mode
% ( ’ normal ’ , ’ a c c e l e r a t o r ’ , ’ r a p i d−a c c e l e r a t o r ’ )

simu . e x p l o r e r = ’ o f f ’ ; % Turn SimMechanics E x p l o r e r ( on / o f f )
simu . s o l v e r = ’ ode4 ’;% simu . s o l v e r = ’ ode4 ’ f o r f i x e d s t e p

% & simu . s o l v e r = ’ ode45 ’ f o r v a r i a b l e s t e p
simu . d t = 0 . 0 0 0 5 ; % S i m u l a t i o n t ime−s t e p [ s ]
simu . rampTime = 2 0 ; % Wave Ramp Time Length [ s ]
simu . s t a r t T i m e = 2 0 ; % S i m u l a t i o n S t a r t Time [ s ]
simu . endTime=simu . rampTime +600;% S i m u l a t i o n End bdc loseT ime [ s ]
simu . b2b = 0 ; % Body−to−body i n t e r a c t i o n s
simu . rho = 1025 ; % Water d e n s i t y − d e f a u l t = 1000!
simu . n lHydro = 0 ; % Non− l i n e a r FK f o r c e
simu . dtNL = 0 . 0 2 ;
simu . s s C a l c = 1;% C o n t r o l o p t i o n t o use s t a t e s p a c e model
simu . CITime =20;
% simu . d t F e N o n l i n =1* simu . d t ;% Non− l i n e a r FK f o r c e t ime−s t e p
simu . p a r a v i e w =0;% Outpu t f i l e s f o r v i s u a l i s a t i o n i n Parav iew

% (0−No ; 1−Yes )
simu . r e loadH5Data = 1 ;
simu . p r e s s u r e D i s = 1;% Opt ion t o save p r e s s u r e d i s t r i b u t i o n :

% Off−> ’0 ’ , On−> ’1 ’ , ( d e f a u l t = 0 )

simu . domainSize =30;
% Side−l e n g t h o f t h e s q u a r e domain f o r v i ewing

simu . d tOu t = 0 . 0 0 1 ;

%% I r r e g u l a r Waves u s i n g PM Spect rum wi th C o n v o l u t i o n
% I n t e g r a l C a l c u l a t i o n
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waves = waveClass ( ’ i r r e g u l a r ’ ) ;
% C r e a t e t h e Wave V a r i a b l e and S p e c i f y Type

waves .H = 3 . 2 5 ;% S i g n i f i c a n t Wave H e ig h t [m]
waves . T = 12 ;% Peak P e r i o d [ s ]

waves . spec t rumType = ’BS ’ ;

waves . f r e q D i s c = ’ EqualEnergy ’ ;
% Uses ’ EqualEnergy ’ b i n s ( d e f a u l t )

waves . phaseSeed = 2;% Phase i s s ee d ed so e t a i s t h e same
waves . waveDir =0;%[ deg ] I n c i d e n t wave d i r e c t i o n ( D e f a u l t = 0 )

%% User−Def ined Time−S e r i e s
i f simu . p a r a v i e w ==1

waves . v i z . numPointsX =50;
waves . v i z . numPointsY =5;

end
%% Body Data
%% F l o a t
%body ( 1 ) = bodyClas s ( ’ . \ h y d r o d a t a \CETO− l i k e . h5 ’ ) ;
body ( 1 ) = bodyClas s ( ’ . \ h y d r o d a t a \CETO−l i k e v 2 . h5 ’ ) ;
body ( 1 ) . mass = 7 6 . 9 e3 ;% ’ e q u i l i b r i u m ’ ;
body ( 1 ) . momOfIner t i a = [ 6 . 4 e5 6 . 4 e5 7 . 8 e5 ; ] ;

% Moment o f I n e r t i a [ kg*mˆ 2 ]
body ( 1 ) . g e o m e t r y F i l e = ’ .\ geomet ry \CETO−l i k e v 2 a . s t l ’ ;

% L o c a t i o n o f Geometry F i l e

b o d y 1 d i a m e t e r = 9 . 1 ;
b o d y 1 h e i g h t = 6 . 5 ;

body ( 1 ) . v i s c D r a g . cd = 1 . * [ 0 . 7 0 . 7 1 . 2 8 0 . 2 2 0 . 2 2 0 ] ;
body ( 1 ) . v i s c D r a g . c h a r a c t e r i s t i c A r e a = [ b o d y 1 d i a m e t e r . . .

* b o d y 1 h e i g h t b o d y 1 d i a m e t e r * b o d y 1 h e i g h t p i . . .
* ( b o d y 1 d i a m e t e r / 2 ) . ˆ 2 b o d y 1 d i a m e t e r . . .
* b o d y 1 d i a m e t e r . ˆ 4 b o d y 1 d i a m e t e r * b o d y 1 d i a m e t e r . ˆ 4 0 ] ;

%% PTO and C o n s t r a i n t P a r a m e t e r s
%% Gimbal T e t h e r − F l o a t C o n n e c t i o n
c o n s t r a i n t ( 1 ) = c o n s t r a i n t C l a s s ( ’ C o n s t r a i n t 1 ’ ) ;

% C r e a t e C o n s t r a i n t V a r i a b l e and S e t C o n s t r a i n t Name
c o n s t r a i n t ( 1 ) . l o c =[0 0 −8.5];% Gimbal C o n s t r a i n t L o c a t i o n [m]
t o p c o n s t k =1 e1 ; % Gimbal s t i f f n e s s [N.m/ ( r a d ) ]
t o p c o n s t c =5 e5 ; % Gimbal damping [N.m/ ( r a d / s ) ]

%% U n i v e r s a l T e t h e r − Seabed C o n n e c t i o n
c o n s t r a i n t ( 2 ) = c o n s t r a i n t C l a s s ( ’ C o n s t r a i n t 1 ’ ) ;

% C r e a t e C o n s t r a i n t V a r i a b l e and S e t C o n s t r a i n t Name
c o n s t r a i n t ( 2 ) . l o c = [0 0 −26];% C o n s t r a i n t L o c a t i o n [m]
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%% T r a n s l a t i o n a l PTO

p t o ( 1 ) = p t o C l a s s ( ’ PTO1 ’ ) ;
% C r e a t e PTO V a r i a b l e and S e t PTO Name

p t o ( 1 ) . k=0;% PTO S t i f f n e s s [N/m]
p t o ( 1 ) . c=0;% PTO Damping [N / (m/ s ) ]

p t o ( 1 ) . l o c = [0 0 −26];% PTO L o c a t i o n [m]
i f simu . n lHydro > 0

p t o p u l l =−2.5464625 e +06;% PTO pre−t e n s i o n [N]
e l s e

p t o p u l l =−2.5603467 e +06;% PTO pre−t e n s i o n [N]
end
% PTO v i s u a l i s a t i o n
body ( 2 ) = bodyClas s ( ’ ’ ) ;
body ( 2 ) . nhBody =1;
body ( 2 ) . mass = 1;% ’ e q u i l i b r i u m ’ ;
body ( 2 ) . d i s p V o l =0;
body ( 2 ) . momOfIner t i a = [1 1 1];% Moment o f I n e r t i a [ kg*mˆ 2 ]
body ( 2 ) . g e o m e t r y F i l e = ’ .\ geomet ry \ p toLoca t ion5m . s t l ’ ;

% L o c a t i o n o f Geometry F i l e
body ( 2 ) . cg =[0 ,0 , −13] ;

p t o k =0; % EMG s p r i n g c o e f f i c i e n t [N/m]
p t o c =0; % EMG damping c o e f f i c i e n t [N / (m/ s ) ]

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% L i n e a r PTO a c t u a t i o n p o i n t
%% Base
body ( 3 ) = bodyClas s ( ’ ’ ) ;
body ( 3 ) . mass = 2;% ’ e q u i l i b r i u m ’ ;
body ( 3 ) . nhBody = 1 ;
body ( 3 ) . d i s p V o l = 0 . 0 0 1 9 5 1 ;
body ( 3 ) . cg = [ 0 ; 0 ; − 1 4 . 5 ] ;
body ( 3 ) . cb = [ 0 ; 0 ; − 1 4 . 5 ] ;
body ( 3 ) . name = ’ L i n e a r PTO ’ ;
body ( 3 ) . momOfIner t i a = [1 1 1];% Moment o f I n e r t i a [ kg*mˆ 2 ]
body ( 3 ) . g e o m e t r y F i l e = ’ .\ geomet ry \ l i n e a r p t o v 2 . s t l ’ ;

% L o c a t i o n o f Geometry F i l e

body ( 4 ) = bodyClas s ( ’ ’ ) ;
body ( 4 ) . mass = 1;% ’ e q u i l i b r i u m ’ ;
body ( 4 ) . nhBody = 1 ;
body ( 4 ) . d i s p V o l = 9 .7561 e−04;
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body ( 4 ) . cg = [ 0 . 0 ; 0 ; − 1 1 . 5 6 6 ] ;
body ( 4 ) . cb = [ 0 . 0 ; 0 ; − 1 1 . 5 6 6 ] ;
body ( 4 ) . name = ’ L i n e a r PTO rod ’ ;
body ( 4 ) . momOfIner t i a = [1 1 1];% Moment o f I n e r t i a [ kg*mˆ 2 ]
body ( 4 ) . g e o m e t r y F i l e = ’ .\ geomet ry \ l i n e a r p t o r o d v 2 . s t l ’ ;

% L o c a t i o n o f Geometry F i l e
p t o s t r o k e r a n g e = 5 ;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% EMG SETUP

p t o ( 2 ) = p t o C l a s s ( ’ PTO2 ’ ) ;
% C r e a t e PTO V a r i a b l e and S e t PTO Name

p t o ( 2 ) . l o c = [0 0 −14 .5 ] ;

% [ DEFINE EMG PARAMETERS]
p a r .EMG. i n e r t i a = 0 . 0 e3 ;

% EMG t o t a l i n e r t i a on t r a n s l a t i n g a x i s [ kg ]

%S i t e 1
p a r .EMG. F s0 = 11468.4;% EMG s t a t i c f r i c t i o n f o r c e [N]
p a r .EMG. mu d0 = 2 2 8 0 9 . 3 ;

% EMG dynamic f r i c t i o n c o e f f i c i e n t [N / (m/ s ) ]

%% G e n e r a t o r p a r a m e t e r s
% T h e s i s : Aa lborg U n i v e r s i t y . V a s i l e Simion S u l a r e a .
% Design and c o n t r o l o f h igh e f f i c i e n c y wind t u r b i n e
% based hydrogen p r o d u c t i o n sys tem
p =8; % p o l e s p a i r s
f l u x = 5 . 8 2 ; % permanen t f l u x
Rs= 0 . 0 0 8 2 1 ; % s t a t o r r e s i s t a n c e
Ls= 0 . 0 1 4 ; % S t a t o r i n d u c t a n c e
Ld= 0 . 0 1 4 ; % d−a x i s i n d u c t a n c e
Lq= 0 . 0 1 4 ; % q−a x i s i n d u c t a n c e
psc = 0 . 1 0 1 2 5 ; % p i t c h screw
Vdc =1000; % DC−l i n k v o l t a g e
Vphmax =500; % V o l t a g e l i m i t due t o DC−l i n k v o l t a g e
V l i m i t = 475 ; % V o l t a g e l i m i t o f t h e g e n e r a t o r



Appendix C
Figures of Simulink Model

Figure C.1: Simulink model of Converter and DC-link
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