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research, innovation, and sustainability within marine and offshore industries (Project No. 282404).
The Norwegian Research Council is acknowledged as the main sponsor of AMOS.

Specifically, the task of this thesis was to develop a DP controller and thrust allocation for
Surface Effect Ships using vent valve actuation. In addition to this thesis, this task has resulted in
two conference papers submitted for publication.

I would like to express my thanks to my main supervisor Vahid Hassani and co-supervisor Qyvind
Auestad from Umoe Mandal for all help during the work on the thesis. I am also very grateful for
the opportunity to take part in experimental testing, which has given me a lot of insight into the
practical considerations when implementing a control system on a physical system.



Abstract

For an offshore worker in the oil and gas industry, the helicopter transport to the installation is the
activity associated with the highest risk. An alternative to helicopter crew transfers is to use Surface
Effect Ships (SES). A SES is a catamaran vessel carried in part by a pressurized air cushion. The
pressure is maintained by fans and controlled using vent valves that control the airflow out of the
cushion. During crew transfer from the SES to the offshore installation, the position of the SES
needs to be maintained with a Dynamic Positioning (DP) system. By mounting the vent valves on
the hull sides, the thrust force coming from the air exiting the vent valves can be used for actuation
in the DP system. This would reduce the required installation power and operational cost of the DP
system. Furthermore, combining the thrust from the vent valves with DP thrusters would give a
DP system with a high degree of redundancy since thrust force may be generated from two different
physical principles.

This thesis presents a sway-yaw control system for a SES that is actuated purely by vent valve
thrust from the pressurized cushion. The control system is verified using simulations and experimen-
tal model-scale testing in an ocean basin. For such a vent valve DP system to work, it is important
to have a thrust force model. Therefore, this thesis also investigates two thrust force models. Both
models are compared to CFD analyses and experimental tests.

The control system and the principle of using thrust force from vent valves have been shown
to work. Although implementation details would need to be addressed, the control system should
work on a full-scale SES. The benefit of the control system is that it is very simple and requires no
alternations when it has been tuned properly, which should be relatively simple since there are few
gains and parameters to be tuned.

Both thrust models provide a practical estimate of the thrust force from a vent valve at maximum
valve opening, but only one of the models seems to give an acceptable thrust force estimate for all
vent valve openings.

Although more work on this subject would provide useful insight, especially with regards to the
generated thrust force and the geometry and layout of the vent valve system, the proposed system
could serve as a basis for implementation on a full-scale SES.
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Nomenclature

Kinetic energy correction factor, fitting parameter, scaling factor
Angular pitch rate

Wave profile rate

Heave velocity

Ratio between vent side length and total valve louver thickness
Vessel position in NED frame

Vessel position in parallel reference frame

Vessel reference position in parallel reference frame

JONSWAP peakedness parameter, Ratio of specific heats for air
Estimated wave period

Body fixed translational and angular velocities

Central cutoff frequency

Peak frequency

Density of air

JONSWAP width parameter

Air cushion forces

Environmental forces

Orientation in the NED frame

Vent valve opening angle

Acceleration

Added mass matrix at infinite frequency

Vent valve leakage area

Vent area

Orifice coefficient

Ca(v) Added Coriolis-centripetal matrix

Crp(v) Rigid-body Coriolis-centripetal matrix

ge
D

Center of gravity

Nonlinear damping matrix
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D(v)
DOF
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SIS

3

Th

Damping matrix

Degree of freedom

Thrust force

First thrust model

Second thrust model

Stiffness matrix

Head loss

Major head loss

Minor head loss

Significant wave height

Transformation matrix relating n and v
Loss coefficient

Constant loss coefficient

Valve loss coefficient

Vent duct length

Rigid body mass matrix

Mass

ith spectral moment

Added mass matrix

Rigid-body mass matrix

Number of vent valve louvers

Excess cushion pressure

Position in the North-East-Down (NED) frame
Equilibrium excess cushion pressure
Atmospheric pressure

Volumetric flow rate, notch width factor
Ocean wave spectrum

Vent side length

Higher wave period design limit

iv



T

Lower wave period design limit
Measured zero up-crossing period
Velocity

Cushion volume

Longitudinal distance between cushion pressure center and vessel CG



Contents

1 Introduction 1
1.1 Background and motivation . . . . . . . .. ... L 1
1.2 Previous work . . . . . ... 3

1.2.1 Dynamic Positioning . . . . . . . . . ... Lo 3
1.2.2  Ride Control System . . . . . . . . . . ... 4
1.2.3  Boarding Control System . . . . . . .. ... .. L o 4
1.2.4 Vent valve lateral control . . . . . . ... ... ..o o oL 4
1.3 Contribution of the thesis . . . . . . . . ... ... 4

2 Vent valve thrust force 5

2.1 Thrust model 1 . . . . . . . . . . 5
2.1.1 Thrust model 2 . . . . . . . . . . 7

3 SES Simulator 8

3.1 Environmental forces . . . . . . . . ... 8
3.1.1 Forcesand motions . . . . . . . ... Lo 10
3.2 SES Dynamics . . . . . . . . e 10

4 Control System 12
4.1 ODbSErver . . . . . . . e e 12
4.2 Controller . . . . . . . e 15
4.3 Thrust Allocation . . . . . . . . . . . 16

4.3.1 General case . . . . . ... 16
4.3.2 Casestudy . . . . . . . . . e 18
4.3.3 Implementation details . . . . . . . .. ... Lo 19
5 Verification 19

vi



5.1 Model testing . . . . . . . L

52 CFD Analysis . . . . . . . . . e
6 Results
6.1 Simulation . . . . . . ...
6.1.1 Observer . . . . . . . . . e
6.1.2  Step respomnse . . . . ... e
6.1.3 Chattering compensation . . . . . . . ... ..o
6.1.4 Constant force . . . . . . . . ..
6.1.50 Waves . . . . . ..
6.1.6 Capability . . . . . . ..
6.1.7 Vent valve bias . . . . . . . . . . L
6.2 Experimental tests . . . . . . ...
6.3 Thrust force . . . . . . . . L
6.3.1 Orifice coefficient . . . . . . . . . . ...
6.3.2 Loss coefficient . . . . . . ... L
6.3.3 Vent valve force. . . . . . . ..

7 Discussion
7.1 Sway-yaw control system . . . . . . .. ...

7.2 Design of vent valve DP systems . . . . . . . .. . ... ... ... ...

8 Conclusion

vii

21

21

21

21

25

28

29

29

32

32

35

35

35

36

37

37

37

39



1 Introduction

1.1 Background and motivation

The Norwegian offshore oil and gas industry has a high focus on safety with the main actor, Equinor,
aiming to be the industrial leaders in safety [1]. However, personnel transport is mainly done by
helicopter, despite it being one of the most high-risk activities for an offshore worker [2]. An
alternative to crew transfers by helicopter is to use Crew Transfer Vessels (CTVs). One type of
CTYV used for crew transfers of service personnel for offshore wind turbines is the Surface Effect

Ship (SES).

A SES is a catamaran vessel carried in part by a pressurized air cushion and in part by two side
hulls. The pressurized cushion is created by fans that blow air into the volume under the deck. The
cushion is sealed off at the bow by so-called finger skirts and at the aft by the so-called aft lobe
bag, as shown in Fig. 1. The propulsion is typically provided by a water jet with vector sleeves and
reversible buckets. A detailed description of the SESs is given by Butler in [3].

Air cushion _

@

Aftlobe bag Catamaran side hulls Bow skirt fingers

Figure 1: SES concept, by courtesy of Umoe Mandal.

The traditional main benefit of a SES is the high transit speed due to low hydrodynamic resis-
tance. The low resistance is possible by pressurizing the air cushion which lifts the majority of the
hull out of the water and enables a decreased draft. One of the drawbacks of a SES is it is sub-
ject to an undesired effect called the cobblestone effect. The cobblestone effect is a high-frequency
oscillation in heave that occurs at certain encounter frequencies. By controlling the airflow out of
the cushion, the pressure can be controlled to limit the cobblestone effect [4]. Such a system is
known as a Ride Control System (RCS). The airflow out of the cushion is controlled by adjusting
square butterfly type valves, or louvers, that are installed in ducts connecting the cushion to ambient
pressure, such as the ones installed on the scale model in Fig. 2.

If these vessels are to be used as CTVs for the offshore oil and gas industry on the Norwegian
Continental Shelf (NCS), it is required that the vessel can maintain a fixed position and heading
during the transfer operation. One possible solution is to install a Dynamic Positioning (DP)
system. Such a system typically uses thrusters and propellers to maintain the desired position and
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Figure 2: Scale model B in the ocean basin at SINTEF Ocean.

heading. However, by exploiting the pressure difference between the cushion and the atmosphere,
vents installed on the hull sides may be used to provide thrust in sway and yaw.

Class societies divide DP systems into classes. DNV-GL divide DP systems into DPS1, DPS2 and
DPS3 [5], the main difference being the level of redundancy. For oil and gas, the industry standard
is DPS2 and DPS3, which both require redundancy in technical design. For the DP system on a
SES, DPS1 could in principle be achieved using the vent valve thrust alone. However, any practical
implementation would likely be a combination of vent valves and the prime mover. Because the vent
valves need to be installed for the RCS, the cost of such a DP system would be low.

DPS2 or DPS3 on a SES would probably require additional thrusters to be installed. However,
since these DP classes require redundancy, the cost of the DP system would likely be significantly
less by using the vent valves as part of the DP systems. More importantly, the main causes of DP
incidents from 2011 to 2016 have been attributed to thruster failures [6]. Thus, being able to provide
thrust from a system that does not rely on rotating thrusters, but is based on a different physical
principle provides true redundancy.

A final motivation for a vent valve DP system is the operational cost. To obtain desired motion
characteristics at low speed, a SES is usually operated around a mean cushion pressure. In practice,
this is done by running the fans at a constant speed and varying the mean valve positions (bias)
such that each valve has the same opening. Thus, some of the thrust required for the DP system
will come at no increase in fuel consumption.
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Figure 3: DP system overview.

1.2 Previous work
1.2.1 Dynamic Positioning

As the offshore oil industry started to drill for oil at larger depths, fixed structures became unfeasible
and floating drilling units had to be used. However, fixing the position by mooring the unit to the
seabed gave rise to other challenges. A solution was to keep the position by manually controlling
propellers and thrusters. Since this was difficult and tedious, the first DP systems came into use in
the 1960s [7]. Although these were very simple, the principle of a DP system is the same today. A
modern DP system usually consists of at least an observer, controller, and thrust allocation, as the
schematic in Fig. 3 shows.

The main purpose of the observer is to filter signal noise and usually also first-order wave fre-
quency motion. This is to avoid having to install large actuators and to spare the installed actuators.
Several observer algorithms exist, but they are typically based on notch filters or Kalman filters.
Since the Kalman filter leads to a large number of tuning parameters Fossen and Strand [8] presents
a nonlinear observer that can be tuned using relatively few gains.

The controller is responsible for determining the actuation force based on the filtered position,
velocity and acceleration measurements. Typical control designs use a nonlinear PID that accounts
for the heading of the vessel. Sgrensen [9] propose an additional stiffness term that is proportional
to the cubed position error. More advanced control designs use hybrid control. For example, [10]
propose a hybrid control scheme of DP vessels to extend the weather window for offshore operations.

The primary objective of the thrust allocation is to command the desired force from the controller
using the available actuators. The thrust allocation is usually designed such that it minimizes
the actuation force or power consumption. The thrust allocation must also be able to account
for physical actuator limitations like rotational speeds, thrust sectors, etc. To achieve this, [11]
shows how optimization by Lagrange multipliers may be used to minimize the actuation force while
satisfying the commanded forces from the controller. However, this approach is unable to account



for constraints. Other optimization techniques may be used, but these are often computationally
expensive and not suited for implementation on real-time control systems. One solution that use
quadratic programming and allows for much of the computation to be performed offline is presented
in [12].

1.2.2 Ride Control System

RCSs are used to stop high-frequency oscillations in heave and pitch that occur during medium-to-
high-speed transits. The RCS damps the encountered sea wave frequency and certain air cushion
resonances. These resonances are due to a coupling between heave, pitch and pressure. The oscil-
lations are reduced by manipulating the pressure in the cushion. Controlling the pressure can in
principle be done by controlling the airflow into the cushion, but since this would put very high
demands on the fans pressurizing the cushion, the practical solution is to control the airflow out
of the cushion. [4] presents a RCS that is designed using dissipative control and is able to reduce
vertical accelerations by accounting for spatial and non-spatial varying pressure resonances.

1.2.3 Boarding Control System

Inspired by the RCS, Auestad [13] presents a Boarding Control System (BCS) to eliminate bow
motions of the SES, making boarding safer and more convenient. Today, this system is used on
Umoe Mandal’s CTVs for the transport of service personnel to offshore wind turbines. Surge motion
is eliminated by using the main propulsion to push onto the windmill while heave and pitch motion
are reduced by controlling the airflow out of the cushion. By careful placement of the motion sensors,
the BCS will insure that the vessel rotates, in pitch, about the contact point between bow-fender
and the wind turbine.

1.2.4 Vent valve lateral control

[14] investigates using vent valves for lateral control of a SES and proposes a systematic procedure
for designing robust controllers to control the sway motion of a SES. The proposed controller design
is based on H,, techniques, which were introduced for the robust design of control systems by Zames
[15]. The purpose of these techniques is to design robust controllers in the sense that stabilization
for some disturbance or plant uncertainty is guaranteed. When using H,, techniques, the control
problem is formulated as a mathematical optimization problem.

Except for a Master Thesis exploring vent valves and water jets to perform stationkeeping [16],
little work has been done on the subject of motion control using the thrust force from vent valves
on SESs.

1.3 Contribution of the thesis

This thesis presents a sway-yaw control system for a SES that is actuated purely by vent valve thrust
from the pressurized cushion. The control system is verified using simulations and experimental



model-scale testing in an ocean basin. For such a vent valve DP system to work, it is important to
have a thrust force model. Therefore, this thesis also investigates two thrust force models. Both
models are compared to CFD analyses and experimental tests.

2 Vent valve thrust force

2.1 Thrust model 1

To derive the first model for thrust force from the vent valves, consider a vent with a square cross-
section and a valve consisting of adjustable louvers, as illustrated in Fig. 4. The inlet of the vent
valve is connected to the pressurized air cushion in the SES, while the outlet is open to atmospheric
pressure. The flow velocity is assumed to be zero at the inlet, v, at the center of the valves and the
flow exits the vent with velocity v+ and volumetric flow rate Q.+ The excess pressure, or pressure
difference, between the cushion and atmosphere is p and it is assumed that there is atmospheric
pressure at the center of the valve.

Direction of flow

Figure 4: Top view of a vent valve.

From Newton’s second law with the assumption of steady-state and in-compressible flow, the
thrust force from a vent valve is

d (mv) = onutvout (1)

T=u

The first thrust model assumes that the valves in the vent are simplified to the projected area
as seen along the direction of flow. Bernoulli’s principle relates the cushion pressure to the velocity



at the center of the valves such that )
p v
P-% )

To account for any losses, the orifice coefficient ¢,, is introduced such that the velocity at the center

of the valves is
2p
Ve = Cpy| — 3
\/ ) (3)

From the velocity at the center of the valves, the volumetric flow rate at the center and consequently

at the outlet due to continuity is
/2
Qout =Cp ?pAL (4)

where Ay, is the vent valve leakage area.

From continuity and the assumption of incompressible flow

VoutAy = Qout (5)

where A, is the vent area, such that the velocity at the outlet in terms of the excess cushion pressure

is
A /2
Vout = Ticn ?p (6)

Finally, inserting (6) into Newton’s second law, the first model for thrust force from a vent valve

is obtained as
2 AR
Ji=2c,p 1 (7)

Since this model is based on flow through an orifice, the leakage area for a square vent valve with
side length s and n; louvers that are s/n; wide and es/n; thick, may be expressed in terms of the
opening angle as

S €S .
A=A, — ( cosf + — sm¢9> sny
n n (8)

= (1 —cosf — esinf)s?

Then,
f1 =2c¢%ps?(1 — cosf — esinf)? (9)

The first thrust model is derived based on flow through an orifice. As such, it is highly simplified.
However, RCS designs typically use (4) to model the airflow out of the vent valves, see e.g. [17] and
[4], and [13] presents a heave control system that use (4). Details on the mathematical modeling of
the coupled vessel and pressure cushion dynamics that are used in the work mentioned are given by
[18]. Although the analysis by Steen is very detailed, the airflow out of the cushion is based on (4)
with an orifice coefficient assumed to vary between 0.61 and 1, based on results by [19].



2.1.1 Thrust model 2

An alternative approach to determine the velocity exiting a vent valve is to start from the steady
flow equation as presented by [20],

2 2
av av
(p++z) =<p++z> +h (10)
rg 29 out  \PY 29 in
where « is a kinetic energy correction factor which is approximately 1 for turbulent flow. h represents

the losses in the system and may be written as the sum of the friction loss between the fluid and
the duct h¢ and other losses Ay,

h:hf—l—th:;};(fi—FZK) (11)

In the above equation, f is the Darcy friction factor which is a function of Reynold’s number and
pipe roughness. L/s is the length to width ratio of the duct and K is a loss coefficient determined
from the loss across artifacts such as bends, edges, and valves by

K = vi2n — Ugut _ Pin — Pout (12)

29 Py

For the vent valve system on a SES, there are losses due to the valve, bends and the contraction
from the cushion to the ducts. The loss due to the valve grows almost exponentially with closing
angle and approach zero for full opening, depending on the width and shape of the valve ([20]).
The loss due to the bends depends on the ratio between bend radius and duct width, such that
increasing the radius reduces the loss coefficient. For a smooth pipe with a radius equal to the
width, Kpeng = 0.25. The loss due to a sudden contraction depends on the contraction ratio and
approaches 0.42 as the ratio contraction ratio approaches zero. However, this is assuming sharp
edges at the contraction. Thus, except for when the valves are fully open, the valves will dominate
the minor losses. The loss for the relevant length to width ratios and frictions factors is very low,
typically, fL/s < 0.05 and the static pressure loss is also negligible.

To derive a thrust model for varying vent valve angle, the loss coefficient is divided into a valve
loss coefficient K, (f) and a constant loss coefficient K. to account for the other losses in the system
such that

K(0) = K. (0) + K. (13)

Assuming that the flow exits the pipe with velocity v at atmospheric pressure and enters the
pipe with zero velocity at pressure pu:m + p and that all losses except the valve loss is neglected,
(10) reduces to

Z =+ K(9) (14)

2p
"\ K@) "

such that the outlet velocity is



Inserting into Newton’s second law, the second model for thrust force from one vent valve is

2p
fo=

T K0 (16)

3 SES Simulator

Verification of the sway-yaw control system has been performed by scale-model testing and through
simulation. For simulation, a Simulink simulator called SESSim is used. SESSim has an overall
configuration as shown in Fig. 5. The hydrodynamic coefficients of the vessel have been calculated
using SINTEF’s ShipX software and verification of the SESSim simulator has been done through
experimental testing at SINTEF’s towing tank. In the following section, the models used in the
process plant and the environmental forces are explained.

3.1 Environmental forces

SESSim can simulate current, regular waves, and irregular waves that are generated from various
spectra. When simulating waves, both first-order and second-order forces are calculated and sent
to the process plant. From the generated waves, SESSim calculates the first order forces and the
second order drift forces by using results obtained from ShipX.

The irregular sea states can be generated from the JONSWAP, ITTC or Torsethaugen ocean
wave spectra. The JONSWAP spectrum was fitted to wave measurements from the North Sea by
Hasselmann [21]. Starting from the Pierson-Moskowitz spectrum

2 4
ag S [wp
S =2 exp (-2 (22) 17
) = % oxp (-5 (22)) ")

where « is a scaling factor, then the JONSWAP spectrum is defined from Spy; by a peakedness
parameter 7, such that

- 1 (w—wp) 2
Sy =Spuy p( H5=0) ) (18)
where
a fi <
R L or w<wp (19)
oy, for w>uw,

and o, and oy represents the width of the left and right sides of the spectrum, respectively. Hassel-
mann gives the following mean values for the spectral parameters

v=33, 0,=007 ,0,=0.09 (20)

The mean value for v should be used with care, as the distribution provided by Hasselmann shows
that v varies between 1 and 6.

The implementation of irregular waves in SESSim is done according to DNV-RP-C205 [22], which
define the PM-spectrum as

Spm 5w, H 5 rwp\?
_ _ 5 (@ 21
Sea.pnv () = mo =S 160 TP T2 () (21)
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Figure 5: Overview of SESSim.

where myq is the zeroth moment of the spectrum and is related to the significant wave height H
through
H.
2 s
= — 22
mg 4 (22)
when it is assumed that the wave heights are Rayleigh distributed. From the PM-spectrum, DNV

define the JONSWAP spectrum as

a—
SJ,DNV = (1 —0.2871n V)SP]VI,DNV(W)'Y P (23)

When performing numerical realizations of ocean wave spectra it is common to set a lower and
upper cutoff frequency to reduce the number of computations. Let w; and ws be the lower and
upper cutoff frequencies, respectively. The zeroth moment of the PM-spectrum as calculated by

DNV becomes
w2 5wt H? 5 fwp\4
mo,pm,pNV (W) = / 1&,5 exp <4 (Up) > e

w1

_H? 5 (wp\* 5 (wp\! @)
~ 16 |TP\ T4 <w2> P (m)

Consequently, when generating irregular waves in SESSim one should be aware that the waves are
smaller than what is expected from desired significant wave height. To fix this issue one could
simply scale the spectrum to preserve the relation between the spectrum’s zeroth moment and the
significant wave height (22). When realizing the irregular sea states one should also take care to

have sufficient amounts of frequencies, relative to the realization time, otherwise the wave profile
will repeat itself.




3.1.1 Forces and motions

The six DOF vessel model is implemented as

- (g) — J(Ow (25a)

oD
(M+AOO)V+E V+DV|V‘+M+Gn:Tenv+Tc (25b)
0
&= Az + B.dv (25¢)
u=Crx+ D, v (25d)

where

p = Position in the North-East-Down (NED) frame
© = Orientation in the NED frame

v = Body fixed translational and angular velocities
J(©) = Transformation matrix relating n and v

M = Rigid body mass matrix

Aso = Added mass matrix at infinite frequency

D = Nonlinear damping matrix

G = Stiffness matrix

Teny = Environmental forces

7. = Air cushion forces

w in (25) accounts for the potential damping i.e. the fluid memory effects.

3.2 SES Dynamics

For an RCS, it is common to use linearized pressure models when modeling the cushion dynamics.
However, an RCS typically operate close to an equilibrium pressure where linearization is an accept-
able assumption. This is not the case for the sway-yaw control since the pressure may vary a lot
due to the first order wave-body interaction. Therefore, the following nonlinear cushion dynamics

is used in SESSim. )
. Y (pa + p) Pa + Po 7 y
= in — Wout) — ch 26
p= e ((MP) (@~ Qo) ) (26)

where

10



p = Excess cushion pressure

pq = Atmospheric pressure

po = Equilibrium excess cushion pressure
~ = Ratio of specific heats for air

V. = Air cushion volume

Qin = Air flow into air cushion

Qout = Air flow out from air cushion

In (26), the air flow from ny fans, Qin = ny¢in, is nonlinear and taken from actual fan charac-
teristics. The characteristics of a typical fan designed to operate under the maximum pressure p,qz
and maximum air flow Q. may be modelled according to (Fig. 6)

—p\ /2 2
4in = Qmax (prnm:p) <ﬂ> (27)
Pmax w

where wy is the designed operation speed of the fan. Naturally, a real fan will deviate from (27), but
the fan characteristics may be approximated by fitting

Pmas =2\ " (w02
ain = A4mazx ( mer ) <7> (28)
Pmax w

to the actual measurements, where a and b are parameters to be adjusted.

The air flow out @,y results from the passive leakage area and active leakage area. The active
leakage is due to the commanded valve positions and the passive leakage is all other leakage. with
Ay, being the total leakage area, the air flow out is

/2
Qout = CnAL ;p (29)

The cushion dynamics is coupled to the heave and pitch motion of the SES through the changing
cushion volume

V.= A, (xcpé - é) (30)

where

zcp = Longitudinal distance between cushion pressure center and vessel CG
6 = Angular pitch rate
z = Heave velocity

¢ = Wave profile rate

11
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Figure 6: Typical fan characteristic curve.
4 Control System

For the purpose of control, the equations of motion is reduced to a sway-yaw two DOF system. To
this end, let nP contain the sway and yaw coordinates of the vessel in a reference parallel frame (Fig.

7), such that
x
—sinvy, cosvy, 0
= (e ) (31)
(G

where (z,y,) is the position and heading of the vessel in the NED frame.
The control plant model is a linearized 2 DOF DP model ([23])

My =—Dv+7+ Topn (32)
" =v (33)

where M = M T > 0 is the sway-yaw rigid body mass and added mass matrix and D = DT > 0 is
the sway-yaw linearized damping matrix.

4.1 Observer

The sway-yaw controller aims to stop the vessel from moving in sway and yaw, when it is excited
by environmental forces such as waves, wind and current. The position and orientation of the vessel

12



Figure 7: Frames used for the control plant model.

is measured by GPS while the translational acceleration and the angular velocities of the vessel is
measured by an IMU. The wave forces are typically divided into first order forces and higher order
forces. To limit the first order motions of the vessel one typically requires large amounts of thrust
force. Therefore, the focus here is to compensate for the slowly-varying forces and mean force. To
this end a notch filter is used to eliminate motions around the dominating wave frequency. An
ordinary notch filter may be formulated as

52+w(2)

H(s)= —— 0
R

(34)

where wy is the frequency to be rejected and the Q-factor determines how narrow the notch is, such
that increasing the @Q-factor leads to a narrower notch. The bode plot of (34) is shown in Fig. 8.

To determine wy, a frequency estimator is used. The frequency estimator works by measuring the
time between zero up-crossings of the high-passed sway velocity and the sway velocity is obtained
by integration of the sway acceleration. The estimated frequency @y that is sent to the notch filter
is the mean of the n, most recent zero up-crossing measurements.

27r:f:Ty(k—nz—1)+---+Ty(k—1)+Ty(k)

wo n,

(35)

In calm seas, it is not necessary to use the notch filter, so it is switched off if the variance of v,
drops below a certain level.

The vessel is assumed to be operating in sea states within a range of wave periods T € [T}, T}].
The Q-factor is tuned to 7; and T} to determine a corresponding @Q; and @, respectively. Note
that the subscripts of @; and @, refers to the low and high limit of the wave period and therefore
@ may be higher than Q5. A linear relation between the Q-factor and the wave period is used such
that the Q-factor for an arbitrary estimated wave period T is

T—T,

T_
Q= T, T, (Qn — Q1) +Qu (36)
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4.2 Controller

A PID controller is used to control the sway and yaw motion of the SES and the control law is
written as
T = — pﬁp — Kdl/ — KiZ (37)

where
P =nP —nf and z= /ﬁpdt
and 7n® is a constant desired reference for nP.

To avoid integral windup, ||z]|eo is non-increasing if any of the vent valves are fully open. The
closed loop error dynamics of the unperturbed system become
Miv=—(D+Ky)v— Kyii’ — K;z
i’ =v (38)

i=qp

Stability of (38) is shown by considering z as input to the system. The origin of the unforced
system (z = 0) is shown to be stable by considering the positive definite Lyapunov function

1 )
V=g (VTMV P Kpﬁp) (39)
Taking the rate of V' along the solution

V=-—v' (D+Kyv—v K +ii" Ky

= v (D+Kg)v<0 (40)

for K, = K;— >0and Ky = K;— >0. Vis negative semi-definite and the only solution that can
stay in the set {(v,7?) € R*|V = 0} is the trivial solution (v(t),7”(t)) = 0. Thus, according to the
Krasovskii-LaSalle theorem, the unforced system is globally asymptotically stable (GAS). For linear
systems, GAS implies global exponential stability (GES) and, as proved by [24], an unforced system
that is globally Lipschitz and GES at the origin is input-to-state stable. Thus, (38) is input-to-state
stable with z as input and z is bounded due to the anti-windup mechanism.
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4.3 Thrust Allocation

4.3.1 General case

The force in 6 DOF from a vent k& with thrust force fj is

W
=

Fsurge = _fk COS rg; COS ﬂk
Foway = — frsinoy, cos B,
Freave = fk: sin Bk

>
[\

N
N

b b
Mroll = yv,theave - ZU7szway

b b
Mpitch = Zv,szurge - xv,theaUe

~ I~ I/~~~
[y
w

= L D D =2 -

b b
Myaw = xuszway - yuszurge

the resulting 2 DOF sway-yaw thrust vector is

o Fway I sin ar, cos S (47)
=1\{.b b =- b b
Ty pFsway = Yy pFsurge T, 1. S ay; €08 B, — Y, 1, €O ay cos Py

where ay, is the rotation of the vent about the z-axis and (j is the rotation of the vent (Fig. 9) about
the y-axis of a right-hand coordinate system with x-axis pointing to the bow and y-axis pointing
to the starboard side. xﬁ’}’k is the longitudinal coordinate of vent k, measured from a body-fixed
coordinate system at the center of gravity.

Figure 9: Vent angles.

For n multiple vents,
T=Tf=TKu=Tgu (48)
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where

. o2
K = diag (K1 Ky --- Kn) and wu= A7
and T is the thrust configuration matrix,
T sin aq cos 31 . sin av, cos B,
ab  sinaycos By —yh cosarcos By oo @b sinay, cos By — yh, cos oy, cos By

To solve (48) for the input w one needs to find the inverse of T, but T is non-square. Fossen
[23] use Lagrange multipliers to find a solution that satisfies (48) while minimizes the force f. Here
it is desired to minimize the vent area Ay since the pressure drop is proportional to Ay. This is a
nonlinear minimization problem and as a simplification, the minimization of u is performed. Thus,
the minimization problem may be formulated as

J=min (u'u) st 7—Tgu (49)
The explicit solution may be found by defining the Lagrangian
LiuN) =u"u+ A" (1 = Tru) =vw u+ (77 —u'Tg) A (50)

with the derivative along the input u

oL
%:%—TEA:O (51)
Inserting u from (51) into (48) gives
1
T= 5TKT; A (52)

which can be inserted into (51) with the assumption that the inverse of Tk Ty exists. Thus, the
explicit solution to (48) that minimizes the squared leakage area is

w="Tg (TkTg) ' 7 ="Thr (53)
where T[T( is the Moore-Penrose pseudo-inverse of Tk .

Solving the thrust allocation problem by (53) may require unbounded inputs. Therefore, 7 should
in general be bounded before solving (53). An alternative approach is to use nonlinear programming
or other numerical optimization.

In the case that the vent valves are combined with thrusters to obtain DPS2 or DPS3, the thrust
allocation may be formulated as
T=TWf (54)

where W is a weight matrix that is used to weight the various thrusters and vent valves and may
be dependent on cushion pressure. As an example, consider a DP system on a SES with one vent
valve on the port side and one vent valve on the starboard side, and additional thrusters. The sway
is controlled in part by the vent valves and in part by the thrusters. The operator wants to stay at
a bias of 50%, i.e. both valves should have a 50% opening. The thrust allocation algorithm might
be designed such that the vent valves are used as long as the total airflow out corresponds to the
50% bias, while additional thrust is provided by the thrusters. This way, the fuel used to run the
fans is used not only to maintain the correct cushion pressure but also to provide thrust.

17



4.3.2 Case study

The SES used in the case study has a vent configuration according to Fig. 10. The valves are equal
and there is one pressure cushion. With this vent configuration, the thrust configuration matrix

reduces to
1 -1 1 -1
= <lx,1 _lw,l _la;,?) lw,3>

noting that I, 1 = l; 2 and I, 3 = l; 4. And the gain matrix may be replaced by a scalar gain

(55)

B ;

AN
Qy
Yaw R
Surge
x l
v,9 z,3 CG
Sway
AN AN

f4 f,?

Figure 10: Top view of SES with vent configuration as in the studied case.

As mentioned previously, the pressure drop in the cushion is proportional to the leakage area.
This means that to achieve maximum pressure, the optimal solution is found when only two valves
are opened at a time. To determine which valves should be open, (53) is solved for 7. This will
result in two valves with a positive opening and two valves with negative openings. Since there is no
difference between positive and negative opening this determines which valves are open and which
are closed. Let P be a binary matrix defined according to

P = diag (u > 0) (56)
Next, P is included into Tk by R
Tk =TkP (57)
and the input is solved by ~
w="Thr (58)
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4.3.3 Implementation details

In the simulator and the experimental test setup, the valves are controlled by adjusting the angle of
the valves from 0 to 100% (0 — 90°). The commanded angle for vent k is

o) o

Ugngle = arccos (1 ~a
v,k

and the command sent to the actuators is

200
Uemd = ngn(uk)uangle (60)

To avoid chattering at low vent valve angles, the commended valve positions are multiplied by a
retardation function

100 + u, o
7(Uema) = exp (_W> 1)
ucmd
such that the chattering compensated input to the actuator is
u:md = T(UCmd)ucmd (62)

The effects of the implemented chattering compensation is provided in the results section.

5 Verification

5.1 Model testing

Two scale models have been used to verify the vent valve thrust force. The vents used on model A
and B are shown in Figs. 11 and 2, respectively. Both of the vessels are model-scaled versions Umoe
Mandal’s SES designs. Vent valves, fans, finger skirt, and lobe bag are carefully scaled to represent
the full-scale design. The experimental testing has been performed at SINTEF Ocean’s laboratories.

The difference between the two models is mainly the vent valves and how the tests were per-
formed. Model A has one vent valve on each side and the valves in the vents are three thin plates.
Model B has two vent valves on each side and the valves in the vents are thicker but more rounded.
Also, the vent valves model B has a better seal when the valves are closed and the testing of model A
was performed with the model attached to a fixed arm, through a load cell, while the second model
was floating freely, but connected to soft springs through load cells.

From the measured pressure p and force F' obtained from the testing, the orifice coefficient and

loss coefficient have been calculated as
A
= | F—2 63
¢ \/ 2pA2 (63)

2p
K==A4,-1 64

and
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Figure 11: Vent valves on scale model A.

respectively.

Scale model B was fitted with a rigid wall along the centerline which divided the pressure cushion
at large drafts. Since dividing the cushion along the center induces a roll angle and less pressure
is provided for sway force, the thrust force test was performed at relatively high pressures. The
high pressure lead to significant air leakage under the starboard hull at low valve angles. Also,
during the tests on scale-model B, the valves were only allowed to go to a maximum opening angle
of approximately 75°. Consequently, most of the results presented are from scale model A and the
CFD analysis.

Testing of the sway-yaw control system was only performed on scale-model B.

5.2 CFD Analysis

CFD analysis of a vent valve system with valves modeled according to scale model B has been
performed in Autodesk CFD. Analyses for various vent valve openings have been performed with
fixed pressure as boundary conditions on the aft and forward cushion sides and zero pressure on the
outlet. The pressure used for each vent valve opening has been determined by assuming frictionless
flow out of the cushion. All analyses have been performed assuming steady state and incompressible
flow.

From the outlet pressure p and velocity v obtained from the CFD analyses, the the orifice

coefficient and loss coefficient have been calculated as

. [P A
Cp = AL (65)
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and

2
K=" _1 (66)

respectively.

6 Results

The results presented have been normalized due to commercial consideration. However, as the
purpose of the thesis is to validate a concept, what is important is to show that the system works,
not to give absolute performance results.

6.1 Simulation
6.1.1 Observer

The outputs from the notch filter and the frequency estimator when the SES is exposed to beam
sea regular waves with a period of 8s (Fig. 12) and beam sea irregular waves following a JONSWAP
spectrum with a peak period of 6s and peakedness factor 3.3 (Fig. 13).

For the case with beam sea regular waves with period 8s (Fig. 12), the waves are started at
t =t1. At t = to, the variance of vy, exceeds the variance limit and the observer switches from
using GPS measurements to using the notch filter. The frequency estimator converges quickly close
to the wave period. The reason that the estimator is not constant after the first estimate is due to
the transient that occurs when the waves first hit the SES. When the motion of the SES goes into
steady-state, the frequency estimator starts to converge very close to the wave period. The notch
filter is able to filter most of the first order sway motion. At ¢t = t3, the waves are turned off and at
t = t4, the variance of vy, goes below the variance limit and the observer returns to using the GPS
measurements. The same is seen for regular waves at other frequencies. The difference is that for
longer waves, the frequency estimator uses more time to converge to the wave period. This is simply
because fewer waves will be generated in the same amount of time as in the case with shorter wave
periods, which leads to longer convergence times.

Fig. 13 shows the SES exposed to beam sea irregular waves generated from a JONSWAP spec-
trum with a peak period of 6s and peakedness factor of 3.3. The frequency estimator estimates
periods between 5.2s and 6.9s. However, the estimate is below 6s for most of the simulation. The
notch filter is able to filter much of the first order motions, but the filtering is worse for irregular
waves than for regular waves. This is not surprising since the irregular sea state contains waves with
frequencies around the peak frequency.

6.1.2 Step response

With no environmental forces acting on the SES, the response in sway and the desired and actual
sway force for a step response are shown in Fig. 14. The sway position goes to the reference position
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Figure 12: Observer and frequency estimator signals for beam 8s regular waves.

with an approximate overshoot of 10% of the initial offset. Most of the desired sway force is due
to the proportional part of the PID control. The integral term gets saturated immediately. This is
because the output sway force is below the desired sway force. At ¢t = t1, the desired sway force is
equal to the output sway force and the integral term starts to change.

The vent valve openings during the sway step response are shown in Fig. 16. At the start of the
simulation, the port vent valves are open to provide a sway force to the starboard side. The port
forward vent valve is not fully open to provide the correct moment since the forward vents are placed
further from the CG than the aft vents. At t = ¢;, the port vent valve openings start to decrease
and at t = o, the starboard vent valves are opened. This is because of the response overshoot seen
in Fig. 14, which leads the controller to command a negative sway force.

The response in yaw for a 10° reference offset is shown in 15. The yaw response is practically the
same as the sway response in Fig. 14. To control the SES to the desired heading, the port forward
and the starboard aft vent valves are opened (Fig. 17) to provide a positive yaw moment.
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Figure 16: Vent valve positions for sway step response.
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Figure 17: Vent valve positions for yaw step response.

6.1.3 Chattering compensation

For small vent valve openings, the output from the thrust allocation is affected by chattering.
However, by implementing a simple chattering compensation, the chattering is removed without
having adverse effects on the control system. Fig. 18 shows the difference in the commanded valve
positions with and without the chattering compensation when the SES is initialized with a sway
offset of 0.00lm. The sway response with and without the compensation is shown in Fig. 19. From
these results, it may appear that the chattering compensation has an important influence on the
response of the SES. However, by initializing the SES with a 0.5m offset, it is seen from Figs. 21
and 20 that the chattering compensation has a negligible effect on the control system.
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Figure 20: Sway response with and without chat-
tering compensation for sway reference offset.
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6.1.4 Constant force

The response, commanded force, and allocated vent valve openings When the SES is exposed to a
constant force coming from a 45° yaw angle are shown in Figs. 22, 23 and 24. Initially, the SES is
pushed to the port side which causes the port valves to be opened and the SES is pushed back to
the reference position. From Figs. 22 and 23 it is seen that the integral term of the PID stabilizes
at a non-zero constant value and is compensating the constant exciting force, while the proportional
term converges to zero.

The port vent valves follow the commanded force and stabilize at a constant non-zero value,
while the starboard vent valves are closed throughout the simulation (Fig. 24). Note also that the
pressure stabilizes at a low value when the two port vents are almost fully open, compared to e.g.
the case when the SES only has an initial reference offset (Figs. 16 and 17).
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Figure 22: SES sway response when exposed to Figure 23: SES yaw response when exposed to a
a constant force coming from 45°. constant force coming from 45°.
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Figure 24: Vent valve positions when exposed to a constant force coming from 45°.

6.1.5 Waves

The response of the SES, when exposed to regular waves with period 8s coming from a 45° yaw
angle, is shown in Figs. 25, 26 and 27. In waves, the effect of the wave volume pumping on the
excess pressure in the cushion becomes clear (Fig. 27) as there are some high-frequency variations
in the pressure. Since the pressure is proportional to the thrust force, the pressure variations will is
reflected in vent valves with large openings. However, if the vent valves used for the sway-yaw control
are the same as the ones used for the RCS, this is not a problem as the valves are actuated with a
much higher frequency then what is the case here. If this is not the case and the vent valves cannot
handle the pressure variations one can avoid this problem by passing the pressure measurements
through a lowpass filter.

6.1.6 Capability

To determine the performance of the control system in a range of sea states, the capability of the
system has been tested in simulation with incoming waves at every 10° from 30° to 150°. The
capability of the system is defined at the wave height where the SES starts to drift off position. Fig.
28 shows the capability in regular waves for three different wave periods T) < T7 < Ty < T3 < T,
where T; and T}, are the lower and upper design wave periods, respectively.
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6.1.7 Vent valve bias

When the vent valves have a constant bias (Uemd,pias) the commanded vent valve positions may be
negative. The vent valve openings are shown for a case when the SES is initiated with an initial
sway and yaw reference offset in Fig. The commanded vent valve positions for a case where the
SES is initiated with a sway and yaw reference offset (u?,,,;) and the output when the bias is added
(wh,,q + Uemd,bias) are shown in Fig. 29. Initially, only the port forward vent valve is open, while
the control system commands the other valves to negative values such that the total effect is that
they are closed. This creates a positive sway force and yaw moment. As the SES converges to its
reference position, the control system commands zero vent valve opening and the final valve openings

converge to the 40% bias.
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Figure 29: Vent valve positions with 1m sway reference offset, 10° yaw reference offset and 40% vent
valve bias.

6.2 Experimental tests

Sway and yaw positions from a test performed with regular waves and current coming in from —45°,
measured from the bow, are shown in Fig. 30 and 31. The estimated sway and yaw positions are the
measured positions passed through the notch filter. At ¢ = 0, the waves are initiated and the vessel
starts to oscillate with the waves while drifting towards starboard. At approximately ¢ = 135s, the
control system is turned on and the vessel is pushed back towards the reference position. Due to the
offset between the estimated sway position and the mean sway position, the SES is brought a little
too far to the port side. Fig. 32 and 33 show the sway position and the vent valve openings around
the time when the control system is switched on. Before the control system is switched on, the vent
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valves are at a bias of 55%. When the control system is switched on, the starboard valves are opened

to provide force directed to the port side.

port side is to control the yaw angle.
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Figure 30: SES sway position with waves and Figure 31: SES heading with waves and current
current coming in at —45° from the bow.
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Figure 33: Vent valve position with waves and current coming in at —45° from the bow.
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6.3 Thrust force
6.3.1 Orifice coefficient

The calculated orifice coefficient from the CFD analysis and experimental tests are shown in Fig. 34.
For valve angles above 70°, the orifice coefficient is between 0.7 and 1, which is as expected and in
line with the values given by [25]. However, for lower angles, the orifice coefficient increase beyond
1. From the definition of ¢,, it is not physically possible for it to exceed 1 since this would mean
that pressure is added to the system, not lost. This is likely because the valves change the direction
of the flow, which does not happen with flow through an orifice. Also, the orifice coefficients from
scale model A is higher for most of the opening angles. By the previous reasoning, this makes sense
since the valves on model A turn in the same direction. This causes the flow to deviate more from
the assumed orifice flow.
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Figure 34: Orifice coefficient obtained from CFD analysis and experimental test.

6.3.2 Loss coefficient

The calculated loss coefficient from the CFD analysis and experimental tests are shown in Fig. 35.
The loss coefficients are not far from having an exponential relationship with the valve angle. The
valve used in the CFD analysis is modeled based on the valve on model B and these loss coefficients
match quite well. The loss coefficient for the vent valve on model A is lower, especially at low
opening angles. This is likely because the valve on model A does not seal the vent at zero opening
and that the louvers used in each valve are much thinner than the ones used on model B and in the
CFD analysis.
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The loss coefficients that are shown in 35 are for the complete vent valve system. For the CFD
analysis, it is possible to find the valve loss coefficient by simulating the flow without the valve. The
loss coefficient obtained then is approximately 1. Since the total loss coefficient of the first model is

very low at full opening (0.86), it is assumed that the loss coefficient of model A without valve is
0.76.

When subtracting the constant loss coefficient, the valve loss coefficient is obtained. These values
have been fitted to an equation on the form

1 w30
o a exp (180> (67)

where 6 is measured in degrees and « and [ are parameters. The calculated and fitted values for
the valve loss coefficient are shown in Fig. 36.
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Figure 35: Loss coefficient K for valve opening Figure 36: Valve loss coefficient K, for valve
angle. opening angle.

6.3.3 Vent valve force

The vent valve force obtained from the CFD analysis is compared with thrust model 1 (9) and thrust
model 2 (16) in Fig. 37. Fig. 38 shows the two models compared with the force obtained from the
experimental test performed on scale model A. Assuming an orifice coefficient of 0.8, the first thrust
model is not very far off from the CFD analysis but is quite poor compared to scale model A, except
at high opening angles. As mentioned previously, this is likely because the valve used for the CFD
analysis creates a flow pattern more similar to orifice flow than that of the vent valve on model A.
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7 Discussion

7.1 Sway-yaw control system

The results show that the proposed sway-yaw control system works in simulation and experimental
testing. The results obtained from simulation is much better than the results from the experimental
testing. This is not surprising considering that there was very little time for experimental testing.
Thus, the time available for tuning was very limited and there was practically no time for adapting
the system during the experimental testing. One of the issues that could have been fixed if would
have allowed was to change the integral saturation. The saturation was implemented such that the
integral term in the PID control was unable to increase if any of the vent valves were fully open. In
hindsight, the saturation should have been a tunable finite limit. The control system also assumed
that the vent valves were operated from 0 to 90°, while in the experimental testing, the vent valves
were restricted to operate between approximately 15° and 75°. Finally, the implemented thrust
allocation was based on thrust model 1 9 but as the thrust force measurements have shown, this
thrust model could give inaccurate force predictions for the vent valve angles used in the experimental
tests.

7.2 Design of vent valve DP systems

During the design phase for a SES with DP capability, the main concern with regards to the DP
system is the required installed thrust capacity. When installing thrusters, this is quite simple, as
the manufacturer provides thrust characteristics and power rating. However, the vent valve thrust
is a combination of the fans installed, vent sizes and geometry, and the type of valve used in the
vent. Thus, during the initial design phase the main concern is to be able to estimate the thrust
produced by the vents. To this end, the following section derives an analytic expression to estimate
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the force from a vent valve system.

The fan thrust characteristic is provided by the manufacturers. The airflow into the cushion
from one fan may be modeled on the form

N1/b

pmam

Qin = A4mazx (

where ¢maz and ppq. are design operational limits of the fan and a and b are used to fit (68) to the
fan thrust characteristics provided by the manufacturer. Using the second thrust model, the airflow
out of a vent is
2p
wt =4 ——————— A, 69
Qout p(1+K(6‘)) 2 ( )

Now, consider a SES with n, valves on port and starboard side. The total airflow out is

Qout = NwYqout (70)

and the total airflow in from ny fans, assuming ¢ = 1 and b = 2, is

Pmax — P

pmaz

Qin = Nfqmax (71)

By equating the airflow out (70) and airflow in (71) an analytic expression for the cushion pressure

is obtained as 5 o
nfqmaxpmawp(l + K<0))

p= (72)
202 A2pmaz + n342 (1 + K(0))
The total force in sway now becomes
n gnax max
stay = 2n’UA’U fq P P (73)

202 A2prna + 15 4%0.p(1 + K (0))

The above equation can be used in the design phase of a vent valve DP system. For example, the
optimal vent area at maximum vent valve opening may be found by

8stay
0A,

=0 (74)

which gives
Nidmax | p(1+ K(90))
n'upma:v 2

(75)

Av,optimal =

As an example, consider a SES with vent valves on port and starboard side and 6 fans with
design limits pmaz = 10000Pa and ¢mee = 100m®. The maximum sway force when installing 2 or 4
vent valves on each side is shown in Fig. 39 for varying vent size.
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8 Conclusion

A sway-yaw control system for a SES using the thrust force obtained by exploiting the pressure
difference between the cushion and atmosphere has been proposed. Simulations and experimental
testing have been used for testing and verification. In addition, the available thrust force from
the vent valves have been investigated and a thrust force model has been proposed. The control
system and the principle of using thrust force from vent valves have been shown to work. Although
implementation details would need to be addressed, the control system should work on a full size
SES. The benefit of the control system is that it is so simple that it requires no alternations when
it has been tuned properly and since there are very few parameters in the control system, tuning
should be relatively simple.

Both thrust models provide a practical estimate of the thrust force from a vent valve at maximum
valve opening, assuming an orifice coefficient of 0.8 for the first thrust model. The first model does
not seem to give an accurate thrust force estimate unless the valve is almost completely open. Using
the second thrust model seems to give very good predictions of thrust force. The second model relies
on valve loss coefficient data, but this is usually supplied by the valve manufacturer. The agreement
between CFD analyses and experimental tests indicate that in lack of valve data, a simple CFD
analysis may be used to find the valve loss coefficients.

Although more work on this subject would provide useful insight, especially with regards to the
generated thrust force and the geometry and layout of the vent valve system, the proposed system
could serve as a basis for implementation on a full size SES.
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