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Abstract: This paper proposes a vehicle-to-vehicle (V2V) communication protocol which makes 
it possible to discover and share traffic status information in a novel, efficient and comprehensive 
way.  The protocol is specifically designed to work in an environment without infrastructure where 
all the vehicles (nodes) can talk to each other (ad-hoc network) and collaboratively generate new 
knowledge relevant to the traffic conditions existing at that moment in an urban environment. The 
nature of such a network demands self-configuration and autonomous behaviour. The protocol 
adheres to these principles and makes it possible for the nodes to initiate discovery and determine 
the location of areas where specific traffic conditions apply. The proposed “Single Ripple” 
algorithm determines these areas by only involving vehicles with the desired conditions and their 
neighbours. The algorithm imposes only a minimal load onto the wireless network. 
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1.   Introduction 

1.1. Background 

Global transportation problems are becoming more difficult to solve year after year as the complexity of the 
traffic network and the number of vehicles on the roads increase. Research in the area of demand-responsive 
traffic control already deals with many complex problems [1] and vehicles in their own right are becoming more 
and more complex – for example, in a modern car, several hundred sensors are used to keep the car working 
properly. It is also widely accepted that the majority of the modern vehicles are well equipped with computation 
and communication hardware. The big question now is how to harness the potential benefits of this new in-car 
resource to the full benefit of the driver, the transportation system and society [2], [7], [8]. So far, system-wide 
solutions to urban transportation problems have relied on centralised traffic control. These solutions have worked 
well in the context of previous generation telemetry systems but are bound to be overtaken by a new generation 
of solutions enabled through a new generation of protocols based on the principles of ad-hoc wireless 
communication networking. Existing algorithms that provide routing information throughout the whole network 
are not applicable, as these involve every node within the network. Similar algorithms that are based on point-to-
point would fail to discover the boundaries of a condition efficiently with the desired flexibility. 
After equipping a vehicle with communications technology it will no longer be an isolated node but become a 
part of a bigger system. Exchange of information between vehicles might prevent accidents and increase safety 
& efficiency [3], [6], [9], [10]. The information exchange, however, is on a peer-to-peer basis as opposed to 
sending all the information through a central point (server). By gathering the available information in such 
manner it is possible to provide new services and discover new functionalities in the wireless systems.  
Some countries have introduced a so called “Zero-Road-Fatality-Vision” policy [1]. The aim of these policies is 
to reduce the number of traffic related-fatalities to a minimum. The implementation of technology enabling 
vehicle-to-vehicle communication can provide a valuable contribution to achieving this vision.  
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1.2. Problem description 

The research questions we are trying to answer in this paper are: 
• Given the vast amount of vehicles in our cities, can we utilise their communication and computing 

power to collect and distribute traffic information in an efficient manner? 
• What traffic conditions can we discover using vehicle-to-vehicle communication and collaboration? 
• Can we use information available in a single vehicle, combined with the information in other single 

vehicles, to detect traffic conditions? 
• How big is the area where these traffic conditions exist? 

 
Such traffic conditions might be ice on the road, fog, rain, snow, grid lock and so on. 

2. The ad-hoc (peer-to-peer) networking approach 

2.1. Basic description of the system 

Vehicle-to-vehicle communication can be considered a form of communication in a mobile ad-hoc network, 
often with multiple hops. The fact that the sender and the receiver are placed in a vehicle, that can reach speeds 
far beyond any pedestrian, presents some challenges. At low speeds there are few location changes per second, 
but as speed increases the number of location changes per second rises dramatically. This fact demands that the 
system must be robust and self configuring.  
A system might consist of just two vehicles, and cover a very small geographical area. The system might also 
consist of hundreds of vehicles and cover a huge area. The density of vehicles and the location of each vehicle 
will determine the size of the covered area. Due to limitations on the transmitted power, and signal propagation, 
there will be a limit as to how far two adjacent vehicles can be apart before the system must be considered to be 
two autonomous systems, or sub-systems. 
The system will only exist as long as there are vehicles that have information to exchange, and as long as there 
are vehicles available to keep the information alive. If there are no vehicles in the system, there is no information 
of interest to be exchanged, and the need for the system disappears. Figure 1 describes how vehicles (both cars 
and buses) might communicate with each other, and with infrastructure. 

 

 
Figure 1 Vehicles and infrastructure working together 

2.2. Message exchange assumptions 

A transmission of messages relevant for the “collaborative traffic condition area discovery” can be conducted in 
two ways: through retransmission either to specific addresses or to everyone. The latter method of 
communication will in this paper be referred to as “pure flooding”. 
Transmission to specific addresses is most effective if the environment and the receivers are static, or 
motionless. Once the discovering and determination of neighbours are finished, each message needs only be sent 
once, which saves capacity and time. This solution might demand special hardware such as directive antennas 
and controllers.  
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3. Protocol description 

3.1. Protocol description - area discovery 

In order to discover how many vehicles have a specific condition, or the size of the condition the protocol 
utilises a special algorithm called “Single Ripple”. The essence of this algorithm is to have a single vehicle act as 
a trigger for the area discovery process, which normally would be the first vehicle to identify the existence of the 
traffic condition (e.g. slippery surface). It issues a request for area discovery which is retransmitted as a “lake 
wave” or a “ripple” geographically directed outwards across all vehicles. As soon as the message reaches a 
vehicle without the specified condition, the message (the “ripple”) is sent back (bounced) to the originator of the 
message. Analysing the GPS positioning of all vehicles that bounced the message provides the boundaries of the 
traffic condition area that is to be discovered.  
The minimal format of the discovery message can be constructed as illustrated in Figure 2. 
The field “Direction” indicates in which direction1

The content of the “Reply-sender + Status” field is dependent on the direction in which the message is travelling. 
In an outwards message the originator uses its own address and conditions, while in a return message the replier 
places its address and status in this field. This way, the intermediate vehicles can update their information tables 
with as much information as possible.  

 the message is being transmitted. It is sufficient to identify 
whether the message is “outwards” (away from the originator), or if it is a “return” (heading back to the 
originator as a reply). This field should only be changed by an originator, or a replier (bouncer). 

 

 
Figure 2 Structure of a discovery-message 

There are two ways to determine the area of a condition. One can find all the vehicles that have the condition, 
and determine the area by comparing their positions. This will give a very accurate description about where the 
conditions apply, except for the fact that it fails to discover the borders. The result is an underestimate of the 
size, and would be on the form: “The area is at least this big”.  This information is interesting, but not as useful 
as a result on the form “The area is smaller than this”. 
By constructing the discovering algorithm carefully we can reduce the amount of uncertainty regarding the 
result. The information we want is the position of vehicles that do not have the condition, but which have a 
neighbour that does. The border of the condition then has to be between these two vehicles. 
A rain cloud can be used as an example, since it will illustrate the area determination quite clearly. The function 
of area determination is of course applicable to many other fields and conditions. This paper only focuses on 
getting information from the vehicles; it does not explore how this information could be utilized. 
Figure 3 illustrates 5 vehicles2 inside a rain cloud. These vehicles communicate with each other, and with the 
vehicles3 just outside the cloud. The vehicles on the outside of the cloud respond by returning their positions, 
and information that they do not have rain, to the vehicles inside the cloud. The vehicles inside the cloud update 
their information tables, and pass this information to the other vehicles inside the cloud. Based on the data in the 
information tables the vehicles can calculate the area that the cloud covers. 

 
Figure 3 Vehicles determining the size of a raincloud 

                                                 
1 Not in a geographical sense, but outwards from, or returning to the originator  
2 Green circles 
3 Red circles 
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Figure 4 Algorithm for discovering areas 
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4. Implementation 

4.1. Area discovery 

Figure 4 illustrates the “Single Ripple” algorithm for message handling when a condition area is discovered. 
Each vehicle starts off in the “start/idle” state before it migrates through the various states and actions, until it 
ends up back in “start/idle” again.  
The algorithm presented in Figure 4 illustrates the originator deciding to initiate an area discovery, and how 
every other vehicle reacts when it receives such a message. This algorithm allows the originator to inquire about 
multiple conditions at the same time. This will make it possible to discover the size of several areas with one 
message. 
A scenario that can be used as an example is the one presented in Figure 5. This scenario consists of four 
vehicles and two conditions (rain and ice).  
In this scenario the connections are as follow: 0->(1), 1->(0,2), 2->(1,3), 3->(2). 
 

0

31

2

Rain & Ice Rain

 
Figure 5 Example of two conditions scenario 
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 Figure 6 Example of a Discovery-message flow  
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The area discovery is initiated by Vehicle 0. The aim is to obtain information about the respective areas. In this 
example, the number of vehicles (0 to 3) is kept at a bare minimum to keep the amount of messages manageable. 
The vehicles are positioned so as to illustrate as many different combinations of behaviour as possible. The flow 
of messages is presented in Figure 6. In this example, no duplicate messages are shown, and neither are 
messages that are redundant.  
The red vehicle (Vehicle 0) starts off the discovery by sending out a query about Rain- and Ice-area. A vehicle 
should discard any message that has either been seen before or that is without relevance to that vehicle. There are 
two reasons for a message to be of no relevance to the vehicle: The vehicle has already seen another version of 
the same message, or the vehicle is “outside” the area of interest, and will correctly discard any “return” 
messages.  
In accordance with the algorithm given in Figure 4 the “Timestamp” and “Originator+Condition.” remain 
unaltered at all times. These fields identify messages related to the query originated by “Vehicle 0”. The notation 
(!Ice) means (“not Ice”), and represents the fact that the vehicle is not within the Ice area. 

5. Simulation 

The hypothesis is: 
The “Single Ripple” algorithm will perform faster, and with a smaller load on the system than would 
“pure flooding”. 

The goal is to test how the algorithm in Figure 4 would perform against a standard “pure flooding” algorithm. By 
recording the performance of each algorithm it is possible to compare how different numbers of vehicles affect 
the algorithms.  
Relevant measurements:  

• How many packages were sent. 
• How many packages were received. 
• Time between first and last package received. 
• How many packets where dropped due to interference. 

The scenario used in the simulation can be seen in Figure 7. It is similar to the examples presented earlier in this 
paper, but it contains 16 vehicles and two semi-overlapping conditions. The vehicles are given conditions based 
on their location. Vehicle 0 and 1 have two conditions, vehicle 2 and 5 have one condition (but not the same); all 
other vehicles do not have any conditions. 
 The placement, and numbering, of the vehicles allow testing with 4, 8, 12 and 16 vehicles without having to 
change their positions. 
 
To test with 4 vehicles simply remove vehicles 4 – 15. 
To test with 8 vehicles simply remove vehicles 8 – 15. 
To test with 12 vehicles simply remove vehicles 12 – 15. 
To test with 16 there is no need to remove any vehicles. 

 
Figure 7 Scenario for the simulator 
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The distances between the vehicles are rather large4

The simulation was performed with immovable vehicles. The main concern about simulating with static vehicles 
is that this ignores the difference in interference patterns you would expect with any change in inter-vehicular 
positions. However one can assume that the distance each vehicle moves during the time it is actually involved 
in the communication is so short that its movement will not significantly influence the pattern of interference. 

; this is done to make the simulator work under as difficult 
conditions as possible. The simulation is based on standard 802.11 communications, as this is the most 
widespread technology, and a very likely candidate for the communication between the vehicles. 

From the simulation result one can see that the longest average time any one vehicle was involved in the 
communication is 44.1 ms, at “pure flooding” and “16 vehicles” (Table 1). The average speed in some major 
cities in the UK is just 17.8 mph (= 28.2 km/h). An average speed of 30 km/h means that a vehicle will travel 8.3 
meters each second. In 44.1 ms the vehicle would then have moved 36.6 cm. This movement is so small that it 
can be neglected in this simulation. At a speed of 90 km/h the vehicles will move 1.1 meter in 44.1 ms. 

6. Results 

The results gathered from the simulator are displayed in Table 1. The table has four main parts, one for each 
group of vehicles (16, 12, 8 and 4). Each of these groups is presented with results for two scenarios: “Single 
Ripple” algorithm and “pure flooding”. 
 

"Ripple" Pure "Ripple" Pure "Ripple" Pure "Ripple" Pure

Avg time 4.00 44.10 5.50 31.20 6.90 17.30 4.00 7.80
TX 16 143 18 89 20 44 10 16
RX 26 282 37 157 41 80 16 24

Dropped 16 143 9 74 7 16 0 0
Total 42 425 46 231 48 96 16 24

D/Total 38.10 % 33.65 % 19.57 % 32.03 % 14.58 % 16.67 % 0.00 % 0.00 %
D/Vehicle 1.0000 8.9375 0.7500 6.1667 0.8750 2.0000 0.0000 0.0000

D/TX 4.0000 3.2426 1.6364 2.3718 1.0145 0.9249 0.0000 0.0000
D/RX 0.6154 0.5071 0.2432 0.4713 0.1707 0.2000 0.0000 0.0000

16 Vehicles 12 Vehicles 8 Vehicles 4 Vehicles

 
Table 1 Results from the simulator with 16, 12, 8 and 4 vehicles  

•  “Avg time” 5

• “TX” refers to the number of messages sent by each vehicle. 

 refers to the time between the first and last message at each vehicle. The average time is 
based on vehicles that are actually involved, leaving out any vehicles that have received 1 packet or 
less. 

• “RX” refers to the number of received messages. 
• “Dropped” refers to the number of packets lost due to interference. 
• “D/Total” is the number of dropped packets in relation to the total number of packets received, and 

dropped, in the system. This is a measure of the interference between the communicating vehicles. 
• “D/Vehicle” is the number of dropped packets pr vehicle. This gives an average of how many packets 

each vehicle has been unable to receive. 
• “D/TX” is the number of dropped packets pr sent packet. In a wireless system, each transmission has 

potentially several receivers, and it is the receiver that drops the packet. 
• “D/RX” is the number of dropped packets pr successfully received packet. This gives an average of 

packet loss in the system. 
  

                                                 
4  100m  < Distance between vehicles > 250m 
5 In 10-3 seconds (ms) 
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7. Discussion 

The results in Table 1 are more clearly illustrated with the help of some graphs. 
Graph 1 compares how the “Single Ripple” algorithm and the “pure flooding” algorithm performed in terms of 
how many packets were sent, received and dropped. The shape of the curves belonging to “pure flooding” is as 
expected, while “sent” and “received” from “Single Ripple” has a somewhat unexpected shape. 
 

 
Graph 1 Complete presentation of sent, received and dropped packets 

It is evident that the number of sent and received messages peaks at “8 Vehicles” when using the “Single Ripple” 
algorithm. The fact that the number of received messages drops with increasing numbers of vehicles is due to 
increased interference in the system. This limits the throughput in the system. In “pure flooding” the increased 
interference is masked by the sheer number of packets being transmitted.  
As seen by Graph 1, “Single Ripple” reduced the number of messages being received by 91% compared to “pure 
flooding” (16 vehicles). Furthermore, “Single Ripple” sends 89% fewer packets than “pure flooding” with 16 
vehicles. This means that the load on the scarce resources in the system is decreased. 
“Pure flooding” involves more vehicles than is strictly necessary to get the requested information, but offers 
alternative routes of communication, making up for some of the lost packets. “Single Ripple” uses the resources 
in a small number of vehicles, and no resources in the others; “pure flooding” uses the same amount of resources 
in all the vehicles. 
Based on the values from Table 1 it is evident that the vehicles involved in “Single Ripple” spend far less time 
processing messages; the time is reduced by 91% compared to “pure flooding” (16 vehicles). 
As can be seen in Graph 2, “Single Ripple” reduces the amount of interference at 12 vehicles, but it increases 
again at 16 vehicles compared with “pure flooding”. “Pure flooding” has an unexpected slow rise from 12 to 16 
vehicles, but this can be attributed to the fact that most of the new vehicles from 12 to 16 are placed at the edge 
of the simulation area. The position of the new vehicles means that they contribute to the total number of 
messages without increasing the interference to the same effect, and thus “pure flooding” seems less prone to 
interference within the area than “Single Ripple” when more vehicles are involved.  
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Each sent and received message in “Single Ripple” contributes more to the result than does each message in 
“pure flooding” since the information is specific to the conditions we want to explore. This fact also makes each 
dropped packet more valuable. The communication protocol used in the system is UDP, which was chosen 
because TCP introduces an extra load. No retransmission of lost or damaged packets is a problem when using 
“Single Ripple”, as the algorithm aims at involving as few vehicles as possible. The possibilities of receiving the 
information via alternate routes are slim. In “pure flooding” there is more redundancy, and therefore it is more 
likely that the information will be received through several different routes. The presence of several identical 
messages increases the potential for the receivers to actually receive the message. 

 

 
Graph 2 Dropped packets out of the total number of packets 

At least two solutions to the problem of lost messages in “Single Ripple” can be suggested: 
• Let the vehicles update each other at regular intervals. This would, over time, cover the holes left by 

lost messages. 
• Use the fact that the vehicles move. After the first run, let some time pass before the same discovery is 

initiated again. After 1 second, with an average of 30 km/h, the vehicles will have moved 8 meters, and 
after 10 seconds they will have moved 80 meters. This might be enough to change the pattern of packet 
loss, and thereby gain new information. 

 
“Pure flooding” is known to be problematic when it comes to efficiency, but it is the only alternative algorithm 
that was suitable for comparison against “Single Ripple” when it comes to discovering the border. The 
simulations have been carried out on a small selection of vehicles to show the principles behind the algorithm. 
With larger numbers of vehicles the amount of interference would increase, especially with “pure flooding” 
when the entire network is involved, and the damaging effect of lost messages in “Single Ripple” would be 
reduced. 
 
Security related to “Single Ripple” is not considered, as this is more related to how the messages are processed 
before and after transmission. The reliability of “Single Ripple” is dependent upon the density of the vehicles 
around the conditions in question, and will increase with higher densities, as there will be more retransmissions 
and more details available. 

8. Conclusions 
This paper presents new vehicle-to-vehicle communication protocol capable of discovering areas with a specific 
traffic condition – e.g. congestion, slippery area, rain etc. The protocol is highly efficient – it shows appr. 10 
times better results than “pure flooding” protocol. It is infrastructure-less, but this is not a restriction – it can 
make use of any additional nodes alongside the road. 
The protocol is intended to be used in all collaborative schemes for cooperative vehicle information generation 
and traffic information distribution.  
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