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Summary

This work describes fatigue crack growth investigation by several advanced techniques ap-
plied concurrently; the infrared thermography, acoustic emission, and rapid video imaging

combined with digital image correlation. All these methods have been used simultaneously

in a|Fatigue Crack Growth (FCG)|test to analyse the crack growth. This posed challenges

which had to be overcome before valuable results could be produced. These challenges
included (i) the experimental setup of all the equipment, (ii) synchronising all devices in

the setup, and (iii) choosing the right material and load conditions being the first.

The experiment obtained new and interesting results from each technique. This not only
allowed us to analyse the data individually, but also to compare data obtained by the

different techniques. Some of the data acquired from the experiments were:
o Crack growth data acquired by both cameras.

o Stress field, and plastic zone size measurements by infrared thermography and high-

speed photography aided by digital image correlation.

» Crack closure and effective stress intensity based both on infrared thermography and

high-speed photography aided by digital image correlation.
o Energy analysis based on infrared and acoustic emission data.

Additionally the tests gave insight into the processes underlying the stage III of the crack
growth, and other useful information. Some of the data comparison between different
techniques did show very good agreement, like the crack closure measurements, whereas
some other showed slightly different results, e.g. the measurements of the plastic zone

size.

The general idea of the experiment was fulfilled, which was to gain better understanding

of the mechanisms behind fatigue crack growth.

IT



Sammendrag

Denne oppgaven utforsker sprekkvekstutmatting ved samtidig bruk av flere avanserte
metoder; infrargd termografi, akustisk emisjon, og hgyhastighetsavbildning kombinert med
digital bildekorrelasjon. Alle metodene ble brukt sammen i sprekkvekstutmattingstester,
for a analysere sprekkvekstforlgpet. Dette skapte utfordringer som matte lgses fgr verdifulle
resultater kunne oppnas. Blant utfordringene kan nevnes; det eksperimentelle oppsettet
med alle enheter (i), synkronisering av hele oppsettet (ii), og ikke minst valg av riktig

testmateriale og lastforhold (iii).

Eksperimentet forte til interessante funn fra hver av de brukte metodene. Dette tillot ikke
bare analyse av data individuelt, men ogsa sammenligning av data anskaffet ved hjelp av

de ulike teknikkene. Dette inkluderte blant annet:
» Sprekkvekstdata anskaffet ved hjelp av begge kameraene.

o Malinger av spenningsfeltet, samt storrelse pa plastisk sone méalt med infrargdt kam-

era og hgyhastighetskamera med tillegsanalyse i form av digital bildekorrelasjon.

o Malinger av sprekklukking, samt effektiv spenningsintensitetsfaktor malt med in-
frargdt kamera og hgyhastighetskamera med tillegsanalyse i form av digital bildeko-

rrelasjon.
» Energianalyse basert pa infrargd og akustisk data.

I tillegg gav testene en innsikt i hva som foregéar i steg III av sprekkvekstforlgpet, samt
annen nyttig informasjon. Enkelte data fra de ulike teknikkene hadde god overenstemmelse,
eksempelvis malinger av sprekklukking, mens andre, som malinger av stgrrelse pa plastisk

sone hadde noe stgrre numeriske avvik.

Utgangspunktet for eksperimentet ble oppfylt: & gke forstaelsen av mekanismene som ligger

bak sprekkvekstutmatting.
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1 Introduction

1.1 General introduction

Fatigue is the phenomenon of material failure at cyclic loading. The fatigue failure might
occur at load levels significantly below the yield stress, and it is a major failure mode of the
mechanical parts [I]. Lack of knowledge and procedures related to fatigue lead to incidents
with costed many lives. Some of the notable catastrophes caused by fatigue failure were
Alexander L. Kielland oil platform capsizing [2] or de Havilland DH-106 Comet 1 passenger
jets disasters in 1954 [3]. In the aircraft industry there are regulations (FAR/JAR 25)
that require for the design of most structural parts of the aircraft the use of a damage
tolerant design approach [4]. Many aircraft manufacturers comply with this philosophy for
components by applying slow fatigue crack growth strategies in order to insure that the

fatigue cracks can be discovered by inspection prior to failure. The focus in this work is

directed at damage tolerant approach and thus the [Fatigue Crack Growth (FCG),

Since there is a lack of effective theoretical models for fatigue failure, the specific material
tests still have a crucial role in the study of the fatigue [I]. One of the fundamental
equations describing the stable crack growth in the damage tolerant approach to fatigue,
Paris-Erdogan law [5], is indeed based on fitting experimental data. The most common and

dangerous cracks in practical engineering problems are mode I cracks. A popular way of

performing tests for this kind of cracks is using a|Compact Tension specimen (C(T))\

The scope of this work is use of three advanced techniques in order to investigate behaviour

of AISI 316L stainless steel subjected to mode I fatigue cracks.

1.2 Research method in brief

Three advanced techniques are to be used to acquire data from a fatigue test:
Imaging (RVI)} Infrared Thermography (IRT)[and|[Acoustic Emission (AE)| The techniques




are supported by other equipment as micro controllers for camera triggering, and

|Current Potential Drop (DCPD)| for real time crack growth monitoring.

1.3 Problem statement

The main goals of this work are to:

« Set up an experiment involving use of [AF], [High-Speed Imaging (HST)| and [[RT] tech-
niques simultaneously during a test on a standard |[C(T)| specimen, with the

fatigue testing machine.
o Acquire useful data arriving from the different techniques.
o Implement methods for data analysis typical for the different techniques.

o Compare data which are reasonable to compare, potential candidates are crack

growth rate, plastic zone size, crack closure, and energy measurements.

o Characterise and describe challenges arriving from such a complex experiment.

1.4 Limitations

Some of the main limitations were related to the experiment setup itself. The availability
of the equipment at the same time, and the time to set up the experiment, as well as unex-
pected equipment failures, limited the amount of performed tests. To solve the challenges
in the experiment setup, a trigger system was developed to log the data and trigger all of
the equipment at the same time, and even more importantly, at a given point in the load

signal.

Other challenges was post-processing of the large amounts of data. Software has been
both implemented, improved, and developed to do that, but some of the analyses had to

be excluded from this work.



Data from the last experiments were acquired close to the deadline, especially the last test,
focused on stage III, gave a lot of new data, and due to lack of time, the data analysis was
limited. The post-processing methods were not prepared for these data, as the observed
behaviour differed from what was observed in previous tests. The acquisition of stage I1I
was poor in the earlier tests, which resulted in that the software for analysis could not be

developed.

1.5 Structure of the report

In section [2 the theory integrated with literature review is presented for each of three
advanced techniques separately. The information contained in the section refer to the

literature, books and other scientific reading.

Section |3| describes the experimental setup, material and methodology. All the necessary
information regarding the experiment are described including sample preparation, stan-
dard, experimental procedures, and equipment. Additionally, the most significant codes

and algorithms, as well as the trigger design are described and explained.

The results from the experiment are presented in section [4| and discussed in section
The report is completed by the conclusions and further work covered in section [6 All
the additional materials are included in the Appendix or follow as an attachement to the

thesis.

1.6 Authors’ contributions

Aleksander Sendrowicz was responsible for the following work:
o Infrared imaging, including equipment setup, and data gathering.

o Design, assembly, programming, and setup of the triggering system described in

section 3.3



o Programming of the experiment.
o Analysis and software development for the infrared pictures, described in section [3.4

» Software development that was also implemented for other techniques e.g. motion

compensation used also for RVI], or crack growth analysis.

o Literature review and theory part of infrared imaging in section [2.3] as well as the

results and discussion part concerning data acquired using the technique respectively

in sections (4.2 and B.11

e Describing the theory of theoretical stress fields in section [2.1.1, and implementing

these for comparison with results.

Aleksander Omholt Myhre was responsible for

o Acoustic emission, including equipment setup, and data gathering, results and dis-

cussion concerning the resulting data.
o Literature review and theory part of acoustic emission.

« Data analysis of acoustic emission data.

Seweryn Witold Wierdak was responsible for
« Rapid video imaging, including equipment setup, and data gathering.

o Analysis of data acquired from rapid video imaging, including digital image correla-

tion.
o Software development for rapid video imaging.

o Design of tensile test samples and and data analysis following from tensile test.

« Literature review and theory related to [RVI] [Digital Image Correlation (DIC)| and

[Digital Image Processing (DIP)] as well as results and discussion about the obtained




data.

o All|Computer Aided Design (CAD)|necessary in this work.

The rest of the report was developed by all of the co-authors, including the remaining the-

ory, method, discussion of crack growth parameters and issues, as well as conclusions.



2 Theory and literature review

2.1 Linear-Elastic Fracture Mechanics

Normally when the cyclic stresses applied on the component are small so that the plastic

deformation ahead of a crack tip is small compared to an otherwise elastic field, then

[Linear-Elastic Fracture Mechanics (LEFM)| assumptions provide appropriate descriptions

for FCG| [6]. The theory of LEFM]is therefore used in the development of the fatigue crack

propagation approach, and selected concepts of must be explained.

An important consideration in fracture mechanics is the orientation of the crack with
respect to the applied load. There are three principal fracture modes: tensile opening
mode (mode I), in-plane sliding mode (mode II), and anti-plane shear mode (mode III) [6].
Mode I considers a crack with a tensile load applied normal to crack plane. Mode II refers
to shearing of the crack faces in the direction of the crack growth. Mode III is shearing of
the crack faces in a direction parallel to crack front. Of these, mode I is the most critical
[1]. Figure|l]illustrates the three modes. Cases where the applied load is a combination of

two or more modes is referred to as mixed-mode fracture.

SHIE

Figure 1: The principal modes of fracture. From left to right: mode I, mode II, mode III. Adopted from
S. Suresh. Fatigue of Materials. Cambridge University Press, 2 edition, 1998. doi:
10.1017/CB0O9780511806575



A crack acts as a local stress raiser. In order to describe the intensity of the stress field

ahead of the crack tip, the [Stress Intensity Factor (SIF)] [K] is introduced. The basis for

in the in plane of the material case (mode I and mode II), is an infinite plate of an
isotropic solid with a semi-infinite sharp crack. It can be shown [6] that for mode I, the

leading therms are:

Oz 1—sin g sin —329
Ky 0
— s 0 L 360
o = CcoS — |14 sin g sin % (1)
vy [or 2 2 2
s 0 i 30
Oy sin 5 sin 5

Where [r] and [©] are the polar coordinates, and K7 is the mode I [SIF] incorporating the
effect of the boundary conditions, crack length and geometry based on the solution of the

Airy stress function [6]. In mode I, this results in K} being defined as:

) g

In other words, |K|is a measure of the intensity of the stress field near the crack tip, given

linear-elastic conditions.

2.1.1 Modelling of stress fields

There are several models describing the stresses near the crack tip. The first one was
already described in equation |1} The second model is based on Williams’ series [7]. Both
of these methods are described and explained in greater detail by Sun and Jin| [§]. The
stress fields resulting from the models described below are shown in figure 2 Since the

models do not account for plasticity, the stresses reach singularity at crack tip.



Williams

Westergaard

Figure 2: The theoretical elastic stress fields

Westergaards solution

As partially mentioned, the solution is based on an infinite plane with a line crack of length
2d], and of mode I, subjected to a biaxial stress [og| at infinity. The situation is illustrated
in figure . After some simplifications described in [8], and combining it with the stress
intensity factor, the near tip solutions in polar coordinates are given in equation [I where

is the stress intensity, and [r] and [©] are the polar coordinates.
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Figure 3: Stress situation for Westergaards solution. Adopted from C.T.
Sun and Z.-H. Jin. Chapter 3 - the elastic stress field around a crack tip.
In C.T. Sun and Z.-H. Jin, editors, Fracture Mechanics, pages 25 — 75.
Academic Press, Boston, 2012. ISBN 978-0-12-385001-0. doi:
https://doi.org/10.1016/B978-0-12-385001-0.00003-1. URL
http://www.sciencedirect.com/science/article/pii/
B9780123850010000031

Equation [1{ can be used to approximate the size of the monotonic plastic zone by finding
the region in which the von Mises stresses exceed the yield strength of the material. The
radius of the plastic zone is often defined as the distance from crack tip to the yield stress in
crack plane, and for plane stress condition [og]= 0, the von Mises stresses can be calculated
from equation [T} can be inserted, and this will result in [r,|shown in equation [} The
equation can also be solved for plane strain, where , and this will result in
an |r,,|shown in equation |4, There are other ways of defining the plastic zone or the radius,
B’

but the general relation is usually presented as a factor multiplied with (
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Williams’ crack tip field
The stresses and displacements can be represented by the Airy stress function [§] which
satisfies the biharmonic equation (equation [5)) [8]. For a mode I crack the stress field in

Cartesian coordinates can be expressed as in equations [618]
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Where [o,] is the stress in [z] direction, [7,] is the stress in [y direction, [r]is the shear stress,
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are the coefficients of Williams’ expansion, [r| is the radial distance from crack tip, and
is the angle between the crack plane and the position. The strength of this approach
is that depending on the coefficients, it accounts for additional factors like geometry of
the specimen. But to gain a useful stressfield, the coeficients have to be determined. The

first order term is related to stress intensity factor, and might be used to calculate the

stress intensity from |[Infrared Radiation (IR)| data. The second order term is related to
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the T-stress. [Xiao and Karihaloo [9] used [Finite Element (FE)| and hybrid crack element

type to find closed form expressions for the first five coefficients, and the values can be
calculated from equations given below in equation [0} According to the authors, the model

predicts the stress field well, both for small and large & values.

m 74 73 7 2
- IE (373. 08 " 567.33 2" 13014727 7310427
12| 7% 17 (9)
9.8345— +0.8436
i )
L (294 23 520. 30 +320 88 71. 481 + 2. 3668
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>~ B m [m uzm IEZI (9b)
+0.9443)
) 6 5 4 3 2
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*= [l 7] 7] 7] iy ™ g
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i )
P 6 5 4 3 2
= 4013.8— —10191— +10688— —5H797.4— +1639.3—
a1 = e 10138 i i i @
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i )
2 6 5 4 3 2
as = —24819— +60484_— —58435— +27760—— — 6422.2—
5= k" U i i i B
+563.07 = +3.4375
i )

2.2 General fatigue theory

In the damage tolerant approach to fatigue, the fatigue crack growth phenomenon is usually
described employing a@/ dN| log-log curves, a sketch is shown in figure 4f The curve
is divided into three regions as illustrated. Phrases dal/dN] curve, and curve are

used interchangeably in this work.
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Figure 4: An illustration of the fatigue crack growth curve

2.2.1 Crack initiation

Dislocations are important for initiation of a fatigue crack, as they accumulate at stress

intensities at suitable slip planes, and after sufficient amount of loading cycles, usually form

[Persistent Slip Bands (PSBs)| |PSBs| are both extrusions and intrusions on the surface,

where especially the intrusions might work as stress raisers where cracks are initiated [10].
Due to the mechanism, these very early cracks occur at planes of high resolved shear stress.
Some materials exhibit a load limit, known as the endurance limit, under which the crack
does not propagate. An explanation of such a limit is that under a given load the creation
of [PSBsis restricted, but the endurance limit is not final, since even though the creation of
is restricted, other mechanisms take over the crack initiation in very and ultra high
cycle fatigue [I1]. The crack in stage I is sensitive to microstructure of the material. The

propagation is of a mixed mode, and the behaviour varies from grain to grain.
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2.2.2 Crack propagation

Once the crack has grown larger, it enters stage II, shown in figure [ In this region the
crack growth direction for mode I loading is perpendicular to the maximum tensile stress,
although the cracks often follow the on the microscopic level in the threshold region
[10]. Stage II is the largest part of a cracks growth life, and based on experimental data,
the crack growth rate in this stage is described by Paris-Erdogan law [5] which is shown

in equation [I0]

dl
]

2.2.3 Failure

The final fracture is preceded by stage III. In this stage, the slope of the [FCG| curve in
figure [] increases. The approaches and when that happens, the final failure
occurs. The unstable crack growth is controlled by static modes, and is sensitive to factors

like microstructure or loading conditions [6; 12].

2.2.4 Crack closure

According to [Elber] [I3; [14], the fatigue crack subjected only to tensile load (e.g. R=0.1 or
R=0.6) may remain partially closed until a load level reaches certain value at which
the crack fully opens. Such closure effect can be induced by oxides, roughness of fractured
surface, or plasticity. |Elber| postulated that plasticity induced crack closure is caused by
the residual tensile plastic wake left behind the crack tip by the monotonic plastic zone
that follows it. In addition, the same author assumed that the part of cyclic load below @
does not contribute to crack growth since the crack tip would be stressed only if
For this reason the range |A K|= K42/ Komin| should be reformulated to effective
range [A K 7 f| = Konaaz|— K op| when taking in consideration.
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2.3 Infrared thermography and fatigue analysis

2.3.1 Basics of infrared thermography

is electromagnetic radiation that is often categorised in the wavelength range of 740
nm to 30 cm although these values are not definitive [I5]. Every body with an absolute
temperature above zero Kelvin emits electromagnetic radiation, and the spectral radiance
with respect to temperature [T]and the wavelength [ for a perfect black body is given by
Planck’s law shown in equation [I1] [A]is the Planck’s constant, [d is the speed of light, and
is the Boltzmann constant. A perfect black body is an ideal emitter at every frequency,

and the energy is radiated isotropically in all directions.

TE 1
: op e&—l .

[R] is one of three ways heat can be transferred, the two others are convection, and con-

duction. A body in thermal equilibrium, hit by infrared radiation might reflect, absorb, or

transmit the radiation, these properties are quantified by |pgsl [€gas] and [T respectively,

which are fractions that sum up to unity. For an ideal black body in thermal equilibrium,
the emissivity (which is equal to absorbance) [egy] is equal to 1. The emissivity of a real

body is usually dependent on a given wavelength and direction.

To approximate the observed body to a black body, black paint with high emissivity is often
applied to the surface. This is to reduce the error like for example a body reflecting a hot
background. The paint increases emissivity and reduces the reflectance and transmittance.
Additionally the emitted radiation has to pass through the atmosphere and the cameras
optics. The atmosphere absorbs some of the waves with a given length, due to different
molecules in its composition, this effect is known as the atmospheric attenuation and the
absorbed wavelengths and the responsible molecules are shown in figure [5] As mentioned,

every body with a temperature above 0 K emits radiation, and so does the atmosphere,
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which further affects the measurements. All of these effects are illustrated in figure [6]
The optics of the camera also work only for some wavelengths, and all of these factors
in addition to the sensors dependence on given wavelengths, as seen in figure [7], make the

thermal cameras operate in given spectra. The different sensors do also have different noise

levels usually described as the [Noise Equivalent Temperature Difference (NETD)|

1 f t f 1
»mﬁuw«u« ik - 00

Figure 5: Atmospheric attenuation (white areas) with a chart of the gases and water vapour
causing most of it. The areas under the curve represent the highest [[R] transmission. Adopted
from Flir Systems. The Ultimate Infrared Handbook for R€D Professionals. Flir Systems,

2012. URL http://www.hoskin.ca/wp—content/uploads/2016/10/flir |
| thermal_camera_guide_for_research_professionals .pdf|

Object of
Atmosphere . )
interest
Sensor )
- Transmittance
: — Emittance
1 Reflectance

Figure 6: The figure illustrates the reflectance, emittance, and
transmittance of an object, and attenuation caused by
atmosphere.
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Figure 7: Relative sensitivity for different sensors and wavelengths, adopted from Flir Systems.
The Ultimate Infrared Handbook for R€D Professionals. Flir Systems, 2012. URL
http://www.hoskin.ca/wp—content/uploads/2016/10/flir_thermal_ camera_
guide_for_research_professionals.pdf

The type of sensor used in the [Focal Plane Array (FPA)|is critical for good performance.

The InSb type of sensor used in this work is a quantum detector, which absorbs photons
which elevates the electrons to a higher energy state [16]. The sensor is cooled down to a
cryogenic temperature to make it more sensitive and to shorten the response time. Due
to this, the is typically 20 mK and the exposure time 1 ps. Other advantages of
this type of sensor is high uniformity of detectors leading to low fixed pattern noise, good

image quality, and applicability in high temperatures.

The |[Field Of View (FOV)|is the area observed by the camera at a given distance, and

with given optics. This quantity together with resolution determines the spatial resolution

or [Instantaneous Field Of View (IFOV)| which is the area observed by one sensor of the

camera. The spatial resolution is important for precise measurements, if an object or region
of high temperature is not fully covered by the[[FOV] the measurement will not be precise,

and will depend on the remaining area covered by the sensor. This issue is illustrated in

figure [§] [16, p. 16].
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Figure 8: (red squares) relative to object size. Adopted
from Flir Systems. The Ultimate Infrared Handbook for Ré€D
Professionals. Flir Systems, 2012. URL
http://www.hoskin.ca/wp-content/uploads/2016/
10/flir_thermal_camera_guide_for_research_
professionals.pdf

2.3.2 Factors affecting temperature in a fatigue test

Thermoelastic effect

An important factor for the temperature variation is the thermoelastic effect [I7]. The
change in stress state causes a change in the temperature of the material, so for a fatigue
test with a frequency high enough to approximate adiabatic conditions, the temperature
response due to the thermoelsatic effect is expected to be of the same form as the load
curve. The relation between change in temperature AT] is proportional to the change
in first stress invariant [18], and is usually on a form given in equation [19].
is the absolute temperature of the sample and is the thermoelastic coefficient. As
\Gyekenyesi and Baaklini [19] explained, can be defined as in equation . Where @ is

the coefficient of linear thermal expansion, [C}]is the specific heat capacity, and [p] is the

material density.

A= (12)

@4
Ki|= —— (13)
me
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The equation above, is a good first order approximation of the thermoelastic parameter.
For precise stress measurements however the relation between stress and temperature, is
not constant, and it is not even linear [19;20]. The reason is that the coefficients in equation
may significantly vary with temperature and other factors. In addition to temperature,
the relation is dependent on the mean load, the dependence on these factors was well
described by [20], and plane stress variant of the model is shown in equation
[[4 This equation can be linearised and simplified with some assumptions to equation

for a monotonic loading, which consists of equations [12] and [13] for [s,,] = 0.

7 o JE 1\l (1HdE 1 ad\ i | | |
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The phenomenon has different applications, [21] was the first to use [IRT] for [Ther-

>
)

)
32

moelastic Stress Analysis (TSA)| The technique was a full-field, non contact stress analysis

of a cyclically loaded specimen. It was based on the principle of measuring temperature
changes of a solid in its elastic region upon the change in the stress state. The study was

one of the first to take advantage of and to show the potential of the technology.

Farahani et al.| [22] used the thermoelastic effect to determined the of a|C(T)|specimen

under fatigue loading by mixing it with numerical methods. The results from the [TSA|

were used in the Williams’ expansion to calculate the [SIF| under mode I loading.

Heat dissipation

The work done on a specimen can be as example stored in an elastic field of defects [23],
dissipated as heat due to plastic work [23-25], or released as acoustic waves. The heat
dissipated can be measured with [[RT] and it reveals information about the plastic zone,

reversed zone, and energy necessary to drive the crack growth.
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If the specific heat is assumed to be independent with respect to the internal state of
the material and hardening, the source function ()| can be determined by using the heat
equation, given in equation [I6] Since the camera only registers the surface temperature,
the equation is averaged across the specimens thickness shown as equation [I7] so that only
two spatial dimensions describe the energy release. The knowledge about source function
further allows to analyse the energy dissipated in the plastic zone, and to analyse the

fatigue behaviour based on an energy approach.

<2

%%
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Where [T]- temperature, [@] - source function, [f] - heat conductivity, [py] - material density,

[C] - specific heat capacity, x,y, 2 - coordinates, and [f] - time.

I‘” | I@lwil a’lxyl a(m) )

The equation is based on conduction, this assumes no radiation or mass transfer. As

Meneghetti and Ricotta [24] explained it, it is a reasonable assumption, as in this case
the conduction is orders of magnitude larger that the two other heat transfer mechanisms.
However it is possible to include terms into the equation that would account for additional
factors like radiation, or convection of the air surrounding the specimen. It is important to
note that ()| consists of several factors, after an initial period of stabilisation and in stage 11
of [FCG], the time derivative of temperature is mainly affected by the thermoelasticity. This
is based in an assumption that the energy dissipation is constant, so the source function
can be divided into a reversible or elastic part proportional and with the same general
shape as the load signal (assuming adiabatic conditions), and additionally a plastic work
part, which is generally a steady state value through most of the crack growth close to
the crack tip [23; 265 27]. Any sources or sinks will also be contained in the function, for

example if the upper and lower grip have different temperature, a gradient through the
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sample might be visible.

2.3.3 Infrared thermography and fatigue

Fatigue limit

has many advantages over traditional fatigue testing techniques. The fatigue limit as
an example can be determined in a reliable and rapid way with a small amount of samples
using the Risitano method developed in 1986 [26]. As |Opara [28] explained it, the method
use the fact that there is a small increase in specimen’s temperature at the beginning of
cyclic loading. The fatigue limit is estimated based on the fact that under a certain amount
of load, the temperature does not increase. This principle can be taken even further and

use a uniaxial tensile test to determine the fatigue limit [29].

Heat dissipation

Heat analysis above the fatigue limit results typically in curves presented in figure[9} Three
stages are recognised, the first is the initiation stage where the temperature increases.
Second stage is a steady state value, and according to Iziumova et al. [23] the following
relation applies g—f\‘,l ~ (Q1a1. In the last stage, the curve rapidly increases, and a second
relation g—]‘\’]z ~ Q2 was observed by the author in this region, and based on these results,

the fatigue failure might be predicted.
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Figure 9: Maximum thermal increments in specimens inder fatigue
loading at different stresses, [R=0. Three phases are shown for 245 MPa.
Adopted from G La Rosa and A Risitano. Thermographic methodology
for rapid determination of the fatigue limit of materials and mechanical
components. International Journal of Fatigue, 22(1):65 — 73, 2000. ISSN

0142-1123. doi: https://doi.org/10.1016/S0142-1123(99)00088-2. URL
http://www.sciencedirect.com/science/article/pii/
S50142112399000882

Phase shift analysis

[R'T] allows to measure the plastic zone in several ways. One of the methods is based on
phase shift between the plastic part of the load and the load signal. When the material is in
the elastic region, the heat dissipation is negligible, and the temperature variation is due to
the thermoelastic effect which is in phase with the load. If the adiabatic conditions however
are not met, as can be the case for heat is dissipation and large stress gradients [25; 30],
the adiabatic conditions are not satisfied in that region, causing a phase shifts, this region
corresponds to the plastic zone. A general phase shift map has three regions illustrated
in figure [10a] Region A shown practically no shift, implying elastic region. Region B has
a positive shift, which according to m [30] is caused by monotonic plasticity and
high stress gradients. The last region with negative phase shift is associated with reverse
plasticity, and point O is often adopted as an estimate for crack tip, as the phase map is
noisy behind it, implying contact between crack faces. A phase map is illustrated in figure

where the plastic region and the reversed part of it is visible.

21


http://www.sciencedirect.com/science/article/pii/S0142112399000882
http://www.sciencedirect.com/science/article/pii/S0142112399000882

196
= . ]
g 15.7 fiu
2
iéﬂ 11 [ s Constant 1
@ i phase
= 78 Phase shift at | 15
the crack tip
39 -10
19 39 59 78 38 18 137 187 : : : : : : : 18
Distance along profile in mm 39 78 118 157 196 235 Deg )
(a) Phase profile along a fatigue crack and the (b) Phase map of a specimen with a 6 mm
ligament crack

Figure 10: Ilustration of the phase in a specimen. Adopted from F. A. Diaz, E. A. Patterson,
R. A. Tomlinson, and J. R. Yates. Measuring stress intensity factors during fatigue crack growth using
thermoelasticity. Fatigue & Fracture of Engineering Materials & Structures, 27(7):571-583, 2004. doi:

10.1111/j.1460-2695.2004.00782.x. URL
https://onlinelibrary.wiley.com/doi/abs/10.1111/3.1460-2695.2004.00782.x

Ancona et al.| [25] took the phase analysis a step further, and used two harmonic Fourier
components. The model consisted in total of three parts, a linear term for describing the
increase in the mean temperature, a harmonic term with the same frequency as the load
for the thermoelastic effect, and a second harmonic term for the plastic dissipation at a
frequency of twice the load frequency, since the dissipation is expected to occur both in
compression and tension. The model has a potential of an even better description of the
plastic zone and crack tip position, especially for low loads where the plastic zone is small

and the heat dissipation is difficult to measure.

Stress intensity range and stress fields

The thermoelastic response contains information about the stress field in form of the first
stress invariant, this fact can be used to calculate the stress intensity range from
[[RT] data with help of a model for elastic stress field. Since the temperature increase is

proportional to the sum of principal stresses, and the stress state is of plane stress, a stress
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field model like Williams’ expansion should be in agreement with the data obtained in
the elastic region, and based on this, the stress intensity can be calculated [22; [30; B1]. A
benefit of this method is that it shows the actual stress intensity, accounting for phenomena

affecting it, like crack closure.

In the elastic region, an elastic model, like Williams’ expansion, can be used to find the
relation between principal stresses, and it can be combined with the first stress invariant
calculated from [[RT]data to make a hybrid model of the stressfield based on acquired data
and theoretical stress field. Thermoelasticity is also visible in the plastic region, although
it is more complicated to use, because in addition to the elastic effect, heat is dissipated
due to plastic work, and as mentioned, it might have the same frequency as the load in
the tensile zone, or twice as high in the reversed zone [25]. The stress distribution in the
plastic zone is unknown, so the ratio between principal stresses cannot be found. The

stresses might still be approximated, with the following assumptions:
« A plane stress or plane strain condition is assumed.
o The temperature due to heat dissipation is assumed to be a steady state process.

o The stresses in the plastic zone are assumed to be in between a pure tensile mode,

and a state occurring if the material would be elastic.
o The thermoelastic response is assumed to occur adiabatically.

Based on the last assumption a stress interval can be calculated. The first case is of pure
tensile stresses, is equal to zero, and the Von Mises stresses are equal to [o1] giving
an upper limit of the actual Von Mises stresses. If the stresses have the same ratio as
stresses occurring in an elastic material, and sum up to the first stress invariant,
the Von Mises stresses calculated from these will have a lowest value of ~ 0.7 of the first
case, giving a lower limit. In reality the Von Mises stresses should be in between these two
values. It should be noted that the model is just an approximation, and the assumptions

are rough.

23



2.4 High-Speed Photography and Digital Image Correlation

2.4.1 Optical methods

While performing the mechanical testing of the materials, e.g. tests of metallic mate-
rials, it is often useful to verify deformation mechanisms and validate the test correctness
using visual inspections at the appropriate temporal and spatial resolution. The most crude
observations may be made by naked eye, but it is often useful to seek for help offered by
modern optical based tools. Photo or video-recording of the experiment can be used as an
aid to visualise the different processes taking place during the test, for instance to observe
the necking process while analysing the stress-strain curve during tensile testing [32], or
to compare the crack lengths obtained using different measuring techniques. The digital
images can be further processed using computer algorithms in a broad variety of ways;
such action is called [DIP] Some of the activities standing behind [DIP]are: filtering in both
spatial and frequency domains, scaling, rotating, or adjusting the contrast, finding edges,
and following the behaviour of the features at the surface under external influence. [DIP]
algorithms used in this work are described in the section [2.5] The post-analysis of visual
data is gaining more and more recognition for its capacity of obtaining the quantitative
parameters of the observed surfaces using the digital processing methods and the numeri-
cal computing. Among the optical-based methods for investigation, many authors propose
the use of digital image correlation - [DIC| as a non-interference, and non-contact precise
measurement method to obtain the global displacement fields. These fields can be further
used to determine the strains, and approximate the stresses. There are fields where it’s of
interest to measure, and record events of short duration, or the series of such events. One
example is test performed with work frequency of e.g. 10 Hz. High speed imaging,
or rapid video imaging, is then a proper tool for investigation. Phrases [HSI|, [High-Speed]
[Photography (HISP)| and [RVI will be used interchangeably in this work. Using meth-
ods as [DIC] or [Particle Image Velocimetry (PIV)|together with makes it possible to

examine the changes in the displacement or strain field at 107¢ second timescale [33].
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2.4.2 High-Speed Photography
General about High-Speed Photography

There are many definitions of high-speed photography. One comprehensive definition was

proposed by [34] :

Recording optical or photo-optical information with adequately short exposures
and fast enough framing rates for an event to be evaluated with a temporal and

dimensional resolution which satisfies the experimenter.
The same author proposed a division of different high-speed cameras in groups [35]:
e High Speed - 50 to 500 fps
o Very High Speed - 500 to 100,000 fps
o Ultra High Speed - 100,000 to 10,000,000 fps
o Super High Speed - in excess of 10,000,000 fps

The modern high-speed cameras use photosensitive electronic semiconductor devices as

[Charge Coupled Device (CCD)} or [Complementary Metal Oxide Semiconductor (CMOS)|

sensors. [CCD] are able to record with extremely short exposure times, some
[Charge Coupled Device (ICCD)| cameras as XXRapidFrame [[CCD| camera [36] have ex-

posure time as low as 200 ps, and are able to capture images of high spatial resolution.
Despite the superior capabilities, capturing a great number of frames is challenging for
[CCD] Recording larger amount of frames can be archived by using more [CCD| chips. This
is usually not a problem for cameras. Figure (after Reu and Miller| [37]) in the

appendix show the survey of high-speed imaging technologies.
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History of HSP

It is often stated that the first instance of what we can call [HSP] was to settle debate on
horse’s gait [33]. The question was if there is the moment when all four hooves are off
the ground when a horse is galloping. The photographer, Eadweard Muybridge, devised
a camera system consisting of 12 (and later 24) individual cameras triggered by horse’s
legs. Muybridge placed cameras which were 69 cm apart, the shutter speed of cameras
was less than 1/2000 s. This first series of pictures was taken June 15, 1878 and is known
as Sallie Gardner at a Gallop. In 1892, C.V. Boys suggested a new design of rotating
mirrors which could be used for high-speed imaging system, this principle is still in use
nowadays, mostly on high-speed [CCD| cameras. The purpose of the development of this
system was to film the bullet in flight [33; B38]. In 1930s, Kodak developed camera able

to capture 5000 [Frames Per Second (fps)| [33]. The main motivation for development of

[HST) technology became the research on nuclear weapons during Manhattan project during
the world war II, and the cold war. Rotating mirror technology was applied for imaging
the thermonuclear weapons with frame rate in order of 1Mfpsl The film based cameras
approached their theoretical possible performance due to physical limitations around 1980s
[39]. The situation changed when the photosensitive media started to be gradually replaced
by electronic semiconductor devices such as [CMOS| and [CCD]

Frame rate, exposure time, depth of field and illumination

The following section describes the importance of a proper choice of some of the most
crucial parameters during high-speed imaging: frame rate, exposure time, aperture and
illumination. The frame rate describes the rate of images captured for given time interval

and can be given in or Hz. According to [33], the optimum frame rate |f,| using

can be estimated using the equation

= Ns[‘l‘:| (18)




where is the required number of samples, at least 2 but 5-10 is a more reasonable
choice, [[4| is the length scale and [u¢| is typical velocity of an event. Knowing the size of a
specimen and a velocity of an event, e.g. brittle crack propagation velocity, one can give
rough estimate of the frame rate required. As an example, the cracks initiated at stress
risers, as the rivet holes in aircraft industry, can travel with velocities on the order of a few

hundred m/s [40].

Gao et al| [1] presents considerations about the frame rate using when investigating
mode I using specimen, and high-frequency (90-135 Hz) resonant fatigue test-
ing machine. Considering information extraction, computer processing capacity and data
storage space, the acquisition rate was set to 3180 fps with resolution of 1280 x 720 pixel.
This gave 24 ~ 35 images collected within one stress cycle. [Yusof and Withers [41] present
similar strategy choosing the frame rate. For testing of the |C(T)[specimen at frequency of
7THz, the acquisition rate was set to 1000 [fps giving about 14 frames per load cycle. In
both cases the images were further used in [DIC] and the high pixel resolution exceeding 1

megapixel was used.

The high-speed cameras, especially cameras able to capture events with very high frame
rates can be used for measuring fracturing velocity [40; 42H44]. Wright et al.| [42] investi-
gated bulk metallic glass under compression. The experiment showed ability of high-speed
photography to register fracturing events which has not been detected by load cell due to
low-pass filtering in the electronics of the load cell. They found velocity of the fracture

propagation as well.

One of the issues in the rapid imaging is the short exposure time. To get a satisfactory
photographic image, an optical image of appropriate intensity has to be exposed for the
optical sensors for the appropriate length of time. To avoid the motion blur (streaking
of captured object on the frame), one have to chose exposure time which compensates
for sudden changes in the captured frame, e.g. a fast moving object. The four principal
variables determining the camera exposure, i.e. amount of light per unit area reaching the

photosensitive sensor are: the subject luminance, the film speed (films sensitivity to light),
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the lens aperture, and the shutter speed. Assuming film speed, and lens aperture constant,
the exposure |H|is proportional to the exposure time [t| which is the same as the shutter
speed, by the following relation [45]:

0 B

Where |E;| is illuminance, also the total luminous flux incident on a surface (e.g. pho-

tosensitive digital sensor) per unit area .

The difficulties of lightning in high-speed photography are much more severe than the use
of the camera equipment itself [46]. The lightning problem becomes much larger when the
colour images are captured [33]. As shown in the equation[L9] the illuminance demand rises
as the exposure time is reduced [34]. There are two main methods of lighting the captured
object. Either the continuous light source is used, or a pulsed light opiates synchronously
with the shutter opening. Various types of light sources used in the high-speed photography
are presented in the table [19in the appendix. Heat generation from a light source may
cause several problems. Hertegard et al.| [47] reports that for medical application trials

with [HSI, more specifically phoniatrics, the camera required a very strong light source (700

W) to allow image capturing with acceptable brightness. Nowadays the |[Light-Emitting

IDiodes (LEDs)|are becoming popular and they are replacing the older technologies. One of

advantages with the is fact that they have high luminous efficacy, which is measure of
the ability of a light source to produce a visual response from its power. In other words the
luminous efficacy is a ratio of luminous flux to power, quantified as Im/W. This advantage
of solves some of the problems related to heat generation, and is important when
performing experiments simultaneously with [RT], where the additional heat source may

affect the results.

Kirugulige et al.| [48] described importance of high-speed camera calibration, triggering and
the light stability when dealing with the rotating mirror CCD camera. Despite differences
between such camera and the [CMOS| HS-cam, the requirements according to the light
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source remain similar. Authors claimed that a stable light source with equal light sensitivity
over time is crucial for repeatability. They used a photodetector with the high-speed data
acquisition system with sampling rate of 1 MHz to ensure that the light sensitivity remained
unchanged during capturing the event of interest. Triggering was important since only 32

frames were captured with the frame rate of 225000, giving recording time of 145us.

Ju et al.| [40] used high-speed photography and photoelastic testing techniques to capture
and characterise stress-field evolution during fracture rapid propagation. In experiment,
the authors used 3D printed disk made of brittle, transparent polyester. The disk was
subjected to a quasi-static compressive load. The authors described the advantage of the
pulsed laser light source compared to the continuous light. They used the high-speed
camera synchronised with the pulsing laser light source, which gave a sharp high-quality
fringe patterns, in contrast to the continuous light source producing the fuzzy fringes.
Fringes have been further used to quantify the relation between the stress field in vicinity

of a crack tip and the crack velocity.

Another important aspect in high-speed imaging is the depth of field. This is an important
aspect when capturing the moving object as the [C(T)| specimen with a microscope lens.
It is of interest to capture a series of the sharp focused images through the whole load
cycle, even if there is some movement in axis parallel to the lens axis. The depth of field
is by definition a distance between the nearest and the furthest object that are in focus in
an image. According to the literature [49], the depth of field can be expressed using the

following approximation:

Depth of field ~ @ (20)

[Forf
with the circle of confusion [Cp] the focal length [fyp] the distance to subject [uyp), and
the F-number The last two quntities are of particular interest. The distance to
the subject is crucial since the depth of field changes with the square of . The
F-number is the ratio between the focal length [f,4} and the diameter of entrance
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pupil , also |Npn| = for)|Dpnt Consider a case where the lens’s focal length is 5 mm and

the diameter of the entrance pupil is 2.5 mm, the f-number found using the mentioned
parameters is 2. The corresponding aperture would be expressed as f/2. The f-number is
also the reciprocal of the relative aperture. If the lens has a range of aperture sizes, e.g.
f/2—f/20, the f/2 is the maximum aperture (the largest diameter of entrance pupil),
while the f/20 is the minimum aperture (the smallest diameter of entrance pupil). It can
be shown [49] that the illuminance |F;|is inversely proportional to square of the f-number
, oc 1 . This means that when the aperture is increased (f-number reduces), the
illuminance increases as well. To get a satisfactory image after a change in the aperture,
the exposure time should be reduced (faster shutter) according to equation [19 From the
following series of relationships it follows that if the user wants to maximise the depth of
field, the aperture has to be as small as possible. However, it has to be compensated with
the stronger light source if the user wants to keep exposure time reasonably short to avoid

the motion blur.

Recording memory

One of the limitations of high-speed cameras is relatively short maximum recording time
compared to the traditional video cameras with maximum frame rates of approximately
30 fps. The reason for this is a fact that capturing pictures of high spatial, and temporal
resolution (e.g. 20000 fps with 1024x1024 resolution) generates tens of gigabytes of data
per second. Table [7] shows approximation of how fast the internal memory can be filled
up with data for a given resolution. Modern high-speed cameras are equipped with the
volatile memory which is overwritten in an endless loop while the camera is in recording
state. To save a given event of interest, the user can employ an automated trigger or
trigger it manually. When triggering, the camera stops overwriting, and keeps the wanted
recording on volatile memory until the user downloads it on the computer, or other storage
device. Although the camera is able to fill up the memory in seconds, it may take minutes,

or tens of minutes to transfer the data to the non-volatile memory. The type of connection
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with the controlling computer, or the memory used depend on the camera, cameras as

Photron SA-Z uses the Ethernet connection.

Wong and Einstein [50] in their study of cracking processes in rock described some funda-
mentals of high speed camera, as well as the procedure of video capturing operation for
the cracking experiments. They mentioned three camera features that are crucial for use
in imaging of cracking process: the maximum allowable image resolution, the frame rate,
and the size of internal memory within the camera. Authors postulated that it is impos-
sible to obtain a high-speed video which can satisfy all three requirements simultaneously,
and a compromise for the particular experiment has to be found. Reducing the recording
frame rate, lowering the image resolution, or both, can increase the length of the recording.
However it is a trade-off, since the temporal-, and spatial resolution of the recording are
affected. This is an important aspect when dealing with the camera where the recording
memory is limited. Three actions are proposed for preparing to capturing the cracking

process.

o Choose capturing parameters - Selecting the image resolution and the frame rate.
These values should be chosen based on expected duration of event or the series of

event.

o Set Post Trigger Value - Determining the number of frames to be saved before,
and after the camera trigger was launched. When making a choice, a reaction time
lag between the human recognition of event, and the triggering on the controlling

computer should be considered.

o Trigger Camera - This can be done by launching a proper function/tool in the soft-

ware on the camera controlling computer.
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Triggering

Due to limitations in available volatile memory or chips in [CCD] camera, it is of interest
to stop memory overwriting in the proper moment. As mentioned before, this can be done
by using a trigger. Depending on triggering mode, the trigger can force camera to keep
images captured before, in the middle, or after the trigger signal is received. A trigger can
be launched either manually, or in an automated way. [Wong and Einstein [50] described
the problem where the automated trigger is not an option, and the manual trigger had
to be used instead. Authors postulated that for such a case, the video duration should
be longer than 0.3 seconds, which is associated with the manual trigger delay caused by

human reaction pace.

There are several different ways of triggering the camera in the fully automated way.
This can be done using the load signal from the testing machine, or employing acoustic
emission triggering. Acoustic emission triggering can be used when analysing the specifc
dynamic defects in solids, since the elastic waves are generated during rapid local structural
transformations within the specimen. When the signal of a proper strength is recorded and
surpasses the threshold value, a trigger is activated. [Seleznev and Vinogradov| [51] described
an efficient triggering method proposed for optical imaging systems with aid from
technique. Authors presented [AE]| method as an attractive method for real time monitoring
of deformation processes based on its high sensitivity. In the note, a broadband miniature
sensor with 200-750 kHz operating frequency was presented. Sensor should be attached
either to the specimen surface or to the grip close to the gauge part of the specimen. The

pulse is registered, and if the amplitude (e.g. registered as U [mV]) surpasses the threshold

value, the data acquisition board generates a standard [Transistor-Transistor Logic (TTL)¢

compatible signal which can be used to trigger the camera. The delay between the actual
signal appearance, and the threshold crossing controls the accuracy of synchronisation
between the event of interest and the triggering signal. If the delay is for instance 6us and

high-speed camera frame rate is 100’000 fps corresponding to the sampling period of 10us,
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the synchronisation delay of few us is acceptable.

2.4.3 Digital Image Correlation

[DIC] is optical based, non-contact method to extract full-field deformation, and strain
measurements using images acquired from the various optical sources. These images can be

captured by wide variety of sources as: conventional[CMOS}, and [CCD|cameras, high-speed

video, macroscopes, and microscopes including atomic force microscopes, and scanning
electron microscopes [33; 52]. is generally divided into 2D and 3D. The
former one, used in scope of this work, applies for the in-plane deformation of the nominal
planar objects, while the latter one can be used for the 3D surface deformation of both

planar and curved objects.

DIC algorithm

measures the material deformation by image tracking. Implementation may vary,
but in general, the [DIC] algorithm tracks the relative displacement of points between an
undeformed reference image and a current image where object has undergone deformation.
In what follows, a brief explanation of subset-based DIC algorithm will be given based on

papers by [Blaber et al.; [Pan et al|[53] 54].

In order to compute displacement of a point of interest, for instance P(zg,yo), a reference
subset of n pixels centred at the point P from the reference image is chosen. Such subset
is shown at figure (11| as red square with size N x N pixels. Subset is used to track the new
location of point P in deformed image. In order to detect a position of a reference point
P in deformed image, a criterion has to be established in order to evaluate the similarities
between the selected reference subset and the target subset. This problem is solved by
moving a reference subset on the searching area in deformed image and applying a selected
correlation coefficient at each location. Correlation coefficient map resulting from such

action can be seen in figure[II] When the correlation coefficient extreme is detected, a new
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position of the deformed subset in the deformed image can be determined. The difference
in the position of P in the centre of a reference, and a target subset can be further used
to determine the in-plane displacement vector at P.

Reference image Deformed image
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Figure 11: Example of tracking the reference subset in deformed image using DIC, adopted from Bing
Pan, Huimin Xie, and Zhaoyang Wang. Equivalence of digital image correlation criteria for pattern
matching. Appl. Opt., 49(28):5501-5509, Oct 2010. doi: 10.1364/A0.49.005501. URL
http://ao.osa.org/abstract.cfm?URI=a0o-49-28-5501

Correlation criteria play a critical role in [DIC] since they are used in order to evaluate the
similarity degree between the reference-, and the target subset. These correlation criteria
compare grayscale values of reference-, and target subset respectively. Some of the criteria

used in [DIC]| can be divided in four categories according to their mathematical definitions:
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sum of absolute difference (SAD), cross-correlation (CC), sum of squared difference (SSD),

and parametric sum of squared difference (PSSD). Two commonly used criteria,

mean Normalised Cross-Correlation (ZNCC)| coefficient, and [Zero-mean Normalised Sum|

lof Squared Difference (ZNSSD)| coefficient, will be presented in the following. Let f(x;,v;)

and g(«,y}) indicate grayscale value in the ith pixel in the reference subset, and the target
subset respectively. These can for simplicity be denoted as f; and ¢;. Let also f = %Zg;l fi,
g= %Z{;l gi, fi=fi—fand gi=g; —g. The |ZNCC| and |ZNSSD| can be expressed as:

c Y figi
SRSy ST
_ 2
CzNssp =) <\/£f2 - \/‘;gz) (22)

More details about the correlation criteria commonly used in can be found in [I} 535 54].

The deformation inside each subset is assumed to be homogeneous, and the transformation
of the reference subset points to the target configuration is constrained to the linear, first
order transformation [53]. Such a transformation can be represented by the generalised

deformation vector p:

(23)

—{uv ou Ou Ov (%}T
p= Oxr Oy Ox Jy

The linear transformations for subset coordinates can be seen in figure [12 For non-
homogeneous deformations, the second order shape function capable to represent more

complex local deformation were demonstrated to provide a high accuracy [33; [55].
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Figure 12: Linear transformation of subset coordinates by applying warp function W. Adopted from
http://www.ncorr.com/index.php/dic-algorithms

The strains can be calculated by differentiation of the displacements. This can be done by

applying Green-Lagrangian strain tensor and using the following equations:

1] ou duN2  /Ou\2?]
Exx| = 5 2% + (81’) + (ax> (24)
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(26)
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The specimen which is to be investigated by [DIC| should be prepared in order to serve
as carriers of deformation information. This is typically achieved by applying a speckle
pattern to the tested object. Such speckle pattern can be created using haze of black paint
onto white painted background [I} 56]. Sometimes the natural surface of the component
or structure has a sufficient image texture for [DIC| application, and additional surface

preparation as painting is not necessary [52].

Use of DIC in investigating FCG

Tong et al.| [57] employed to find crack opening displacements as well as near-tip
displacements and strains ahead of a crack tip. Displacement data and Williams’ series
expansion were used to find stress intensity factor All these together were used to

investigate the crack closure impact on global crack driving force [K]
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Yusof and Withers| [41] employed both high-speed camera and in attempt to deter-
mine both the crack-tip position and stress intensity factors (Kj and Kjy) within selected
cycles using specimen made of 7010-T7651 aluminium alloy. This paper shows the
influence of the quality of optics on the experiment. The displacement fields obtained in
the experiment were quite noisy and as a consequence the strain fields were far too noisy
to identify crack-tip position or the crack-tip strain fields. Therefore, instead of using the
crack-tip stress intensity factor approach based on matching the strain, the vertical dis-
placement vectors were used to determine K; and Kj; with the accuracy of around 0.2
MPay/m from frame to frame. The acquisition rate of 1000 fps used provided 14 images

per cycle.

Gao et al.| [1] presented a combination of conventional photography, high-speed imaging,
and in investigating more specifically, mode I cracking using specimen
and the high-frequency (90-135 Hz) resonant fatigue tester. Authors used camera,
and [DIP]to obtain the crack path, crack length, and the crack tip position. These properties
were further used for determination of strain-, and stress fields at the crack tip using [DIC]
and data from the high-speed camera. Acquisition rate was 3180 fps with the resolution

of 1280 x 720 pixel giving 24 ~ 35 images collected within a single stress cycle.

Vasco-Olmo| [58] in their work present a technique for experimental determination of the
crack tip plastic zone during the and its comparison with the theoretical plastic
zone using three different models (the Westergaard solution, Williams expansion, and the
Christopher-James-Patterson model). Authors give description for obtaining the stress
fields out of the displacement fields found by using [DIC| The stress fields were further
used to estimate the plastic zone size, this has been done by applying either von Mises or
Tresca criterion to the stresses. Using mentioned techniques the authors investigated the

influence of the R-ratio on the size of the plastic zone in [FCG|

Vasco-Olmo| [59] in another work use in study of (Crack Tip Opening Displacements|

(CTODs). An attempt to evaluate the ability of [CTOD| to characterise was made.
Authors present a methodology to measure the from experimental data employing
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[DIC] They have found that the plastic is directly related to the plastic deformation
at the crack tip. In addition it has been presented that there is a linear relationship
between growth rate da/dN and the plastic part of Authors present also a method
for determining the crack tip position with [DIC| using the displacement profiles.

There are fields where optical methods as are more suitable for obtaining quantitative
data than other well-known and widely used methods such as the potential drop [DCPD]
method for obtaining the crack length. [Hosdez et al. [60] compared two methods: and
[DCPD)]for characterising long crack behaviour and identifying the Paris’ law constants. The
material investigated was ductile iron. For identification of the Paris’ law, the crack lengths
had to be found. The authors presented some concluding points where they compared [DIC]
and as methods.

o Measuring process - is of interest when dealing with closed environment where
it may be difficult to set up the optical equipment. Measurement using [DCPD] is
continuous. [DIC| have some technical limitations as memory requirements to store

the pictures, post-treatment of images.

o Measurement accuracy - |[DCPD| offers higher resolution (50 pm) compared to
(100 to 400 pm).

o Multiaziality - can be employed to find in all three cracking modes
(K1,K11,K171) while DCPD|is limited to the opening cracking mode.

o Plasticity - DIC| allows masking of the plasticity impact on the displacements at the

crack tip and it’s constraining its influence on identification.

Authors described [DCPD] as method more suitable for simple Paris’ law determination,

while in case of multiaxial tests or plasticity studies, [DIC] is preferred.
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HSP and DIC combined with IRT

The paper by Crump et al.| [56] concentrates on challenges faced by the use of and
IRT]at high speeds to obtain strain-, and temperature distributions in composite materials,
and using them in a synchronised manner. Authors mention additional sources of error
arising from the use of high-speed camera images in [DIC| for high-velocity testing. One of
the first problems mentioned is reducing the resolution of the sensor in order to increase
the frame rate. The user has to accept a coarser strain map, and this can lead to a greater
uncertainty in the strain result. The second source of error was related to illumination.
It is difficult to obtain satisfactory images with high contrast, when the exposure time
is strongly reduced. Authors noted two adverse effects of high light intensity: specimen

heating and heat haze at the images.

The authors mention issues using [[RT] at higher frame rates. The main physical limitation
is the fact that [[R]is dependent on the finite amount of energy emitted from the materials
surface. Amount of photons and the sensitivity of the detectors limit the maximum frame
rate in [[RT], while for white light high-speed cameras the problem of reduced exposure time

can be solved by increasing the illumination.

The same authors propose actions for obtaining the same temporal location of the temper-
ature, and the strain fields. The first challenge to overcome is triggering of the equipment.
The second problem is related to the frame rate. The maximum frame rates in are
much smaller than the frame rates that can be obtained by [HSI, Authors postulate that
using frame rates for [HSI] being a multiple of frame rates for [[RT] will ensure that for each
[R]image there will be a strain image from [DIC] The final challenge is related to specimen
preparation. [DIC| requires speckle pattern, while to obtain best results, use of black matt

paint will be favourable for [IR]
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2.4.4 Conclusions arising from theory and literature

o [HS] or conventional photography is seldom used alone for investigating the [FCG]
The majority of literature treats about use of together analysis.

o The frame rate depends on the purpose. For the use in [DIC] investigating [FCG], the
frame rate should be in the order of tens of images per load cycle, and the spatial
resolution should be maximised. For qualitative analysis, and filming the brittle
fracture, a high frame rates should be selected depending on the expected velocity

of the event (crack jump).

o When the large magnification is used during the test, there is a risk of loss of focus.
To avoid this, one can maximise the depth of field by decrease in the aperture of the

lens/camera if the equipment has adjustable aperture. The other action possible is
use of a larger [FOV]

» Recording memory, lighting and the triggering are other important aspects that has

to be considered in order to get satisfactory recording.

o Several authors used [DIC]| for investigating the different aspects of [FCG| In this work
it is of interest to compare different parameters obtained using different techniques,
i.e.; crack growth rate, effective [SIF] crack closure and the plastic zone. For this
reason, some of the ideas presented by authors mentioned in literature section are

further used [T, 57H59; [61].

o The concurrent use of the [HSP|and [[RT] has been previously tested. The issues with

the specimen heating, heat haze and the temporal resolution were reported.
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2.5 Digital Image Processing

The digital images often require a post-processing in order to remove imperfections which
can affect the results if the optical data is to be used in quantitative manner, or general
reception of the image obtained. The term digital image in this work refer to image taken
by conventional camera, but also camera. The imperfections to be treated arrive from

the optics used, illumination, or the camera itself (e.g. dead pixel on the matrix).

The images obtained by combined with microscope lens suffer of vignetting. This is a
phenomenon revealing itself by reduction of brightness toward the periphery of an image
compared to its centre. Vignetting can be removed by assuming the uneven illumination as
an additive low frequency signal and removing it. Filtering may be achieved by convolving
the image with a Gaussian kernel [62]. Following section describe the principle behind

filters used in this work.

2.5.1 Discrete Fourier Transform

Uneven illumination interpreted as the low frequency signal can be removed in efficient way
in the frequency domain. The filters such as the Gaussian filter modifies the input signal
by signal convolution with proper filtering function. In this work, the Gaussian filter was
applied by multiplying the Fourier transformed picture with Gaussian kernel. Convolution

theorem states that

F{f+g}=F{f} Flg} (27)

where F denotes the Fourier transform, f is a signal function and ¢ represents a filtering
function. Considering continuous input signal in time-domain as f(¢), its representation

in frequency-domain F'(w) is given by:
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for any real number w. This is called continuous time Fourier transform. Dealing with the

samples of the digital signals the integral turns to the sum of infinite number of discrete

values called [Discrete-Time Fourier Transform (DTFT)L

Fw)= Y Sl (29)

n=—oo

with periodicity 2. When having a finite number of time samples, the discrete-time

Fourier transform turns to |[Discrete Fourier Transform (DFT);

N-1 - 2kn

Flk]=>_ fln]e™?"~" (30)

n=0

where k € [0, N — 1], and the sequence is N-periodic. The digital image can be denoted as
2D array f(z,y), where f is for instance a grayscale value for given pixel position. For a
digital image of size M x N, where x =0,1,.... N —1, and y =0,1,..., M — 1, the 2D

is denoted as:

N—1M-—
Flu,v] = Z
=0

-2 .27V
M‘FjTy)

1
fla,yle VTN (31)
0

y:
where the output image F[u,v] has the same size M x N, where u=0,1,...., N —1 and v =
0,1,....M —1, and u as well as v are the vertical and horizontal frequencies. In MATLAB,
the 2D{DFT]is performed using function £ft2.

From the properties of it follows that the is infinitely periodic in u and v
directions, and the periodicity is determined by the M and N. These two are typically
representing the image size, but they can be arbitrary numbers. In addition, the Fourier
transform of a real-valued function is the even symmetric function. For [DFT] of the real

signals it follows that:

fn€ERVYnef{0,.,N-1}=F,=F,V ke{0,.,N—1} (32)
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Where F' denotes complex conjugation. It means that for 2D-DFT, Flu,v] = F[—u,—v]’
and |F[u,v]| = |F[—u,—v]'|. The fact of periodicity and symmetry can be used for inter-
preting the frequencies while performing [DFT] It’s often useful to visualise a 2D{DFT]
but the transformed image is an 2D array of complex values. Thus the magnitude of the
complex number z if z = z+yi is to be found with following formula: |z| = /22 +y2.
Since the low frequency points on the array are expected to be very large compared to
high-frequency content, a logarithmic plot is favourable. Now consider the [DFT] at log-
magnitude visualisation on figure . After transformation, F[0,0] which is here the upper
left corner is the sum of all pixel intensities of the original image in spatial domain because
eI — ¢ 1ZH® — 0. Consider situation where u =0 and one follow upper edge from
v=0to v = M. Starting from [0,0] and following the edge of the log-magnitude rectangle,
the absolute value of F drops as frequency rises, but passing M /2 it starting to grow again
because F[0,M/2-1] is a complex conjugate of F[0,M/2+1], finally reaching v = M it can
be seen that the |F[0,0]| = |F[0,M —1]]|.

Analysis of the frequency content can be simplified by shifting the zero-frequency compo-
nent to centre of the spectrum. In MATLAB, shifting can be performed using function
fftshift which swaps the first quadrant of the 2D-array with the third, and second
quadrant with the fourth. After shifting, the low frequency content of the is focused
on the middle of the frequency rectangle with low-frequency «rays» radiating from inside

the rectangle. This can be seen as light rays on figure [I4b]
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Figure 13: Original picture in grayscale to be filtered
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Figure 14: Log-magnitude representation of of the picture in figure

2.5.2 Gaussian low-pass filter

For removing the vignetting effect from the image, one may employ filtering using Gaussian
kernel. This can be done by creating blurred version of the reference image containing low

frequencies, and subtracting it from the reference image. One may also use Gaussian kernel

44



to only pass the high-frequencies directly. In this work, the former of mentioned ways of

filtering is used.

The Gaussian blur can be made by multiplying the Fourier-transformed, and shifted image
with a mask containing the Gaussian curve with a two-dimensional domain. The middle
of the «bell» should be aligned with the middle of the shifted frequency rectangle such
that the low-frequency passes through, while the high-frequency content is reduced. The

two-dimensional Gaussian function used to create filter is expressed as:

((u—uo>2+<v—vo>2)
Hluv]=e" 202 (33)

Where ug and vy determine the centre, and o controls the spread of the blob. The o is
used to adjust the level of the image blur, since it determines how much high-frequency
content passes through the mask. Gaussian kernel representing the filtering function H[u,v]

is shown on figure while the example picture with after filtering is shown in [I5b]

(a) Visual representation of the two-dimensional
Gaussian function (b) Blurred image as a result of filtering
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2.6 Acoustic Emission

2.6.1 Fundamentals of Acoustic Emission

Acoustic emission (AE) has been used as a non-destructive test method since the early

1960’s, when Dunegan monitored pressure vessels using [AE| [63]. [Acoustic Emission| (AE)

is a naturally occurring phenomenon where energy is released in the form of transient,
elastic waves during irreversible changes in a material’s internal structure, such as plastic
deformation, phase transformation, and formation and propagation of cracks [63]. The
elastic waves propagate through the material in four principal wave modes: longitudinal
waves, shear waves, surface waves (Rayleigh waves), and in the case of thin specimens,
plate waves (Lamb waves) [64]. is detectable once the elastic waves have travelled from
the emission source to the surface of the specimen. The wave component perpendicular to
the surface can be measured using a piezoelectric transducer, which converts the surface
displacement produced by the wave into a voltage signal. The amplitude of the signal
is small [65], so the signal must be amplified to be detectable. This is typically done
in one or two steps: pre-amplification before entering the measuring system, and optional

amplification before data analysis. Figure[16|shows a typical set-up of an system.

2. Pre-amplification

Preamplifiers

3. Acquisition and == I
Storage ‘ ==

Sensor

1. Detecti e
i i' 4_Display and

data analysis

Figure 16: Typical elements of an system. Adopted from Haiyan Li, Jianying Li, Xiaozhou Liu, and
Alex Fok. Non-destructive examination of interfacial debonding in dental composite restorations using
acoustic emission. In Ning Hu, editor, Composites and Their Applications, chapter 7. IntechOpen,
Rijeka, 2012. doi: 10.5772/51369. URL https://doi.org/10.5772/51369.
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Two methods of performing [AF] monitoring exist; the traditional threshold-based method,

and more modern waveform streaming.

In traditional measurements the voltage signal is continuously monitored, and if the ampli-
tude of the signal crosses a certain threshold value, a ”hit” is detected, and some parameters
of the signal is recorded. These parameters could be the amplitude of the signal or the
rise time, as shown in figure Typically, two characteristic types of signals are detected.
Continuous signals are an amalgam of multiple signal sources [67; [68], and have stable
voltage amplitudes for long periods of time. These signals are associated with internal
mechanisms like slip or phase transformation [65]; [69], as well as external mechanisms like
machine noise. Discrete signals are transient, and the signal sources are distinguishable
from one another. Sources of discrete signals include crack formation and twin nucle-
ation [63]. Accordingly, discrete signals can release order of magnitude more energy than

continuous signals originating from the internal mechanisms [63; [70].
The most common discrete signal parameters are shown in figure [17] Where:

o [AH amplitude - The largest amplitude of the signal

[AF threshold - The minimum value at which a signal is registered. The threshold
should be high enough to remove background noise, but low enough to detect low-

amplitude signals.

o Time of hit - The starting point of the signal count. This is where the signal first

crosses the threshold.

e Rise time - The time it takes for the signal to reach its maximum amplitude from

the hit time.

o [AH duration - The total duration of the signal. Taken between the time of hit and the

time when the signal falls below the threshold value for longer than the Dead-time.

o [AF counts - Counts, or hits, are any signals that exceed the threshold value and

stored as data.
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Figure 17: Common discrete signal parameters. Adopted from Physical Acoustics Corporation. PCI-2
based AFE system user’s manual. Physical Acoustics Corporation, 195 Clarksville Road,Princeton Jct., NJ
08550-5303, 2 edition, 10 2004.

Additionally there are some other common parameters not shown on the figure:

o Dead-time - The maximum time the signal can be below the threshold value before

the signal is defined as ended.

o Fwvent energy - The total energy of the event. Different formulations of the event

energy exist, such as the area under the signal curve or employing the

[Square (RMS)| The absolute (electrical) energy is found by integrating the squared

voltage signal over the instrument resistance over the entire event duration [72].

The other way of performing measurements is recording the voltage signal directly,
through so-called waveform streaming, or continuous streaming in a threshold-less mode of
operation [71]. In figure|17} this is equivalent to recording the signal, instead of just the
counts. Waveform streaming avoids many of the drawbacks of the traditional method,
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such as sensitivity to data loss due to improper setting of the experimental parameters
like threshold value. Since the whole waveform is captured, it enables both new methods
of data processing and more accurate determination of traditional parameters [63].
Low-amplitude signals which would be filtered out by the threshold level in traditional
measurements can be analysed using waveform streaming [73], making more reliable
and suitable for analysis of ductile materials. The main drawback of waveform streaming
is the large size of the data files. For a single channel recording with a sampling frequency
of 2MHz, file sizes of approximately 250MB/min can be expected [74]. For a fatigue test
running for days or weeks, this becomes unreasonable. To circumvent this, periodically

sampling for limited time intervals is typically done [71].

2.6.2 Acoustic emission from dislocations

Moving dislocations are considered as a major source of AE during plastic defamation.
They contribute to both the continuous and transient signal, depending on the mechanism.
An overview of some common dislocation mechanisms and how they typically influence the

overall [AF] signal is given below.

The best-known source of is the collective motion of dislocations (i.e. dislocation slip)
during plastic deformation, such as that in the localised plastic zone ahead of a crack
tip. The passage of a dislocation causes a relaxation of the surrounding stress field, which
releases AE. When the elastic wave reaches the surface, the associated surface vibrations
can be measured as mentioned in The signal strength is proportional to the surface
displacement of the specimen, which can be approximated for dislocation loops in isotropic

materials. For [ng4| dislocation loops, the peak surface displacement, a,,,becomes:

:n

Where [ff is the Burgers vector, [rj] is the radius of a dislocation loop when it reaches the

S

(34)

e

surface, [v] is the velocity of the dislocations[Cy] is the longitudinal wave speed, [C is the
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shear wave speed and [D] is the distance from the surface. [Heiple and Carpenter| [65]
calculated that for a polycrystalline aluminium alloy, the surface displacement for a single
dislocation loop 4cm from the surface, moving at 200m /s would be 10~ m, which is not
realistically detectable. Only 1% of the released energy is in the form of detectable
[655 69], thus it is necessary to have the movement of thousands of dislocations in order to
get reliable detection. Since the amplitude is dependent on the velocity, the strain rate is

important, as they are related in the following manner:

where [v] is the average velocity of the dislocations, is a geometric constant, [J] is the
Burgers vector and [pg]is the dislocation density. Acoustic emission in therefore very weak in
materials dominated by steady dislocation motion when measured during slow loading, and
if measurable, associated with the continuous signal due to the overlapping events. That
does not mean that the high-amplitude discrete [AE]| cannot be generated by dislocation
slip, however. Dislocation movement can be blocked by grain boundaries, inclusions, point
defects etc., causing pile-ups. |[James and Carpenter| [75] suggested that a stress increase at
a few pinned dislocations could cause them to break away from their pins, producing a high
amplitude stress wave. This stress wave could then unpin nearby dislocations, releasing
more stress waves, and cause an avalanche of dislocation movement within a small volume
in the material. This sudden release of a large number of dislocations could create a strong,

discrete [AE] signal.

Dislocation annihilation is another source of low-amplitude AE. |[Heiple and Carpenter| [65]
described the calculations by Natsik and Chishko (1973, in Russian), estimating the elastic
energy released during annihilation of a dislocation pair as:

%A%
Eun In 2 (36)

T 8r D

Where is the energy released during the annihilation, [pgis the dislocation density, [] is
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the relative velocity, [ff is the Burgers vector, and |[.|is the characteristic size of the crystal.
However, the energy released during annihilation is orders of magnitude lower than that for
dislocation slip. It is therefore only under special circumstances, such as elastic twinning

and the subsequent collapse of the twins, that dislocation annihilation produces detectable

levels of [65].

One more source related to dislocations was associated a breaking radiation during acceler-
ation of dislocations. [Kiesewetter and Schuller| [76] estimated the radiated energy released
during emission of a screw dislocation from a Frank-Reed source. They assumed a periodic
release of dislocations and used the energy radiation rate equation from [Eshelby]| [77] with

a frequency of wq/2:

E . Ez’l’ (37)
rad|— 20

Where |Gl is the shear modulus, @ the Burgers vector, [[4/ the dislocation length, A = 2rd]

0l

with [v| being the mean dislocation velocity.

The brake radiation energy released during the entire period is then

2Lk,
Eyp|= 2nzad (38)
I

For an aluminium alloy, the released energy was an order of magnitude lower than that
for dislocation annihilation [63]. The contribution of braking radiation to the signal is
therefore low in most cases. One should notice that this type of AE sources can be chal-
lenged since due to a large effective mass of dislocations, their acceleration/deceleration
occurs withing a negligibly short time interval. The dynamic and relativistic effects asso-
ciated with such processes are hard to account within a continuum mechanics approach.

Instead, this is field of study by atomistic molecular dynamic simulations.

Deformation twinning is a very powerful source of AE [78]. The twinning process consists
of three stages: nucleation of the twin embryo, rapid growth of the embryo to a macroscopic

scale, and thickening of the twin in the direction normal to the initial growth direction [69].
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The nucleation and growth of the twin embryo are rapid processes, and occur on the order
of the velocity of sound in the material, while the thickening process is orders of magnitude
slower, even under impact conditions [69]. Therefore, it is the twin nucleation process that

is captured by the AE method, and not the lateral twin thickening.

A rough approximation of the surface displacement produced by nucleation of a single twin
in a material with HCP structure, can be made by assuming that the dislocation reaction

in equation |39 forms a pole source of twinning [79].

[0001] =] 1010] + [1010] (39)

Where |y is a fraction between 11—2 and i. This is in fact equivalent to a Frank-Reed source
where the screw dislocation is replaced with a twin. The surface displacement can thus
be approximated as in equation Mathis and Chmelik| [63] estimated that for a twin of
the size 40pm and a velocity of 2000m/s the surface displacement was a,, = 10~ "m, which
is theoretically detectable. The equivalent calculation for twin growth (thickening), where
the velocity was 1073 m/s gave a surface displacement of a,, = 107??m and therefore not
detectable. Experimental results confirm that the emissions from macroscopic twin growth

are at least an order of magnitude lower than nucleation and embryonic growth [69].

2.6.3 Acoustic emission related to cracks

Acoustic emission from crack related mechanisms has been studied experimentally for
decades, and [AE] specific to crack initiation, crack extension and crack closure has been
identified. Many empirical relations and qualitative explanations of the crack behaviour

as it relates to have been developed, and some are described below.

Fracture mechanisms occurring during crack extension produce AE. The amplitude of
the signal depends on the mechanism, with brittle fracture mechanisms producing higher

amplitude signals than ductile ones [70; 80; [8I]. Brittle fracture mechanisms include in-
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tergranular fracture and cleavage/quasi-cleavage fracture. Ductile fracture mechanisms
include micro void coalescence, tearing and shearing. Pollock [82] considered the elastic
energy conversions of a system during crack growth for a characteristic ductile and brittle
source event of equal magnitude. The difference in [AE] signal amplitude was explained by
grouping the released energy into three groups: plastic deformation, surface energy and
event energy (AE wave). The plastic deformation term captures the energy expended in
creating the plastic zone, namely through dislocation movement and slip, while the surface
energy refers to the disbonding of atoms to create the new surfaces. |Pollock| [82] argued
that due to a larger plastic zone and increased surface energy due to a rougher crack sur-
face, a lesser fraction of the converted (i.e. released) elastic energy is released as in a

ductile fracture compared to a brittle fracture of the same magnitude.

During the 1970’s, models and equations attempting to explain mechanisms causing
were developed for a variety of scenarios. For the case of [FCG|, Morton et al.; Morton
et al.| [83; 84] found a correlation between count rate and , equivalent to the Paris-
Erdogan model. That is, a power law relation between count rate, ﬂ, and the stress

intensity range, [AK}

@

= JCOf|AK)® 40
a1 (40)

Where is a constant and the exponent [n] is related to Paris’ exponent, [m] by the

relation [n]a{m]+2 as found by [80]. [Lindley et al| [80] proposed that both energy released
during crack extension, and deformation and fracture events within the plastic zone ahead
of the crack, contribute to during fatigue crack growth. This is in line with the
considerations in [2.6.2] and the review of [Heiple and Carpenter; Heiple and Carpenter
[655; [69], finding dislocation mechanisms, twin nucleation, and fracture of inclusions to be
significant sources of AE. For a brittle material (K;c < 5MPay/m), subcritical crack growth
is near non-existing, and the crack propagates rapidly by brittle fracture mechanisms. Thus
[AE] detection is limited to a time interval shortly before failure. However, the [AE] signal
has a high amplitude due to the rapid breaking of atomic bonds [70].
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For materials with a fracture toughness between 15 and 50MPa+/m, such as high strength
aluminium, and steel, there is significant subcritical crack growth before fracture, and
thus [AE] For these materials the crack can propagate by brittle mechanisms, or ductile
mechanisms such as tearing, alternating shear or coalescence of voids [85]. The acting
fracture mechanisms appear to change as the (or range) increases, causing the
acoustic emission stage 2 crack growth stage to be split into two sections, 2a and 2b,
characterised by a sudden increase in count rate at a (range) of (A)K, [70; [86]. This
has been attributed to the beginning of microcleavage [70]. The power law relation in
equation does not account for this effect, but can be modified by making a bi-power

law with one exponent for each slope.

For low strength materials with high fracture toughness, the ductile fracture mechanisms
are dominant; the acoustic emission is therefore very weak, sometimes barely crossing the
threshold amplitude [70]. For some materials, like AIST 316L steel, a sudden change in the
count rate during the stage 2 crack growth can be observed just like for medium-toughness
materials. However, the effect acts in reverse for the ductile material. in stage 2a is
higher than for stage 2b. Moorthy et al| [86] proposed that this was due to the decrease
in dislocation formation and movement due to the transition from plane strain to plane
stress condition, which leads to a reduction in the cyclic plastic zone size [87]. Since the
ductile fracture mechanisms produce such weak AE, this leads to a highly reduced count

rate in stage 2b.

Acoustic emission can be produced during crack closure due to several mechanisms. These
include such mechanisms as: rubbing of the crack faces due to local compressive stresses
from plastic deformation, friction between jagged crack edges and rubbing or breaking of
wedged oxides [80; 88-91]. Closure effects occur even at positive R-ratios [89]. This can be
explained by the fact that plasticity can induce compressive stresses, effectively reducing
the local stress level, while oxides and crack surface roughness create peaks and valleys in
the crack faces which can contact. [AE]| induced by crack closure is dependent on factors

like material, environment and test frequency [89; [92]. The ductility of the material will
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affect the roughness of the crack faces, and the susceptibility of a material to oxidation in
a given environment will affect the presence of oxides in the crack region. According to
[92], a higher test frequency increases the from crack closure. It was postulated that
an increase in test frequency results in a more forceful closure, which would result in more

severe rubbing between the crack faces.

Closure emissions are generally unwanted [88]. Several methods exist for reduction or
removal of [AE] from crack closure. Since rubbing between the crack edges is partially
responsible for from crack closure, applying a lubricant to the crack will reduce closure
effects. Performing tests at a high R-ratio can reduce, if not remove, closure emissions.
This will, of course, affect the test results. As mentioned, removing closure emissions by
physical means will likely affect the test results in some manner. An alternative way is to

filter the closure emissions by means of signal processing. Specific examples from literature

are described in section 2.6.6]

2.6.4 Acoustic emission from miscellaneous sources

Phase transformations are another potential source of AE. During phase transformation,
changes in the elastic modulus and material density causes a variable shape distortion,
releasing [93]. While phase transformation normally occurs due to thermal changes
during heat treatment etc., plastic deformation during cyclic loading can cause strain
induced martensitic transformations in metastable materials like austenitic steels [85} 94].
Attempts to model and quantify the effects of phase transformation have been made by

[93] and [95].

2.6.5 Source localisation using acoustic emission

One of the advantages of over other methods of [Non-Destructive Testing (NDT)| is

the ability to locate the source of the damage in situ. This can be done in several ways, a

common example being the Time Of Arrival (TOA )| method [72]. In a setup using multiple
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[AE] transducers, the of the signal at each transducer can be utilised to triangulate
the source location of the event. For 1D source location based on [TOA] a simple setup
based on two sensors as shown in figure , is common [96]. The sensors are placed a
distance from each other, and an [AE] source is located a distance from sensor
1. The arrival time of the signal at sensors 1 and 2 is [I}] and [T3] respectively. If the
material is homogeneous, the wave velocity, |V, is assumed to be constant. The distance

between the [AE] source and sensor 1 is then:

1
di_9|= 5 D1 _o|— ” (41)

13 15

Sensor 1 |< >| Sensor 2
>

e " L
7
AE source

i
D,

Figure 18: One dimensional source location, modified fromZi-long Zhou, Jing Zhou, Longjun Dong, Xin
Cai, Yi-chao Rui, and Chang-tao Ke. Experimental study on the location of an acoustic emission source
considering refraction in different media. Scientific Reports, 7, 2017. URL
https://doi.org/10.1038/s41598-017-07371-w

With two transducers on a specimen, this can be used to locate the vertical
position of the signal source. This means that signals originating from other locations
than the crack (i.e. noise) can be filtered out. This can be difficult for specimens with
small dimensions, however, since the TOA]will be similar for both sensors regardless of the

origin of the signal due to the small distances involved.
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2.6.6 AE Signal Processing

The advancements in sensor technology and the computing power of modern computers

have given rise to several new methods of processing data during the last decades.

Kim et al| [97] used an artificial neural network to perform stress intensity factor mea-
surements from traditional [AE]| parameters, and compared them to calculations done from
[CCD] camera recordings. They found a good agreement between the predictions made by

the artificial neural network and the experimental measurements.

Other researchers have attempted to move away from the traditional [AE]| parameters. [Chal
et al.; Chai et al. [98; 99] and Tanvir et al.| [I00] explored the use of information entropy
as an alternative to the typical parameters, arguing that information entropy is inde-
pendent of test set-up parameters like threshold value or hit detection time. The premise
of information entropy is that when an event has a low-probability value, it contains more
information than when an event occurs which has a higher-probability value. The infor-
mation content of events is therefore a stochastic variable where the expected value is its
information entropy. In relation to[AE] this refers to the voltage amplitude distribution of
the recorded signal. In the constant presence of noises such as those from the test machine,
a predictable voltage signal distribution is produced. Thus, an event will produce a
significantly less probable distribution, and therefore information entropy. Different for-
mulations of information entropy exists, the original being Shannon’s entropy, as used by

Chai et al.|[99], and another example being Renyi’s entropy [100].

Shannon’s entropy is defined as:

n

Hs|= =) |p(wi)- l092(H(93z‘)) (42)

1=

Where [Hg| is Shannon’s entropy and [ is the probability mass of the value ;.

Renyi’s entropy is a generalisation of Shannon’s entropy, and defined as:
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Hpg|=

logg ﬁ:(H (43)

Where is Renyi’s entropy/p is the probability mass of the value z; and a is the entropy

order. Due to the parameter a, Renyi’s entropy is more flexible as a measure, as several
measurements of uncertainty can be found within the same distribution[I0I]. It can be
shown for the case of a — 1, that Renyi’s entropy equals Shannon’s entropy[102]. From
equations 42| and [43]it’s obvious that any constantly present signal will be "absorbed” into
the high-probability signal values. For the material used in this report, continuous type
emissions account for the majority of the[AE] This means that while predictable noise, e.g.

machine noise, will produce a low entropy value, so too might the [AE]

Mathis and Chmelik| [63] discussed the capabilities of modern equipment and computer
storage to store, and process, the raw [AE] signal using continuous signal sampling. In this
manner, it is possible to run multiple analyses of the same raw signal, or compare a specific
time frame with the overall data set. Loss of low-amplitude signals due to the setting
of the threshold value is also potentially avoided by using continuous signal sampling [73].
Danyuk et al. [73] compared, for a case of low-amplitude signal, conventional
measurements with continuous sampling, employing a wavelet block thresholding based
algorithm to count [AE]| events. They found a resemblance between the detections per
loading cycle by the continuous sampling algorithm (3004 20) and manual counts by
experts (4204 70), while the traditional method detected far fewer (16 £2). The low count
rate of the traditional method was attributed to the low signal amplitude, the effect of the
dead-time and the nature of the hit detection algorithms. Bhuiyan et al. [I03] combined
traditional [AF] measurements with finite element modelling and laser Doppler vibrometry
to find a relation between crack tip resonance frequencies and crack geometry, suggesting

a physics of materials based link between [AE] and geometric features of the crack.

An important part of processing the continuous waveform is extraction of the frequency

content of the signal in the form of [Power Spectral Density (PSD)| i.e. the signal power
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as a function of frequency. This can be performed in a similar manner to that described
in section [2.5] except in one dimension. The can be obtained using a
[Transform (FF'T) algorithm. A periodogram, estimating the [PSD| can then be obtained by

taking the square of the absolute value of the [FE'T] [AF] signals typically contain significant
noise. This noise can be reduced by performing an averaging operation in addition to the
FFT|algorithm, trading frequency resolution for reduced variance (noise). A common way
of doing this is employing Welch’s method as an alternative estimator of the [104].
Welch’s method [105], is in principle just an average of periodograms across the sampling
time. The signal is divided into overlapping data segments, and is performed on each
segment which is then averaged for the entire signal. By dividing the signals into smaller
lengths, discontinuities are created, yielding artificial high-frequency artefacts near the
edges of the segments, by nature of the DFT] This effect is negated by applying a window
function to the signal, which is a class of normalising functions tapering from unity at its
mean, to a low value at its edges. An important note with regards to using Welch’s method
is a side effect of the overlap. The point of the method is to reduce the variance of the
FFET] of a stochastic signal, but by adding an overlap, co-variance between the segments is

introduced. Thus there is a limit to how much overlapping can be performed.

While the [PSD] is powerful, and reveals information about the signal’s frequency content,
it has no temporal resolution, akin to the time stream having no frequency resolution.
For a stationary signal, this is not a problem. For analysis of [AE] particularly of burst
type signals, but also cyclic fluctuation in the continuous signal, this poses a significant
shortcoming of the [PSD] as a tool for analysis. Time-frequency analysis allows for simulta-

neous study of the time and frequency domain. Several techniques exist for time-frequency

analysis, a basic method being [Short-Time Fourier Transform (STFT)[and an advanced

method being the Wawvelet transform. The discrete-time is performed by partition-

ing the time-series into overlapping, windowed, segments and performing |[F'F'T| on each

segment under the assumption that the signal is stationary for the short time intervals

[106]. Mathematically, the [STEFT] has its basis in the DTFT|from equation 29 and can be
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defined as:
Fa(w)= Y flmW(A—m)e /™" (44)

m=—o00
Where W (7 —m) is a windowing function, 7 is the (discrete) time index variable, and @

is the (continuous) frequency variable. By keeping 7 fixed, this is equivalent to:

Fy(w) = DTFT|(f(m)W (7 —m)) (45)

It is easier in practice to consider the such that the window function "slides” over
the signal. The can be rewritten as:

Fa(w) = e “IDTFT|( f(7+m)W (—m)) (46)

Similar to in section [2.5.1] the [STEFT] will in practice be sampled using a finite number of

samples:

Fy(w) = e DT f (R +m)W (—m)) (47)

The full STET]is then found as the summed transforms for each time index:
N—-1
Flw)= Y Falw) (48)
n=0

While the[STEFT]yields information in both time and frequency domains, it has a significant
limitation in practice due to the windowing. In order to achieve a high frequency resolution,
it is necessary to observe the signal for a long time (wide window, or few time indices).
The temporal resolution can then at most be equal to this "exposure time”. Thus, in order
to increase the temporal resolution, the exposure time will have to be lower (narrower
window, more time indices), but this will result in a lower frequency resolution since the
order of sines and cosines will be lower [106]. As the window length goes to infinity, the
[STFT] will approach the [FFT] of the signal. Likewise, as the window length goes to 0, the
approaches the time-stream. The phenomenon is illustrated in figure [I9 As can
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be seen, the absolute resolution is the same, regardless of time or frequency focus, and is

limited by the Gabor-Heisenberg limit.

freq freq

time time

Figure 19: Narrowband (high time-resolution) vs wideband (high frequency-resolution) STFT. Adopted
from Wikimedia Commons. Stft windows, 2005. URL
https://en.wikipedia.org/wiki/Short-time_Fourier_transform/media/File:
STFT_-_windows.pnglk

Common to many of the aforementioned approaches to signal processing, is the use of
cluster analysis to identify distinct sources of [73; 98; 99; [103; 108}, 109]. Cluster anal-
ysis consists of grouping a data set such that the data in each group, or cluster, are more
similar to each other compared to the other clusters |Everitt et al.| [I10]. Cluster analysis is
general term, and a plethora of algorithms exist to achieve the clustering. Some examples
include K-means clustering, mean-shift clustering and Density-Based Spatial Clustering of
Applications with Noise (DBSCAN). k-means clustering is a widely used clustering algo-
rithm [IT10]. The algorithm tries to divide the data set into k clusters, where each data
point is part of the cluster with the nearest mean value to the data point. Different methods
exist for implementing k-means in practice, such as Lloyd’s algorithm and the improved
k-means++ algorithm. k-means++, as developed by |Arthur and Vassilvitskii [111], can be

implemented as follows:
1. Choose an initial cluster centroid ¢; uniformly at random from the data set, X

2. Calculate distances d(z;,c1) from each data point z; to ¢; Choose the remaining

centroids ¢; such that ¢; is selected at random from X with probability

d2 (.T], Ci)
Sy d2 (g, ¢5)

61


https://en.wikipedia.org/wiki/Short-time_Fourier_transform/media/File:STFT_-_windows.png
https://en.wikipedia.org/wiki/Short-time_Fourier_transform/media/File:STFT_-_windows.png

3. Centers t are chosen as:

(a) Calculate the distance from each data point to all centroids, and then assign

the data point to the closest centroid.

(b) Choose centroid ¢ at random from X with probability

d? (x4, ¢
Zm;zmeCi d? (xm; Ci)

with C; being all data points which have the closest centroid as ¢;. In other
words, the centers are chosen randomly with a probability proportional to the

distance between themselves and the closest center already selected

4. Repeat previous step until the centers no longer change, or maximum number of

iterations is reached.

This implementation of k-means is quite simple, and computationally fast, making it an
attractive choice of clustering. However, since k-means relies on centroids and the data’s
distance from a center, it fails to identify oddly shaped clusters, e.g. ”snakelike”, which can
frequently occur using [AE] monitoring. There is also the drawback of having to pre-select
the number of clusters when using k-means. To improve the accuracy of the clustering,

more advanced algorithms such as mean-shift clustering or DBSCAN might be used.

It is clear that the research has gone in the direction of utilising continuous signal sampling
and the capabilities of modern computers to perform advanced computer simulations and
signal processing. Merging this with traditional parameters, as was done by |Danyuk et al.
[73] and by Kharrat et al.| [I12], allows comparisons with, or improvement, of previous

work.
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3 Methodology, materials and experimental setup

3.1 Specimens

3.1.1 DMaterial

The material used to make all test samples used in this work was AISI 316L stainless steel.
The typical chemical composition, and material properties are summarised in table 3] The

excerpt from the material certificate is attached in the appendix as figure 200}

Chemical Composition [wt.%]

C Si Mn P S Cr Mo Ni |[Cu|Ti N
Min. - - - - - 16.50 | 2.00 | 10.00 | - - -
Max. 0.030 1.00 2.00 0.045 | 0.030 | 18.50 | 2.50 | 13.00 | - - | 0.1100
Actual 0.024 0.50 1.75 0.035 | 0.017 | 16.89 | 2.02 | 10.02 | - - | 0.0520

Mechanical Properties
Yield Strength (0.2%) [MPa] | Tensile strength [MPa] | Elongation at fracture [%] Hardness [BHN]
308 612 53 174-177

Table 3: Chemical composition and mechanical properties of AIST 316L

The material certificate does not contain the proportionality limit, the Poisson’s ratio,
or the elastic modulus. These values were found while performing tensile tests and are

presented in section [£.3.3]

3.1.2 Tensile specimen
Specimen shape and dimensions

The specimen shape, as well as dimensions are shown on figure[20] The shape was based on
the standard, subsize, sheet-type test specimen shown in figure 1 in ASTM E8/E8M-16a
[113]. Limitations arriving from capabilities of the testing machine and extensometer when
performing the tests required reduction in gauge length, however, most of the dimensions

followed the standard.
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Figure 20: Tensile specimen with dimensions
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Figure 21: Points where the thickness of samples was measured

During calculation of stresses, the width of the narrow section of tensile specimens was
assumed to be equal 6 mm since the edges were not polished after machining. The specimen
thicknesses were measured in 3 different places on the area with reduced cross-section;
on the middle of the sample, and at the distance of £ 8 mm from the middle of the
sample. Points where the thickness was measured is presented on figure while the

values measured are presented in table [4]

Specimen nr. 1 2 3 4
Thickness at -8 mm | 1825 pm | 1830 pm | 1800 pm | 2325 pm
Thickness at 0 mm | 1825 pm | 1825 pm | 1788 pm | 2340 pm
Thickness at +8 mm | 1805 pm | 1795 pm | 1774 pm | 2345 pm

Table 4: Thicknesses of the tensile specimens
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Specimen preparation

The tensile specimens were made on the CNC-milling machine, and required finishing
after the machining. Since the specimens were manufactured by a third party, the authors
had no control on the quality of machining, and there were some suspicions that milling
with rapid tool movement could introduce imperfections in the sample, or even affect the
microstructure. For this reason grinding on metallographic grinding machine was carried
out. About 200 pm of the thickness from each side was removed in order to ensure that
machining had no influence on the results. The thickness of the samples after first grinding
was around 2.1 mm. During the preparation to the test it has been found that the test
machine capability is 7 kN instead of 10 kN, and the specimen thickness had to be reduced
with additional 0.3 mm in order to reach expected ultimate tensile strength of the material.
The final thickness of the sample after additional grinding was approximately 1.8 mm, more
accurate values are presented in table[d] The test samples were painted with speckle pattern

in order to record the test and analyse the results with software.

3.1.3 C(T) specimen
Specimen shape and dimensions

All test samples for used were so called compact tension (C(T)) specimens, and
were made according to ASTM E647-15 [114] standard. Specimen shape and explanation
of symbols are shown in figure 22| All dimensions are listed in table [} Although the
thickness [B] should be 5 mm, its value used in calculations deviated from the value given
in the table. Specimens were machined according to table values, but they were ground in
order to remove traces after milling, and the thickness was reduced to around 4.85 mm.

The real, measured thickness has been used in calculations instead of the table value of

5 mm. The stress intensity factor [K| for [C(T)| specimen was found using the following
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formulas:

:f (@) (49)

Where [P]is the applied load, [B]is thickness, f is the calibration factor, [d]is the crack length
and is the specimen length. The calibration factor is a function of ratio, and can
be calculated by using equation
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Figure 22: Standard Compact Specimen for Fatigue Crack Growth Rate Testing, adopted from:
E647-15el. Standard test method for measurement of fatigue crack growth rates. Standard E647-15el,
ASTM International, West Conshohocken, PA, 2015. URL
https://doi.org/10.1520/E0647-15E01

4 = = 2

30mm | 375 mm | bmm | 36 mm | 7.0 mm | 6 mm

Table 5: Dimensions of the specimen
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Specimen preparation

The samples had to be post-processed after machining to satisfy the requirements of the
different methods used. required grinding to remove scratches and matte black paint
on one side of the specimen, while [HSI-technique required different types of surface fin-
ish depending on the type of data to be acquired. For qualitative observation of crack
propagation, a mirror-like polished and eventually etched surface was of interest. For [DIC}
analysis the pattern of random features (speckles) was desirable as mentioned in section
[2.4.3] and thus the black-white painting was applied. During the testing it has been found
that black-white painting is too coarse for [DIC| purposes when the size of [FOV]is less than
1 mm x 1 mm. New attempt for preparing random pattern was made, this time etching
the polished sample in etchant for 1 minute. It gave rough surface with random features
that could be used for [DIC| at much smaller scale. Both types of random pattern can be
seen at figure Grinding and polishing was carried out on metallographic grinding and
polishing machine. For qualitative analysis with high-speed imaging, the specimens were
ground, polished and eventually etched with etchant containing % HC], % HNOg, and %
H50. The specimens were submerged in Petri dish containing etchant for about 20 second
or 1 minute depending on the purpose and immediately rinsed with ethanol after etching.
The procedure for etching was inspired by ASTM E407-07 [I15]. The results of polish-
ing and etching are presented in figure 23] All steps of specimen surface preparation are
listed in table [6] Index in parenthesis in the table correspond to average abrasive particle

diameter.
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Purpose

Step nr. Mirror-like finish |IR}imaging/|DIC| |DIC|

1 Grinding P80 (200um) Grinding P80 (200m) Grinding P80 (200um)
2 Grinding P120 (125pum) | Grinding P120 (125pm) | Grinding P120 (125pm)
3 Grinding P220 (68um) Grinding P220 (68um) Grinding P220 (68um)
4 Grinding P360 (40um) Grinding P360 (40um) Grinding P360 (40um)
5 Grinding P500 (30um) Grinding P500 (30um) Grinding P500 (30um)
6 Grinding P1000 (18um) |  Grinding P1000 (18um) | Grinding P1000 (18um)
7 Grinding P2000 (10pm) |  Grinding P2000 (10um) | Grinding P2000 (104m)
8 Polishing (3um) Matte black/white painting Polishing (3um)

9 Polishing (1um) Etching (1 minute)

Table 6: Specimen surface preparation
f : — %

(a) Polished and etched (5 s) surface

0.1 mm

(b) Polished and etched (20 s) surface

Figure 23: The specimen surface seen with the high-speed camera

(a) Pattern from test nr. 4, paint applied

Figure 24: Random pattern used for analysis
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3.2 Equipment and software used

3.2.1 Infrared thermography

[RT]| was performed using a Telops FAST M350 mid-wave, high-speed camera, with
an operating spectral range of 1.5pum to 5.4pm. The photodetector was of the indium
antimonide (InSb) type, with a typical of 20mK. The camera had a resolution of
640x512 pixels, and a maximum frame rate of 355fps. The internal memory of the camera
was 16GB, with the possibility of direct transfer to an external drive. The camera was
statically mounted on a tripod directly facing the test specimen. A TRC-LENS-G1-MW
1X microscope objective operating in the range of 3-5pm and with the working distance

of 26cm was used. The camera was operated using the Reveal IR software version 1.3.5.

Cameras internal memory was used with a [Moment Of Interest (MOI)| set to external

trigger.

The frame rate was set to 130 [f[ps A testing frequency of 10Hz gave 13 samples per
cycle. Ideally,the higher frame rate would give a better representation of the sine formed
temperature variation in the sample due to the thermoelastic effect, but it requires lower
exposure times and increased noise. If the temperature amplitude would be calculated
from maximum temperature difference with time, which is reasonable for the amount of
data to process, assuming an ideal sine wave sampling rates give a worst case temperature
amplitude error of under 3%, but due to the chosen sampling frequency and test frequency,
the error was practically halved, as explained in section [3.4.3] For temperature amplitudes
as large as 1K this error is less than the typical NETD] The sequence size was set to 65
frames corresponding to recording 5 cycles at every trigger, respectively. The camera was
set up with automatic exposure control, to reach a well filling level of 60% for 90% of the

SENsors.
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3.2.2 High-speed imaging and DIC
Hardware

In this work all rapid video imaging, and collecting data for [DIC] analysis was performed
employing the Photron FASTCAM SA-Z 2100K [CMOS] high-speed camera. Depending
on purpose, the high speed camera was equipped either with macro-, or microscope lens.
When performing tests, the Navitar microscope lens system was used, more precisely
the Navitar 12X Zoom Lens System optics. This included Navitar 2X F-Mount 1-62922
adapter, 3mm F.F. zoom lens and optionally 2X 1-50015 lens attachment. Unfortunately,
there was not possible to adjust the aperture in this system. In tests, the camera
used an external light source connected to the zoom lens. For this purpose the Hayashi
LA-HDF 7010RL LED light source was used, providing up to 1800000 Ix illuminance.
When performing the tensile tests a larger Was required, and the Tamron 90mm f/2.8
SP AF Di macro lens was used then. Use of the high-speed camera in the tensile test
was not necessary due to the relatively low strain rate (¢ = 0.002%), conventional digital
camera could be used instead, but due to the equipment compatibility and pace of change
in setup it has been decided to use high speed camera anyway. The camera used in
this work has a limitations when filming with the low frame rate, the maximum exposure
possible is 1/10000 second, leading to increased light demand in order to get a satisfactory
images. During the tensile tests, a single [HSI|[LEDHighting was used to provide sufficient

illumination.

Photron FASTCAM SA-Z camera is capable of image recording with frame rate of
2'100°000 fps at the reduced resolution 128 x 8 pixels. The shortest shutter speed of this
high-speed camera is of 1/6’300°000 s, this is of special interest while filming at very high
frame rates. Such a fast shutter is useful when observing rapid phenomena that as crack
development. Authors of earlier papers as Fukui et al. [I16] had to deal with the long
shutter speed (1/1000 s) forcing a reduced frequency of the fatigue testing machine of 0.1
Hz for observing opening-closing behaviour when performing test. Modern
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and [CCD] cameras as Photron SA-Z are able to overcome temporal resolution problems

due to their shutter speed and frame rate capabilities.

Photron FASTCAM SA-Z 2100K
Resolution | Frame Rate 64GB
(h x v pixels) | Max fps Frames | Time (sec)
1024 x 1024 20000 43682 2.18
1024 x 1000 21000 44731 2.13
1024 x 840 25000 53251 2.13
1024 x 512 40000 87367 2.18
640 x 488 60000 146663 2.44
512 x 456 75000 196195 2.62
640 x 280 100000 255615 2.56
512 x 256 120000 349475 2.91
384 x 176 200000 677772 3.39
512 x 56 480000 1597608 3.33
384 x 64 525000 1863877 3.55
256 x 56 700000 3195219 4.56
128 x 56 900000 6390440 7.10
256 x 24 1008000 7455514 7.40
128 x 32 1200000 11183272 9.32
128 x 8 2100000 44733096 21.30

Table 7: Frame rate, image resolution and memory capacity summary (from Photron FASTCAM SA-Z
Datasheet)

Since the width of the of interest was much smaller compared to the expected crack
length, especially right before fracture, there was a need to move the camera as crack
propagated. To be able to create fatigue crack propagation curves (Paris curves), there
was also a need to measure the crack length very precisely. To simplify these two tasks,
a Thorlabs LNR50SE motorized translation stage was brought. The translation stage is
equipped with precise stepper motor and the optical encoder. It has a travel range of 50
mm sufficient for the most tests. It has also minimum step size of 0.05 pm, and a
backlash less than 6 pm. In addition, the stage has sufficient load capacity to handle weight
of Photron FASTCAM SA-Z with lens attached, and has compatibility with MATLAB
where a camera position can be logged during the test. Together with controlling software,

the Thorlabs LNR50SE translation stage provides precise adjustment of the high-speed
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camera position despite the camera weight.

Software

The high-speed camera was controlled by the Photron FASTCAM Viewer software installed
on the controlling laptop computer. The software provided the control of camera as well as
data saving, image enhancement and playback. In this work, the dataset from high-speed
camera was saved either as uncompressed AVI video data, or as a series of 8-Bit TIFF
images. The visual data in this work is obtained in grayscale, due to the reduced light

demand compared to the RGB image [33] and its ease in post-processing in MATLAB.

The analysis in this work was performed using Ncorr open-source 2D{DIC]| program.
This is a subset-based MATLAB program, in this work used together with MATLAB
R2018a and MATLAB R2019a without any issues. More details about subset-based [DIC]
algorithm can be found in section |2.4.3] The software has been developed by Blaber et al.
[53], the result comparison with commercial software has been performed by Harilal
and Ramji [I17]. The software has also been used for experiments by others [I]. This
software has advantages as being open source, and MATLAB based action. After analysis
the displacements, and the strain fields are easily available in form of a structure array
(struct) with 2D arrays of data which makes it easy to post-process the results directly
in MATLAB. For the best results, the authors of this work followed strictly the manual
available on the Ncorr authors web page [I18]. There is also an open source DIC Post-
Processing Tool for Ncorr, Ncorr_post developed by |[Nezerka et al.| [I19]. However, there
were several issues connected to compatibility of this tool with new versions of MATLAB
while implementing, and it was only used for checking the reasonability of the results

obtained using own made codes.

Choice of parameters in DIC analysis

In following, the considerations about influence of different parameters in [DIC] analysis will
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be presented. There are three main [DIC| parameters that have a significant influence on
quality of results obtained in Ncorr: subset radius, subset spacing and the strain radius.
The main idea when choosing the subset radius is that the user should select the smallest
possible subset radius (in pixels) which does not result in noisy displacement data. This
may require trial and error, it’s also important to mention that large subset tend to have
a smoothing effect on the displacement fields. Software developer claim that the subset
spacing is purely for reducing the computational load. Since the computational power of
hardware used for the analysis was not a problem, the subset spacing was always set to
its minimum, also 1. The last important parameter is the strain radius. As it can be
seen on figure [26] the strain radius is crucial in order to remove noise and has greater
influence that the subset radius. Strain radius should be selected as small as possible as

long as it does not result in noisy strain data. Another important aspect when running the

analysis on cracked specimens with [Region Of Interest (ROI)| excluding the crack, is

that user has to activate the subset truncation function, which is a feature that prevents
subsets from wrapping around the crack tip. Subset wrapping may cause distortions in
both displacement and strain fields near the crack tip. In this work, the plastic zone
analysis was performed using the subset radius of 25 pixel, the subset spacing of 1 pixel
and the strain radius of 20 pixel. Bitmap with the approximate plastic zone resulting from

this choice of parameters is represented in the right-lower corner in figure The analysis

of the tensile tests and |[Crack Opening Displacement (COD )| analysis was performed with

the subset radius of 15 pixel, subset spacing of 1 pixel and strain radius of 15 pixel. In
opinion of authors of this work, these parameters provide the optimal (highest possible)
precision without obtaining noisy strain and stress fields. More details about the
algorithm can be found in section [2.4.3] more information about software and manual is to
be found on its authors web page [I18]. Another aspect that may have an influence on the
size, and the shape of the plastic zone is the used in the stress analysis. The plastic
zone analysis in this work is based on papers by Vasco-Olmo| [58] and Gao et al.| [1]. [Vasco-
Olmo| [58] doesn’t mention anything about the shape of the used in analysis, but
from the figures in the paper it follows that the crack was not excluded from [ROI when
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running the analysis. The lack of crack excluding can be clearly seen by presence of a kind
of tail with large stresses present behind the crack tip when looking at stress maps and
the plastic zone. This happens because the local strains across the crack are quite large.
Gao et al. [T] have excluded the crack making the in their work. Based on experience
of mentioned authors, a comparison between the plastic zone using two different has
been done. Figure 25| presents results for two different [ROI§ The left figure present zone
where the crack was excluded from it can be seen that the white zone of plasticity is
limited to the middle of the [FOV] The right one presents the results where the didn’t
exclude the crack, here the mentioned tail is visible behind the crack tip. However, the
overall shape of both plastic zones is identical, and the only difference for given set of
parameters is a tail behind the crack tip which can be easily subtracted when calculating
the size of the plastic zone. Since the manual creation of the excluding the crack
is time consuming, in this work the crack was uncovered and included in the when

running the analysis.

Plastic zone at acquisition nr.9
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Figure 25: Comparison of the plastic zone obtained using different
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Figure 26: Comparison of the bitmap showing the area of the plastic deformation obtained using
different parameters

All post-processing of visual data and plotting the graphs from analysis was performed
using MATLAB if nothing else is specified.
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3.2.3 Acoustic Emission
Fatigue crack growth

Acoustic emission monitoring of the fatigue crack propagation was performed using a

glsPAC PCI-2 based system and the AEwin software. Two types of [AE] transducers were

used: [Physical Acoustics Corporation (PAC)[ Nano-30 resonant, wideband transducer and

Micro-30JAE] flat, broadband transducer. The Nano-30 transducers had resonance

frequencies of 140kHz and 300kHz. The operating range of the Nano-30 transducers was
125kHz to 750kHz, and 150kHz to 750kHz for the Micro-30. The transducers were attached
to the top and bottom of the specimens using custom 3D-printed clip-on devices, ensuring a
consistent grip pressure across multiple tests, without blocking the view of the cameras. To
provide a good acoustic impedance match, Molykote BR2 Plus grease was applied between
the specimen and Nano-30 transducers For the Micro-30 transducer, oil-soaked paper was
used instead, as further electrical insulation was necessary. Each transducer was connected
to a 2/4/6 pre-amplifier, with a fixed gain set to 60dB. Band pass filters integrated
in the pre-amplifiers were used, which were set to a range of 20kHz to 1000kHz. No gain
was applied in the software, for a total gain of 60dB.

[Electromagnetic interference (EMI) was a significant issue during early set-up and noise

identification. Ensuring complete electrical isolation of the [AE] system from the test ma-
chine and other sources of was therefore imperative. This was achieved in multiple
steps. The electrical ground of the system was separated by using an isolation trans-
former. The was isolated from the test machine by the use of PTFE bushings between
the grips and the specimen holes. The [AF] transducers were further isolated from the spec-
imen by the combined effect of the Molykote grease or oiled paper, and the ceramic disk

integrated into the transducers.

In the AEwin software, two AE-channels were enabled, one for each transducer. Default

hit definition parameters were used: [Peak Definition Time (PDT)| of 300ps, [Hit Definition|
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of 600ps and [Hit Lock-out Time (HLT)|[of 1000ps. Hit waveforms were stored

for each hit, with recording sizes of 1K samples for Test 4 and 5, and 2K samples in Test 6.
For Test 4, there was no pre-trigger recording, while for the remaining tests, a pre-trigger
length of 256 samples was used, due to experiencing truncation of hit waveforms during
Test 4. One dimensional source location was attempted using the linear source location
option in AEwin[71], functioning similar to the method described in section Wave
propagation properties were found from the internal database entry for AISI 316L, which

was assumed to be valid.

Waveform streaming was enabled for all tests, but with varying streaming parameters. For
Test 4, single channel waveform streaming was enabled using the top Nano-30 transducer,
with a sampling frequency of 2MHz. The recording size was 2000K samples, none of
which were set to pre-trigger, resulting in a recording length of 1024ms. To trigger a
recording, an external trigger signal sent from the Arduino system described in section [3.3
was used. For Test 5, waveform streaming was enabled for both the top transducer (Micro-
30) and bottom transducer (Nano-30), with sampling frequency of 2MHz. The recording
size was 12000K samples, with a pre-trigger length of 0, resulting in a recording length of
6144ms. Triggering was achieved using an analogue output from the test machine. In Test
6 waveform streaming was enabled for both transducers in the same manner as Test 5, but
with recording parameters like in Test 4. Triggering was also done using the method of

Test 4.

3.3 Triggering of the equipment

3.3.1 Hardware

To gain knowledge about the crack length analysed from the cameras and the corresponding
cycle, the cameras had to be triggered at a known cycle. Additionally, trigger on a given

load level was essential when capturing crack closure effect or the peak load with the rapid
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video imaging, and for determination of [AE] source mechanisms. Since generation of a
trigger pulse with the testing machine has limitations, as the waveform generation has to
be stopped for a moment, and the machine takes some time to reach the wanted waveform
again, a dedicated triggering system analysing the data from the load cell was developed

instead.

The system was based on a Raspberry Pi 3B single board computer with Raspian, a Debian
based operating system. The hardware was not equipped with an analogue to digital
converter, so to overcome this issue, the processor was receiving a Boolean value form
a ATmega328P microcontroller chip with a 16 MHz external oscillator about a threshold
value of the load signal. The prescaling factor for the microcontroller was set to 128, it could
be as low as 16, but 128 gives a theoretical sampling rate of approximately 9000Hz which
is enough for a load frequency of 10 Hz, although depending on the code, the frequency
changes. Benchmarking of the final code resulted in a sampling frequency of over 8900Hz.

The algorithm analysing the signal was as follows:

o The load cell generated the sine-formed signal. The electric potential sent by a cell
corresponds to the load and the load to potential ratio was predefined by user. The
load is shown in figure [27] as the blue line.

e The microcontroller read the potential as the analogue signal, then it was converted

to a digital value by [Analog to Digital Converter (ADC)| The [ADC| on the micro-

controller used was a 10-bit converter meaning it had the ability to detect 1024 (21°)

discrete analogue levels.

o Lower and upper threshold values were selected by user. If the value received from
the load cell surpassed the upper threshold, the microcontroller counted that event
as a cycle and disabled the possibility for counting another cycle until the signal
received load value which was lower than the lower threshold. The threshold values
are illustrated as green and yellow line for the upper and lower threshold respectively

in figure This was because signal from the cell was not a perfect sine-wave and
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this method disabled the possibility for counting the same cycle several times due to
noise. Whenever a cycle was recognised, an edge signal was sent to the Raspberry
Pi.

o The Raspberry Pi was set up with an interrupt, so whenever it received a signal from
the microcontroller, it started a new thread where it immediately added the cycle to
the total cycle count, and if the cycle number was right it told the microcontroller to
trigger the equipment, seen as the red pulse in figure The microcontroller might
be programmed to introduce a delay in the signal if a trigger at a given point in the

load curve is demanded.

o The trigger count and time of every trigger signal were logged in a file on a SD card.

\// \\// \\/ \\// \\
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-0,5713
7656 826,1 886,7 9472 1007,7 10683 11288
EElms +90s

Figure 27: Figure showing the trigger algorithm

3.3.2 Software

The triggering system developed for the sake of this project had a graphical user interface,

and the software was programmed in Python 3. The interface was set up for three trigger
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ports, and the layout is shown in figure 28] It was possible to select the triggering time
in several ways, the method might give signal about crack length and triggering at
given crack length is possible. For this experiment however, the trigger used cycle intervals

and manual triggering only.

The first choice was to activate given port, the second enabled cyclic trigger, the condition
that activated the trigger was:

if ((Cycle count - start trigger after)%Trigger interval == 0)
Where % is the modulus operator. The cycle count could be changed, the new count was
typed in the window besides current cycle count and the change was applied with the red
button. The "Time til trigger” was the remaining time in seconds until next cyclic trigger
was fired based on the "Test freq for time calc” value. On the bottom there are three

buttons for firing the trigger manually.

Whenever a trigger was fired, the time, cycle count, and what type of trigger it was, was
logged in a file for the given port, so there were in total three files. Additional features were
that when the software was closed, the current data were stored, so when the software was
started up again, all the previous values were opened, and the software started counting
cycles automatically, but no triggers were sent until a confirmation. A pop-up window
asked user if a new project is to be started, if the data from last test should be loaded, or
if the loaded data plus the cycles counted since start of the software should continue. The

last option was added in case of unexpected errors or failures.
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IR RWI AE

Activate ports: [+ v v
Cycle trigger v v 3
Trigger interval [cycles] 1000 50 25

Start triggering after [cycles] 100 100 100

Cycle count 13995 -
Time til trigger 4 ] 0

Test freq for time calc 25 Hz

Manual trigger Trig IR Trig FM| Trig AE|

Figure 28: Figure showing the graphical interface for trigger software

3.4 Experimental procedures for IRT

The experiment resulted in a series of pictures, to get useful data, the pictures had
to be processed. First of all, it was important to remove the noise from the pictures, to
have a clear map of temperature distribution. One of the noise sources was due to the
sensors, and it was the for the camera which was as 20 mK, additionally due to the
large magnification the texture of the painted surface caused regular pattern of lighter and
darker spots on the picture. The sample was also moving, especially when the crack has

grown large, making it difficult to measure the same spot on the sample precisely.

3.4.1 Noise reduction in infrared pictures

The first thing done, was cropping of the pictures to remove the region of the picture that
was of no interest regarding the results but which reduces the processing time. The next
step was to filter the picture using wavelets. This is a very attractive method of filtering
because it allows to tune which parts of details in the picture to keep. During such filtering,
the picture was decomposed into an approximation and vertical, horizontal, and diagonal

details, all described by coefficients related to wavelet manipulation. The decomposition
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might be performed over several levels, and the coefficients might be further processed to

keep only the details of interest. The filtering consists of three steps:

o Decomposition, where the picture is decomposed using a predefined wavelet and

decomposition level into approximation coefficients and detail coefficients

o Detail coefficient manipulation, where at every level, the coefficients are adjusted,

often by soft or hard threshold
o Reconstruction, where the picture is recreated from the modified coefficients

For the filtering, the decomposition was of level 5, and the wavelet type used was Sym-
let 14. The pictures have been denoised, using soft thresholding, using global thresh-
old based on picture size. The criteria for determining the threshold level was simply
sgrt (2« 1log (number of pixels)) multiplied with a constant, set to 3 for all of the

analysis. Soft thresholding was used to change the coefficients.

After all pictures were filtered from noise, the filtered picture was subtracted from the
original to illustrate how well the filter worked. The picture should give a homogeneous
temperature distribution, where only the "texture” like pattern remains, and the plastic
zone is of special interest since it gives very valuable data. An example can be seen in figure
29| To measure the noise in the picture, the average value was divided by the standard
deviation of the picture. The average value should not be affected much by filtering, but
the standard deviation should change significantly. The signal to noise ratio defined above
was approximately doubled after the filtering. Of course this number does not tell if some

of the signal was filtered away, but this should be visible in the rest picture.

After the filtering, a motion compensation was performed with the algorithm described
in section [3.4.2 The algorithm reduced the rotation and translation of every picture in
each sequence with respect to the first picture. The transformation matrix found was
based on the rest pictures, example illustrated in figure [29¢, since those should be constant
and temperature independent as they mostly consisted of fixed pattern noise, so the images

should have the same features. A secondary cropping was done after motion compensation,
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to remove the area with no data at the edge of the picture after the transformation was

performed.

(b) Picture after filtering

WE

2
ks -

(c) Filtered picture subtracted from the original one

Figure 29: The temperature range in the pictures is 1,05K

3.4.2 Motion compensation

The code was developed with software and functions provided by The MathWorks. MAT-
LAB and Computer Vision System Toolbox Release 2018B. The MathWorks, Inc., Natick,
Massachusetts, United States., 2018.

The motion compensation function developed especially for this project, compared two

pictures at a time, example given in figure [30a], and used the detectFASTFeatures ()

function provided by [The MathWorks| [120] to find points with specified features above
a threshold value, figure and [30d The feature type detected was minimum inten-

sity difference between corner and surrounding region. The threshold for feature detec-
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tion was adjusted depending on the pictures, to give a satisfactory amount of points.
The detected features were extracted using extractFeatures (), and matched using

matchFeatures. The resulting matches are illustrated in figure [31a]

(a) Two frames of a sequence

(b) Features found in the first frame (c) Features found in the second frame

Figure 30: First stage of motion compensation

The result was a series of coordinates of the corresponding features in these two pictures.
These were used to transform the picture, and the nearest transformation type provided
my The Mathworks was a nonreflective similarity transformation consisting of
translation, rotation, and scaling. Since scaling is undesired, an algorithm just for rotation
and translation was developed. The scaling was not beneficial because when the crack is
long, the crack opening displacement is noticeable, the features on the upper and lower
half of the sample are moved away from each other. This leads to scaling of the picture,
which again affects further analysis as e.g. the pixel size is changed, as well as the strains

in the picture.
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(a) The matched features (b) After transformation

Figure 31: The two frames are superimposed with different colormaps, adding to a RGB picture

The transformation function developed, calculated the geometrical centre of the two data
sets of coordinates, and the distance between these corresponded to the translation part
of transformation. After this translation, the pictures had the same geometrical centre. In
the next step, the algorithm took the centre point and two corresponding points from the
features detected, and found the angle between two vectors starting in the centre point
and ending in one of the corresponding points each. After this was done for every point
pair, the mean value was computed and used as the rotating angle about the geometrical

centre. The transformation is shown in figure and the final result in figure

Figure 32: Final result, the second frame transformed with respect to the first.

To make the transformation more reliable, the point pairs between which the distance was
far from average, were excluded. One such outlier is barely visible in figure Another
source of error was that points close to the geometrical centre, which was also the origin

for angle calculation, were much more sensitive to noise, leading to large angle changes.
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For this reason, points within a region close to the centre point were excluded. In this

case, the radii was set to 60 pixels.

The algorithm was used both for the [[R] camera and for the [HS] camera, but to make
the transformation possible for the [[R] pictures a change was introduced. The filtered
picture was subtracted from the initial picture resulting in a picture of the texture of
the surface, which does not change from frame to frame as the temperature difference
due to thermoelastic effect and plasticity is eliminated. The transformation matrix was
found using these specially prepared pictures, but it was applied to the filtered pictures

instead.

3.4.3 Temperature and phase shift analysis

To implement the concepts discussed in sections [2.3.2] and [2.3.3] the amplitude field and

phase shift had to be determined. Such fields are very useful as they contain information
about the first stress invariant, crack tip position, plastic zone, and stress intensity factor

as described in section 2.3

Each picture consisted of thousands of pixels containing tens of measurements for each
acquisition, methods like Fourier series are in general very time consuming, and were done
only on some of the data. Some pictures were affected by increase in temperature due
to current caused by the potential drop method, and error due to sampling frequency of
the pictures mentioned in section [3.2.1] A very important parameter to determine was
the temperature amplitude field. To account for these errors, and to make the calculations
rapid, every acquisition was divided into n— 1 equal parts (alternating red and blue in figure
33) where n was the number of cycles captured in the acquisition. Every part contained
just over one cycle, and the maximal and minimal temperature in each was found, and
the median value was used to determine the temperature amplitude. The whole procedure
is illustrated for a single pixel in figure [33] In the figure, a Fourier fit has also been
calculated, and the temperature amplitude based on the fit was 0.0794 K, while for the
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algorithm described above, 0.0786 K. The ratio between these to is 0.99, additionally, the

temperature amplitude near the crack tip was significantly higher, which likely reduces the

noise further. A comparison of a complete picture is shown in figure
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Figure 33: Temperature measurement in a single picture during one acquisition, and a first order Fourier
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Figure 34: Temperature amplitude in a single acquisition, based on Fourier fit, and the algorithm

Since the extreme values of the temperature were used to determine the amplitude, the



calculation relied on two samples, and the noise was therefor more likely to cancel itself out,
the median of these n — 1 values was used to represent the temperature amplitude at that
pixel. The frame rate was such that there were 13 samples per cycle, because of this, if the
sampling rate gave maximum error in measuring one extreme of the sin like temperature
wave, it would give minimum error measuring the second extreme, which practically halved

the 3% error mentioned in section [3.2.1]

The discrete Fourier fit is very time consuming, but it has been performed on some of the
pictures. The fit was of second order, which in addition to the temperature amplitude
due to thermoelasticity, potentially shows the reversible plastic zone, and the phase shift
occurring due to heat dissipation and high stress gradients. The formula of the model is

given in equation [p1} [T]is the temperature, and [bf,;] are constants of the fit, [wg| is the

test frequency in rad/s, and [t| is time. asy corresponds to the average temperature, the

total amplitudes of first and second order , can be calculated as in equation , and
the phase shift with respect to a sine wave as in equation . An example of the maps

of calculated coefficients is shown in figure 35|

M= a0+ agicos(wdf) + b1 sin(wdl]) + apacos(Zudl) + b pasin(Zwd) (51)

Api| = (52)

: atan () (53)
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Figure 35: Second order discrete Fourier fit, A1 and P1 are the first order amplitude and phase shift
respectively, and A2 and P2 are the second order terms. On the bottom left, the temperature amplitude
from the developed algorithm is shown, and bottom right is the mean temperature in the region of
interest. The green cross is crack tip from IE and the black one from fitting Williams’ stress field.
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3.4.4 Stress calculations and Williams’ expansion

Thermoelastic constant

Assuming adiabatic conditions, the first step in any stress calculations is to determine
the thermoelastic coefficient [K3] The complexity of precise determination of the relation
between stresses and temperature response due to thermoelasticity, was described in [2.3.2]
In the |C(T)|specimen, the mean stresses are varying, additionally, as soon as plasticity is
introduced, and reversible plastic zone, the actual mean stresses are unknown. This could
be determined in more detail by additional tests, but as a simple attempt to at least reduce
the error of equation (13| a tensile specimen was subjected to an oscillating loading, and

the response was measured. The load and results are presented in section |4.2.1|

Von Mises stress field

The temperature amplitude is related, and assumed to be proportional to the first stress
invariant in the elastic region, and with some assumptions mentioned in section the
relation should be reasonable approximation in the plastic zone. To calculate the von
Mises stresses in the sample, Williams’ expansion was implemented. The equations for a
Cartesian coordinate system are shown in equations [68l The principle for this was that
the sum of principal stresses is measured from the thermoelastic response, and the ratio
between the principal stresses was found using the Williams’ stress field. Equations
and the equation [ show that there is a linear relationship between the load and stress
field for a given geometry, so the ratio should not really change. The Williams’ expansion
was used as it seems to represent the stress field in the elastic region well; an example

comparison is shown in figure |36, and a more in depth analysis is presented in the sections

and B.1.6
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Figure 36: A figure showing the measured response and the prediction of that
response by the William’s expansion

The last thing needed for calculations of the von Mises stresses in the sample is the crack
tip position. The position used for the calculation was the one described in section [3.4.4
because it was a crack tip position based on w the stresses from Williams’ expansion,
and should give the most representative results. A problem occurred with the stress field
calculation due to conduction. As seen in figure , the region behind the crack tip (black
cross), should have a low response, but due to conduction, it was significant. Additionally,
the ratio between principal stresses was far from 1, causing the von Mises stresses to be
very high, especially compared to what they really were. To remove the error from the
stress field, the stresses for ratio below a threshold value are neglected, this causes the

region behind the crack to be excluded. An example of the stress field is shown in figure

37
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Figure 37: A figure showing the von Mises stresses based on a hybrid model
combining [TSA]and the Williams’ expansion

Stress intensity factor

The crack closure, and stress intensity were calculated from the data. The principle
behind this was to compare the temperature response in the elastic region, with adiabatic
conditions, to a theoretical temperature response at a given stress intensity factor. To do
this, equations from section were used. A benefit of the implemented model, is
that the stress field is linearly proportional to the load as long as the coefficients are also
linearly dependent on the load, which simplifies the calculations of crack closure effect. The
method has also a potential of better approximating the crack tip position in the crack

plane, as described below.

Previous authors [22; 30] determined the stress intensity factor by assuming a crack tip
position, but they also mention algorithms that can afterwards be used for more precise
crack tip determination. The algorithm developed in this work, also needed to know
the specimen geometry, and so the crack length, to calculate the theoretical stress field.
The crack tip position was initially set to the crack tip from m (highest temperature
amplitude), and was used to measure the stress intensity factor, the crack closure, and a

more precise crack tip position.

The Williams’ expansion based on equations [6H8], with coefficients from equation [9] seemed
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to be a good choice as the general shape of it seemed to correspond well to the measured
response, it is also a stress field calculated especially for a specimen. The first step
in closure calculations, was to determine the maximum temperature response in planes
parallel to the crack plane. The maximum value of these occurs in the crack plane, which
reduced a degree of freedom in the crack tip position measurement. Some filtering of the
measured stress amplitude might be required depending on the noise level, Gauss filter was
used for that with a sigma value of 5. The same values were extracted from Williams’ stress
field with a known stress intensity. An example of these two sets of data is shown in figure
38 The advantage of this approach was that as the maximum values were used, they could
be used independently of the crack tip position along the crack plane. The next step was
to find the region of the data in which Williams’ expansion was representative. This region
has been chosen at given offsets from the peak value of the derivative of the data. This
was due to that if the material would be ideally elastic, and adiabatic conditions would
be met, the temperature response would be convex. The extreme values did show where
the signal became concave, and an offset from the peak value was used to make sure the
region was representative. An example of the values used for calculation are also visible in
figure [38| (green crosses). Now that good sampling points were determined, the theoretical
response could be scaled to best fit the actual response, and the scaling multiplied with
the theoretical stress intensity factor of the stress field, gave the effective stress intensity

factor.
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Figure 38: Max values of the stress response perpendicular to the crack plane, measured values,
derivatives of those, theoretical stress response, and sampling points

Once the effective stress intensity factor was determined, the last step is to determine
the crack tip position in the crack plane. The approach was similar, but this time, data
from the crack plane were used. The theoretical stress field (yellow line in figure was
translated horizontally to best fit the actual response (blue line in figure , and the
crack tip position was then determined. Once the crack tip position was determined, the
theoretical stress intensity factor could be calculated again, and the crack closure based on

the ratio between the measured, and the calculated stress intensity was found.
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Figure 39: The temperature response, its derivative, and the theoretical response as well as sampling
points, values in crack plane

3.4.5 Plastic zone size

Before explaining the calculations behind the plastic zones, it is necessary to define the
plastic zone properties. The area of the plastic zone was the measured area covered by the
defined zone. The size of the plastic zone was defined as the square root of the are, and
finally, the radius of the plastic zone was defined as the radius of a circle with the same
area as the plastic zone. Further it is important to mention that the term plastic zone is
used in a non conventional way, as in some of the process zones, the stresses surrounding
the zones do significantly exceed the initial yield strength of the material. Nevertheless,

they are called plastic zones.

The common plastic zone is the region where yield has occurred. In this case, the calcu-
lation was simply to find the region in the von Mises stress field where the absolute stress

exceeded a given stress level. The stress level might be defined as the proportionality limit,
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the stress, or the cyclic yield stress. This type of stress field, should be a reasonable
comparison for a analysis of the plastic zone. The cyclic yield stress was unknown for
the material, so the monotonic plastic zones were calculated instead. To find the plastic
zone from the [IR] data, the stress amplitude could be corrected for crack closure if it was
significant, and was further divided by (1 to find the max stresses occurring in ev-
ery pixel. This is valid only in the elastic region of the sample. Afterwards, the stresses

exceeding both the proportionality limit as well as the were measured.

The definition above might not be as useful for energy release calculations, as the material
might be hardened in some regions, and softened in other regions. The cyclic plastic zone
might have a different size or shape, some of the region might be hardened, and will not
dissipate significant (measurable) heat. Another plastic zone is often defined as the area
where the temperature response is not in phase with the loading. The example is shown
in figure [f0] The plastic zone defined here corresponds to region C in figure [I0] Region
B is also visible but is more challenging to measure. The analysis took a lot of time even
for the relatively small [FOV] which region B did already exceed, so the only region C was
measured. It is the region C that is the most significant for energy dissipation. Since the
region B was not included, the size of the plastic zone was not really comparable with
the that of the monotonic plastic zone described above, it is rather related to the region
where a hysteresis is established. The plastic zone was calculated based on data from
discrete Fourier analysis described in section [3.4.3] and was defined as the region where

the measured phase exceeded a threshold value.
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Phase map

Figure 40: The phase map and a binary map of the plastic zone calculated from it

Binary plastic zone

The last region of interest - the plastic zone - was defined as the area where the stress
field started to deviate from the elastic stress field. For an ideal elastic material with no
plasticity the cross section of the stress field in the cylindrical coordinates with the origin
at crack tip is a convex function. When the stress intensity increases, the stresses are
not able to follow the elastic model, and a zone is created where the stress field become
concave. This phenomenon can be illustrated very well by the fact that the plastic zone
becomes a sink for the gradient, so the Laplacian of the stress field, is clearly negative in
such a region. It is important to keep in mind that this method was here applied to the
temperature field, which not only is affected by the stress field, but also heat dissipation,
and most importantly, high stress gradients which might cause conduction. In an perfect
case, the zone of interest could be defined as the region where Laplacian was below zero,
but due to noise, a threshold value was used instead. Additionally, since the Laplacian is
very sensitive to noise, the stress field was initially filtered with a Gauss filter to remove the
high frequency noise. All these steps are illustrated in figure Based on the binary map,
both the height and width as well as the are of the plastic zone could be calculated.
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Figure 41: The plastic zone based on Laplacian of temperature amplitude

3.4.6 Heat dissipation

Once the temperature pictures were filtered from noise, stabilised and the stress analysis
was performed, the Laplace operator was calculated. The energy release based on equation
was computed in several ways. The first was based on calculations over an area of
interest which was defined using the stress level based on analysis (sum of principal
stresses) as the more conservative approach. The area was defined as the region where
the stress level exceeded 80% of the max stress occurring in the current acquisition. The
second method calculated the energy released per unit of volume at crack tip. The benefit
of limiting the area is that the influence of temperature gradients caused by external factors
like grips, or other equipment attached to the specimen were reduced without affecting the
energy measurements in the region if interest. The energy dissipation outside this region
of interest is omitted, so not all of the total energy will be captured if the region of interest

is too small. The largest dissipation is however expected to occur in this region.

Both of the measurements were further used to make a model using a first order Fourier

approximation. Based on that, the steady state energy release due to plastic work, and
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the amplitude caused by thermoelasticity were calculated.

3.5 Experimental procedures for HSI and DIC

3.5.1 Crack tip detection without using DIC

Analysing the recordings from high speed camera in order to find the crack lengths [d] is
a quite time consuming task, especially if there are hundreds of recordings to analyse. In
order to reduce this time, an attempt to make crack tip detection tool was made using
Matlab. This tool converts an uncompressed AVI video file, or series of TIFF images, into
a 2D array. Since the high speed camera records in s grayscale, the array itself contain
different values in the range from 0 to 255, where 0 corresponds to black and 255 to
white colour. The grayscale array corresponding to original image is further converted
into a black-white bitmap. In this conversion a threshold value is used. This value is set
manually and depends on the image contrast, the brightness, and the gamma value. Array
values above the threshold are changed to 1, while all other are assumed as 0. The result

can be seen in figure

Figure 42: Original and converted image for use in crack tip detecting algorithm

The 2D array is than used in the custom crackFinder tool. This tool goes through the
elements in 2D array (corresponding to the pixel in the image) starting from the right upper
corner and moving to the left as shown in figure [43al All these elements are checked by the

core function in crackFinder tool in order to check if some of the neighbouring pixels
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have value equal 0 (are black). This function goes through n x m nearest elements, also a
n X m matrix with size determined by user, to the left of reference pixel as shown in figure
[43b] If the core function detects black pixel, such pixel in nearest column is used as start
point for new iteration. If there are few black pixels in nearest column, the lowest pixel is
used as a start point as indicated by arrow in figure [d3b] The iterations continues until left
edge of image is reached, or no pixel in neighbourhood have value equal to 0. In the first
case, the algorithm is interrupted and show the position of the alleged crack tip, otherwise
the crackFinder continues the search. Due to vignetting which can occur, the left edge
of image can never be reached. In this situation the tip of crack determined by longest
series of iterations is assumed as crack tip. The algorithm of this tool has weaknesses, one
of them is fact that if crack is very branched, or if there are many scratches present, the
program loses the path of actual fatigue crack, and assumes other point as a crack tip. To
solve this problem, the 2-D array is flipped upside-down and the whole procedure for crack
finding is repeated. The tip of the longest crack is then assumed as the crack tip. If no
problems occur during detection, the algorithm gives the same crack tip position for both

flipped and non-flipped 2D-array.

<

{t

(a) Path of crack tip detection (b) Black pixel detecting tool

Figure 43: The principle of crack tip detecting algorithm
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The final results compared with original image are presented on figure It can be seen
that the tool is able to find the crack tip with 2-3 pixel accuracy. Thus using the [FOV]with
size 0.7mm x 0.7mm and spatial resolution of around 0.7pum per pixel, the 1.4pm — 2.1pm
accuracy can be obtained. crackFinder is able to find the tip position, even if the image
contain a lot of scratches, dirt particles or grain boundary contours resulting from etching.
After some trials, it has been observed that the images post-processed with edge detection

tools in MATLAB works as well with the crackFinder giving satisfactory results.
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Figure 44: Image containing the crack and its bitmap representation. The crack tip is found and
indicated by a red cross.

3.5.2 Determining the FCG parameters in Paris regime

The data obtained using[HSI|and [[R] contain information about the crack tip position which
might be used to determine Paris constants [C] and [m] according to equation [10}

dd [ Jx slm
@—CAK'

To find the crack position, the cameras were set in such way that they follow the crack

propagation. That is from 0.2 S 0.7, where 0.2 arrived from initial notch depth and

0.7 was the upper limit for use of [Alternating Current Potential Drop (ACPD )ttechnique
[114]. Final can exceed 0.7 if potential drop technique is not used in the particular
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test. If a width of the [FOV]is small compared to overall crack length, one has to move
the camera as the crack tip approach the edge of [FOV] For the high-speed camera the
problem has been solved using motorized translation stage as mentioned in[3.2.2] Cameras
had to be triggered at known temporal location to be able to assign a specific crack length
to the given amount of cycles. For this purpose, an external microcontroller-based trigger
analysing the signals from the load cell was used. The triggering equipment is described
in section After acquiring the data, the crack lengths from [HSI and [[RT] could be
found by looking at the actual position of crack tip and thus finding the [¢] for given[N] To
create the FCGlcurves, thefdand [N]data had to be processed according to ASTM [114]. In
this work, both the secant method and incremental polynomial method for computing the
crack growth rate were used, both included and explained in E647 standard. The former
one included calculating the slope of a straight line connecting two adjacent data points

on the curve. It can be expressed as shown in equation

(dal/ dND@ = (af+1 —{a}) / (Vh-+1 - NF) (54)

The average crack size[q was used for calculating[AK] that is[d)=1/2(d}+1 Hd}). The second
technique, incremental polynomial method, involved fitting a second-order polynomial to
sets of (2n+1) data points. In this work n=3 was used. The curve was then plotted
with logarithmic scale on both axis. To find the [C] and [m] constants the power regression
tools were used. This includes use of equations. 55156

— Yz, — Yy
mean: Inzx= , Iny=

T (55)
trend line: y= Ag(;B7 B=2% A= pny—Bhnz
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Here A ={Cland B ={ml The [FCGlcurves contain also trend lines based on the [C] and [zl
values. In addition, the 95% confidence limits were plotted. To measure a quality of the

fit, a coefficient of determination || was calculated.

3.5.3 Investigating the vignetting effect on DIC results

During the set-up for [FC{] test it has been found that in some conditions the images taken
by the high-speed camera have reduced brightness on the periphery of the images compared
to their centre. This effect is called vignetting. For images suffering of vignetting effect,

a kind of light spot is visible and fixed in the middle of the [FOV] In [FCG] test, especially

when a very small is used, the specimen slightly moves in vertical direction and there
is suspicion that vignetting can introduce the error to the analysis. To verify the effect
of this phenomenon a procedure containing two steps was established. First, the images
had to be filtered. The next step is the [DIC| analysis, and the results comparison for both

filtered, and unfiltered images.

In this work the removal of vignetting effect was performed applying the Gaussian low-pass
filter in the frequency domain to the images. The theory behind the and filtering in
frequency domain is described in detail in section [2.50 The core of the low-pass filtering
code were build-in MATLAB functions fft2/ifft2 and fftshift/ifftshift. The
original images affected by vignetting effect were low-pass filtered, and the smoothed out
light spot (low-pass filtered image) resulting from this action was subtracted from the
original images. This action was performed for all of the images in series individually.

Since the 8-bit TIFF images were used, their elements in 2D array representation had
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value between 0 and 255. In order to avoid any value being lower than 0 after subtraction,
the minimum gray value of the low-pass filtered image was found and added to the final
image (further called filtered image).

Original image Image without vignetting effect

(a) Unfiltered image (b) Filtered image

Figure 45: Comparison of both unfiltered-, and filtered image

Low-pass filtered image

(a) Low-pass filtered image
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Figure 46
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After the filtering, the images were analysed using Ncorr [DIC| software. The most impor-
tant aspect of analysis was to hold all parameters constant during both analyses in order
to avoid additional error sources. In this work, the influence of vignetting was investigated
by comparing the displacement of certain points on the test sample during the sample
translation. The results arising from this investigation are presented in section [4.3.1] and

discussed on in section [£.2.11

3.5.4 Post-processing the tensile test data using DIC

In order to gain knowledge about material behaviour under tensile conditions, and to get
material constants as Poisson’s ratio, elastic modulus or proportionality limit, a series of
tensile test were performed. To create an engineering-, and a true stress-strain curves it’s
necessary to have a knowledge about stress and strain at any time of experiment. The
stress data were extracted from the load cell. The testing machine provided force versus
time data which was sufficient to find engineering stress when cross-section area is known.
Accurate width and thickness of the samples was measured using micrometer. The strain
data has been found using two independent methods. The first method assumed use of
extensometer connected to the testing machine. In this work an Instron 2620-601 dynamic
extensometer with 12.5 mm gauge length with +£5 mm travel distance was used. The
extensometer was attached to the sample using rubber bands, and the strain data was
logged together with force data. It was expected that the final strain at fracture may
exceed 0.4, and since extensometer had limited span it has been decided to interrupt the
test, and detach the extensometer from the sample when a certain strain was reached. The
other method assumed use of [DIC] The visual data for [DICtanalysis was captured using
Photron FASTCAM SA-Z with Tamron macro lens. Two different were used in
analysis. One was 12.5 mm, and was supposed to correspond to span of extensometer
blades. The other one was 19.5 mm and included the whole section with reduced width.

12.5 mm can be seen on figure The engineering strain has been found by using
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formula

L L

AL 1oL

e

(57)

which is expression for Cauchy strain or engineering strain. The blue and red stripe
on figure 47al correspond to upper and lower displacements of the sample respectively.
The AL in formula 57| was found by taking the average value of displacement field in its
extreme, here represented by blue and red stripe and subtracting one value from the other.
Finally, the engineering strain was found by dividing AL on the gauge length L. The 2D
arrays with displacements used in calculation of strains followed Lagrangian description,
all displacement were presented with reference to the image at ¢ = 0. The reason for
that is that in Ncorr, the displacement matrix following Lagrangian description doesn’t
change its dimension in opposition to one following Eulerian description, where the current
configuration is taken as a reference. Thus the former one makes post-processing easier,

while the latter one makes visualisation of displacements more intuitive.

-0.115

1-0.125

-0.13

-0.135

(b) Displacement field after the analysis

(a) The region of interest

Figure 47: Procedure of finding strains using DIC

Since the testing machine used progressive time intervals when loading the sample on its
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elastic region, and since the camera had a constant frame rate with equal time intervals,
the sampling times for stress and strain data were different. This problem has been solved
using 1-D data interpolation tool in MATLAB, interpl, and pchip-method which in-
cludes shape-preserving piecewise cubic interpolation of the values at neighbouring grid
points. To create the true stress-strain curves, the true stresses and true strains had to be

calculated. Relation between engineering and true stresses and strain is following:

od o1 e, [ed=1n(14zd) (58)
Where o] and [g/ are the true stress and true strain, while [0 and [e ] are the engineering
stress and engineering strain respectively.

The elastic modulus of the material was found by measuring the slope of the engineering

stress-strain curve on its elastic part, assuming that the material follows the Hooke’s law

in this area [o]=[ FEJ]

The Poisson’s ratio of the material was found assuming that the material is stretched along

the axial direction using following equation:

Fors
Where []is Poisson’s ratio, is transverse strain and is axial stress.

3.5.5 Crack tip detection using DIC

Some of the actions which can be done when investigating[FCG|using[DIC] as determination
of require a knowledge about crack tip position in order to ensure that obtained
results are valid. The speckle pattern applied to the specimen to be tested using [DIC| may
make it difficult to determine crack tip position based on visual inspection. In order to
solve this problem, another method to locate the crack tip position from pictures has
been prepared based on paper by [Vasco-Olmol [59].
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Figure 48: Determining the vertical position of the crack

Method presented here uses the 2D-array with the vertical displacements. The image
to be used should come from image taken when the load was on its maximum since the
displacements are largest there. First, the y-coordinate of the crack is found by plotting the
vertical profiles perpendicular to the crack growth direction. The change in displacement
values is visible when the profiles goes through the crack wake. This creates a crossing of
the lines for different positions of vertical profiles which is further used to determine the

y-coordinate, and corresponding vertical displacement.

The z-coordinate can be found by plotting the horizontal profile for the y-position found,
and creating additional line corresponding to the vertical displacement found when ob-
taining the y-coordinate. The intersection of this horizontal profile with the vertical dis-
placement value determine the z-coordinate of the crack tip. After some trials it was
observed that this method is precise when the quality of [DIC] pattern is good resulting in
results without significant scatter. When the quality of images used is questionable, this
method may require additional visual inspection in order to ensure that user don’t obtain

unreasonable results.

108



-0.044 W ]
- Vertical displacement = -0.0445 mm

Horizontal T F 1

v profile E
‘ € 0046 |
E
@
o
g
|- ——— -
2
=l
7 -0.048 -

g
k=
@
O >

-0.05 f 1

100 200 300 400 500 600 700 800
x [pixels]
(a) Horizontal profile (b) Resulting plot

Figure 49: Determining the horizontal position of the crack

Another way of finding the crack tip position, especially when the noisiness of data is large,
is the direct determination of alleged position of a crack tip by visual inspection of the
vertical displacement field. Ncorr software provides user with a feature which allows to
track the displacement value for each pixel in the displacement field. The z-position of the
crack can be determined by looking at the sudden change in vertical displacement behind

the crack tip.
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Figure 50: Vertical displacement field for use in determination of the crack position
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3.5.6 Measuring crack opening displacements and the effective SIF using

DIC

Following section describes a procedure of measuring the [CODs| using [DIC| The method is

inspired by work of Tong et al.| [57], Vasco-Olmo| [59] and (Gonzéles et al| [61]. The main
differences, and their influence on the results will be presented in discussion section of the
report. The main goal with measuring the [COD]was to find the effective [AK s This
can be archived by using the opening load instead of minimum load when calculating
the [STE] or [STE] range as described in section [2.2.4, The [CODsg were found by selecting few

pairs of measuring points, where for each pair, one point is placed above, and the second
point is placed below the crack. The difference in vertical distance between points in each
pair during the whole load cycle is used to determine [COD] Such pair of measuring points
is presented at figure |51al

To ensure the best quality of the results, the distance between the measuring points in
each pair, the horizontal distance from measuring points to the crack tip, and the amount
of measuring pairs has to be determined. In this work it has been done employing method
described by [Vasco-Olmo [59] in their paper. Let the L1 determine horizontal distance
from measuring pair of points to the crack tip, let also L2 determine the vertical distance
from measuring point to the crack. The verification of optimal location of measuring points
is done by measuring the [COD] at the maximum load, where the [COD]is a function of one
of the parameters, while the other parameter is maintained constant. Figure shows
[COD) as function of L1, while figure shows [COD)] as function of L2. It can be seen
from figure that the [COD] becomes larger as measuring pair of points is placed longer
away from the crack tip in horizontal direction. It can be also seen that for given L1, the
[COD]is increasing until it reaches a stable value which doesn’t change significantly as one
increases the vertical distance L2. The second observation can be confirmed by looking at
figure where the [COD| for given L1 increases until certain value of L2 is reached, after
passing this value the [COD] flattens out. The choice of the L2 distance is clear, it should

be a value in region where changes in [COD] are small when L2 increases. Choice of L1
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distance is not so obvious, in this work, the were measured at several distances to
the crack tip: 5, 10, 15 and 20 pixels away from the alleged crack tip. This type of analysis
was performed for all specimens for use in the L1 and L2 values are presented
in result section.

For analysis of , a proper sampling rate should be selected. [Yusof and Withers) [41]
and |Gao et al| [I] proposed using 14 or 24-35 images per one loading cycle respectively
in their works when running the [FCC] test. Since the high-speed camera used in this
work allows using a much higher amount of images per loading cycle without any trade-off
in spatial resolution, the decision of using 200 images per cycle was made. The reference
image used in the [DIC]analysis correspond to the image when the load was at its minimum,
also [Py X[R)

The testing machine loaded the sample with load shape corresponding to the sine-wave, and
since the images were recorded with constant sampling rate, interpolation was necessary
in order to fit the load at given time to the frame in the series of images. This has been

done using following function:
P = mean load + load amplitude x sin(Zﬂ@— g) (60)

Where [f] is the test frequency, and [f] is the time. In addition, during test 5 the cameras
were triggered directly from fatigue testing machine without using the triggering equipment
developed for purpose of this work. Unfortunately, the delay between the triggering and the
top/bottom of the sine wave was random, and the image corresponding to the maximum
load had to be found in post-processing, for method by looking at the symmetry
of curve when plotted as function of time (or images acquired). The obtained
using the method described in this section here are presented in figure in this example
a set of artificial was created. It can be seen that in the beginning of specimen
loading there is no increase in the [COD| values even thought the load increases. It changes

when the specimen passes certain load value, called opening load [P} The effective [STF]is
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found using this value and following relation valid for the specimen:

R i Bt
AK.prl= f(m) (61)
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Figure 52: Determining optimal parameters for calculation
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3.5.7 Stress analysis and plastic zone size determination using DIC

One of the major goals of this work was to estimate the size of the plastic zone based
on data from experiments and compare it to the theoretical models and the results
obtained using [IRT] Following procedure is based on the method proposed by [1] and [58],
both discussed in section . Gao et al| [I] in their work used Ncorr software, which is

also a case in this work.

To find the stress field out of the strain fields, the latter one can be extracted directly after
the analysis in Ncorr in form of an 2D arrays with strain field for each image analysed.
The [DIC] analysis for the stress analysis and the plastic zone determination was carried out
using only two images, one reference image with unloaded specimen, and a target image
where the specimen is loaded with maximum load The strains to be analysed have
to follow the Lagrangian description since the dimensions of the 2D arrays remain the
same for all images analysed. The problem of stress calculations is simplified to the two
dimensions since the 3D analysis of [FCG| is out of the scope of this work. The strains
provided by Ncorr are , and . They follow Cartesian coordinates and correspond
to strain in x-direction, strain in y-direction and shear strain respectively. The stress fields
can be found using mentioned strains, and assuming either plane stress, or plane strain
conditions. The former one assume situation where 0., = 7, = 7., = 0 which is a case at
free surface, the later one assumes that e,, =€y, = €., = 0. The formula for calculating

stresses making plane stress assumption according to [121] is:

E
Oyy| = 1,2 |V 1 0 Eyy (62)
Tay 0 0 57| |24

While the stresses assuming the plane strain conditions can be calculated using:

113



Ogr 1-v v 0 Exa

E
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Tyy (+0)(1—20) v 1-v O Eyy (63)
Oy 0 0 52| |2e,

Since the stresses are found according to generalised Hooke’s law, the stress field is accurate
only in the elastic field. While applying this method to [FCG] problems, the stresses in
elastic regime are accurate, but once the yield strength strength is exceeded, the stresses
approximated this way are overestimated. Although this limitation, the shape of the
plastic zone is clear and can be defined by connecting points where the equivalent von
Mises stress 0, is equal to the yield stress of the material. The equivalent von Mises stress
can be found using terms of the Cauchy stress tensor components, or using stresses in

Cartesian coordinates directly:

o2 = 3[(011 — 022) + (022 — 033) + (033 — 11) > + 6(033 + 031 + 01y)]

(64)

Nl—= NI

[(00a — Uyy)2 + (oyy — UZZ)Z + (022 — Ux:r)2 + 6(‘75,2 + Ugm +a:2cy)]

For 2D case and stresses in Cartesian coordinates, the formula for equivalent von Mises

stress simplifies to:

ol=0l + aiy — OpgOyy + 30§y (65)
Figure [53| shows the image used for determination of the plastic zone size. It’s a bitmap
where the white areas correspond to the points where the equivalent von Mises stress is
equal to, or exceed . In this work, the size of the plastic zone for @ has been
determined in three ways: by taking the height, area, or the radius of the plastic zone.
The radius presented in result section is a square-root of the area divided by =, not a

radius measured from the bitmap. The blue contour on figure 53| shows the [RO]| for which
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the area and maximum height is to be calculated. The size in mm was simply found by

multiplying the difference in pixels with the resolution given as mm per pixel.

50 100 150 200 250 300
% [pixels]

Figure 53: Zone of plastic deformation, elements where the equivalent von Mises stress exceed the
are represented with white colour

3.6 Experimental Procedures for Acoustic Emission

In this work, a combined approach of both traditional hit-based method, and waveform
streaming is used. While waveform streaming provides superior information when com-
pared to the traditional method, its intermittent nature during means that infor-
mation is lost between streaming samples. This information can (at least partially) be
obtained by the hit-based approach. The validity of the hit-based data can then be evalu-

ated by comparison of concurrent hit and streaming data.

3.6.1 Hit based procedures
Source Localisation

Linear source localisation of the hit data was attempted using the source localisation
feature of the AFwin software. This was difficult for several reasons. For one, the small

size of the specimen required very precise settings of both the wave velocity parameters,
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and the event definition parameters. Wave velocities are in the order of 103m/s [122], while
the distance from the transducers to the crack plane was in the order of 10~ 2meter.
Another problem was the limitation of wave velocities in the software. The [AE] signal
consists of several wave modes with differing velocities[122], which can be scattered due
to microstructural conditions, as mentioned in section [2.6.1] Accurately determining a
single, averaged, wave velocity for the wave modes was difficult. In the end, tabulated
values taken from the AFEwin software were used: 5.66E6mm/s for longitudinal waves,
3.12E6mm/s for shear waves, and 2.78E6mm/s for surface waves. The timing parameters
were selected based on recommendations in the user manual [71]. The average wave velocity
was assumed to be 3.3E6mm/s, and the event definition value was set to 100. The event
lockout value was ignored, as it was not relevant for the test set up. For the other values,
default settings were used. The placement of the sensors in the software were set as £20mm

vertically and —25mm horizontally in relation to the notch position.

Importing and filtering of hit data and waveforms

From the ASCII text file output, the hit data was imported to MATLAB for processing.
Due to the weak production in the 316L steel, the setting of the hit definition parame-
ters proved imprecise, and the default values were used, as previously mentioned in section
B.2.3] Many hit waveforms were truncated, or consisted of a single voltage peak from the
continuous signal crossing the threshold. It was therefore necessary to filter out falsely
detected hits. For example, hits which had a duration less than 100ps were deemed to be
due to sources other than genuine [AE] and durations above 1024ps exceeded the recording
length of the hit waveforms. In the 4th test, the threshold was initially set too low,
leading to the cyclic continuous signal crossing the threshold value of 35dB during parts
of the test, leading to the threshold to be increased by 1dBwhile the test was running.
Therefore, all hits with a peak amplitude corresponding to the initial threshold level were

removed.
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Due to the erroneous ASCII output settings during some tests, only a few parameters were
directly recorded to the outputted data text file. In order to extract more information,
it was therefore necessary to further analyse the waveform of each recorded hit. The
hit waveforms corresponding to the remaining hits after filtering were identified from the
timestamp in their filenames, and copied for analysis. Due to the amount of files, Windows
struggled to read the folder containing the waveforms, and they were therefore split into
smaller subfolders and analysed incrementally. Each hit waveform consisted of a .csv file
with 1024 rows of raw voltage data. In order to obtain the true signal in the time-domain,
the voltage values were converted to their pre-amplified values by dividing by the decibel
to linear conversion factor, which for 60dB was 10%/20. The corresponding time stream
was found by dividing the row numbers by the sampling rate to obtain time values in

seconds.

Implementing Various Hit Data Parameters

Once the time-domain representation of the hit signal was obtained, it was possible to
extract various signal parameters. The [RMS| was calculated for each hit waveform by
use of the integrated MATLAB rms function. The signal energy was calculated by the
integration of the squared voltage of each hit waveform. For simplicity, the trapezoidal
rule was used for integration, with step size equal to the time stream vector increment. The
absolute energy was then be obtained by dividing the signal energy by the system’s

reference resistance, which was 10k [71].

Several spectral parameters were also obtained from the waveform. The method of esti-

mating the [PSD] of the waveform is explained in section [3.6.2

The frequency corresponding to the maximum amplitude of the signal, peak frequency, was
found from the maximum value of the spectral density array. Due to the large amount of
hit waveform files, plotting each waveform to describe the signal was unreasonable. The

statistical moments up to the fourth order were therefore calculated for each hit in order
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to characterise the waveform.

The mean frequency of the waveform was calculated using an integrated MATLAB function
meanfreq, which uses the power values of the estimated [PSD] to calculate the mean. The

frequency variance was then estimated as
- 2
S - (57
i=

where [p was the probability mass of each frequency based on the [PSD|for each frequency,
analogous to using a histogram to estimate the probability of a voltage value. x; was the

frequencies and x the mean frequency, as calculated previously.

The skewness of the frequency distribution was calculated as

=0 (2 — )
[y S (i — 7)2]3/2

To measure the ”peakedness” of the[PSD] the fourth order moment, kurtosis was calculated.
For easier comparison to other statistical parameters, the excess kurtosis was used in

specific:
%Z?ﬂ(ﬁi — )t

[ it (@i — 7))

-3

In addition to these conventional parameters, information entropy, as described in section
2.6.6| was implemented. Different approaches to determine the probability mass function,
[Pl A first order estimate was made assuming a Gaussian distribution of the signal voltage.
Visual inspection of the voltage distribution for selected hit waveforms suggested that this
was reasonable. To improve the probability mass estimate, high resolution (low bin width)
histograms were used to estimate the discrete probability mass function, inspired by the
methods used in |Chai et al.|[99] and Tanvir et al. [I00]. The bin size was set to be twice the
inverse of the number of sampling points. This provides close to the maximum resolution,

but reduces the effect of anomalies, since there’s some averaging performed. Figure
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shows an example of the resulting histogram for a hit waveform.

Histogram of a hit waveform
T T

number

0
voltage

Figure 54: Example of histogram used for estimation of hit voltage probability mass function

The information entropy could then be calculated for each hit based on equations {42 and
in section [2.6.6l

Hit Data Clustering

Cluster analysis was attempted based on the hit data. Different approaches were used,
one based on the time stream of the signal, several mono-variable analysis using individual
hit parameters, and a multi-variable approach where multiple hit parameters were applied.
Additionally, several cluster algorithms were tested: from the simple k-means, to brief
attempts at the more advanced mean-shift clustering and DBSCAN were also performed.
Due to problems analysing the Test 4 data, the use of clustering was largely abandoned
until after Test 6, at which point the remaining time to perform analysis was limited. For

this reason, the cluster analysis was mostly limited to the k-means algorithm.

Implementation of k-means clustering was trivial, and consisted of using the internal MAT-
LAB function kmeans, which utilises the algorithm described in section [2.6.6| The data to
be clustered (rows) and the variables to cluster by (columns) are inputted into the func-
tion, along with the requested number of clusters. The function then outputs a row vector

containing the cluster number which each corresponding row of data belongs to. Selection
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of variables to perform clustering, by was more difficult. The initial choice was using the
timestream of the hit waveforms. However, this proved unfruitful in practice. This might
have been due to the fact that the timestream consisted of at least 1024 individual val-
ues, and was therefore treated by kmeans as 1024 or more individual columns of variables,
making it difficult to group them into meaningful patterns. Another problem was the size
of the matrix which kmeans had to analyse. For Test 4, there was more than 300 000 hits,
and the resulting 300 000 by 1024 array was unwieldy.

Another approach was the use of one, or more, of the calculated hit parameters. An
advantage of this method was the fact that the array size was greatly reduced, since
there is only one column for each parameter. A disadvantage was that since the signal
was transformed into a single value, the data no longer directly represented the physical
signal. The use of multiple variables describing different characteristics of the signal, such
as an energy measurement together with a measure of the temporal distribution
(e.g rise-time), and information content such as Shannon entropy was thought to alleviate

this.

The final approach to data selection was the [PSD] of hit waveforms, as used by previous
researchers [I123HI25]. This had the advantage of fully representing the signal with far
fewer data points than the timestream, and distinguishing patterns is easier in the spectral
domain[124], since the spectral data is not influenced by small fluctuations in the tempo-
ral location of the waveform. However, due to strong resonant behaviour near resonance
frequencies, in particular of the Nano-30 transducer, the spectral content of most hit wave-
form was very uniform or dominated by the resonance frequencies. The accuracy of the

clusters, as determined by the [PSD] could therefore be reduced.

In order to evaluate the quality of the clustering, the silhouette method was used. The
silhouette value is a measure of similarity of the data in each cluster compared to data of
other clusters, ranging from -1 to 1. The higher the value, the more the point matches
its cluster and the poorer it matches other clusters, and vice versa for a lower value. The

silhouettes were calculated using the MATLAB function silhouette. silhouette uses the
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data set and the corresponding cluster as input, and returns the silhouette value and plot.
For evaluation of the silhouettes, the MATLAB function evalclusters was used, with the
method specified as silhouette. The distance calculation was performed using the squared

Euclidean.

For tests with more than around 50 000 hits, the processing time became too great for the
computer available for use, and quantification of the cluster quality was not possible. For
these cases, only visual inspection of the waveform, [PSD| and [STFT] was used. In order to
select representative examples from each cluster, 5 random samples from each cluster as

obtained from each analysis performed, were inspected.

AE| Count Rate vs Stress Intensity Range

In a method similar to the one described in section for obtaining Paris’ [FCG| param-
eters, it is possible to find the constants [Cy| and [n], describing the relation between the

count rate and as in equation [40}

o l
— = C4|AK|)™® 40

The crack length measurements were taken from the [[R] recordings. As a result, there was

a huge discrepancy in the amount of data points between the hit data and crack length
data. For example, in Test 4 there was around 305 000 recorded hits after filtering, and
101 crack length measurements. In addition, the hits were not evenly distributed along the
crack length measurements due to the irregular nature of [AE] and the variable recording
frequency of the [Rkcamera. In order to overcome this issue, the hits corresponding to
each crack measurement interval were grouped together in a cell array. Two methods of

determining hits and cycles were then employed.

Method one was using the average values of the hit numbers and cycle numbers for the hits

in each cell corresponding to a crack measurement. Method two was using the maximum
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hit and cycle numbers for each cell. In both cases the count rate was calculated using the

(= s s [ (66)

Where ﬂ)@ is the average count rate between the given crack length measurement inter-

secant method as:

vals, [ the calculated total counts corresponding to crack length measurement ¢ and [N},
the calculated cycles elapsed at crack length measurement 7. Due to the averaging used
for establishing the count rates, there was a surplus value. To fix this, the values
were averaged as well. The constants and [n| were then found by linear interpolation of

the logarithmic representation of equation 40| using the MATLAB statistics toolbox.

3.6.2 Waveform streaming procedures

PSD| estimation

The spectral characteristics were extracted for both the streamed waveforms and hit wave-
forms by estimating the signals’ [PSD] This was done by employing Welch’s method, as de-
scribed in section MATLAB has an internal function, pwelch, for employing Welch’s
method. By default, the function tries to use as close to 8 Hamming-type windows as
possible with 50% overlap, with the number of points being the highest of 256 or
the next power of 2 larger than the window size. If the data does not fit to an integer
number of elements, the data set is truncated. It is not possible to change the window
function used in the pwelch function to something other than Hamming window, which
is a good general purpose window function. Due to the unpredictable nature of the
signal, this is not necessarily a problem. But since the Hamming window does not reach
zero at its edges, some spectral leakage will occur with some edge discontinuity. For the
hit waveforms with length 1024, this would result in 7 window segments of 256 elements
and 512 points. The resulting spectrum using these values has a low resolution, and
the [PSD]is thus very course. In order to increase the resolution, the number of [DFT]| points

must be increased. The maximum window size is the sample length of 1024, but the data
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is known to be noisy, so the averaging effect of Welch’s method is desirable. Fitting a
window size and overlap without resulting in truncation of the data was imperative due to
the already small data length and improper hit detection settings. After trial and error, a
window size of 1/2 the sampling length, and overlap of 50% was found to work well for the
hit waveforms. This resulted in 3 windows of 512 elements and 1024 points. For the
streamed waveforms, it was more difficult to select the parameters of the Welch transform.
It was sometimes of interest to focus on a small part of the signal, such as near the peak
of the load curve, while other times a whole cycle was analysed. It was also desirable to
keep the scale similar to that of the hit waveform, if possible, so that the data could be

compared to each other.

STFT

was performed for both streamed waveforms and hit waveforms. This was done by
employing a custom MATLAB code based on the [STET]theory from section[2.6.6] as there
were no MATLAB function for performing [STFT| until version 2019a. Unlike the MAT-
LAB function pwelch, the window function was not fixed, and different window functions
were therefore tested. By trial and error it was found that a Blackman window worked
better than the Hamming window of pwelch, which might be due to the increased side-lobe
attenuation which reduces the spectral leakage. As mentioned in section [2.6.6] there is a
trade-off between temporal and frequency resolution in employing [STFT} Additionally, it
is difficult to obtain the correct window length for such a complex and erratic signal as[AE]
Therefore, both a wideband (high frequency resolution) and narrowband (high temporal
resolution) were used in the analyses of the same data. In this manner it was possible to
achieve a "higher” resolution by deductions from comparison of the wideband and narrow-
band [STETH and be more likely to obtain a good window size for the specific signal being
analysed. For the hit waveforms, the window sizes used were 256 (1/4 of the signal length)
for the wideband and 16 for the narrowband. These were found by trial and error after

approximations based on the procedure used by Robel| [126]. The fundamental frequency
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was estimated as 125kHz, which gave a window length of 50ps, or roughly 1/10 of the
signal length.

For the waveform streams, the primary interest was to analyse the signal near peak load,
as this is the most likely temporal location of emissions, as mentioned in section 2.5.2 A
common range used by researchers is the top 20% of the load [80], which for the load case
used in this report was 4+0.02180s from the peak load, i.e. almost half the signal. This
would result in a cropped signal of 87181 frames, which is an inefficient number for STF T}
as it is not a power of 2. In addition, using this width proved too computationally intensive
to perform on each acquisition. Therefore, 32768 frames were used instead, which is roughly
equal to the top 15% of the sine load, or top 7% of the total load. By similar considerations
as for the hit waveforms, window lengths for the wideband and narrowband were 128 and
1024 frames, respectively. Since a lot of emissions during some of the tests occurred
at mean or minimum load, the [STET| was performed with the same parameters on these

loads as well.

Waveform Stream Decomposition

As mentioned in previous sections, the hit-based method’s main weakness is the fact that
the signal needs to cross a voltage threshold value to be recorded. Valuable data from [AF]
signals which don’t cross the threshold might therefore be lost. A method of decomposing
the streamed waveforms into smaller segments attempting to extract and quantify signals
associated with crack growth, was therefore implemented. This was done in a manner based
on the work of [Zhang et al.| [I27], but with a slight improvement. Instead of comparing a
segment with the mean and standard deviations of its parent stream, they were compared
with the values of The method was implemented as follows:

Each streamed waveform was divided into a series of "quasi-hit waveforms” with a length
of about 1ms (2048 datapoints), which is the same length as the hit waveforms of Test 6.

Then various signal parameters were extracted from the waveform segments, in the same
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manner as for the hit waveforms discussed previously.

The parameters from each segment were then compared to values obtained from a reference
stream representing noisy data. If the parameter value for a given segment exceeded = 430,
where & was the parameter’s mean value in the reference stream, and o the corresponding
standard deviation, it was deemed an outlier, and therefore presumed to be related to
plasticity or crack propagation rather than noise. Only the data corresponding to these
outliers was then saved. For squared parameters, such as signal energy, a higher o-count

was used.

An example result of the procedure applied to a waveform stream’s signal energy (in
arbitrary units), is shown in figure . From the figure it can be seen that 16 outliers were

identified from the segments of this stream.

.. 10°® Signal Energy vs Segment Number of a Streamed Waveform, Test 6
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Figure 55: Waveform stream decomposition method applied to signal energy.

It could be argued that this method is just roundabout way of thresholding the signal. But
since it is based on the full streamed signal, deviations from the background signal can
be obtained on other bases than just voltage. Another advantage is that since it is based
around partitioning the signal into lengths similar to those of the hit waveforms, the data

may more directly be compared.
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4 Results

4.1 Test summary

4.1.1 Tensile tests

Four tensile specimens were tested in addition to the [FCG] tests in order to find material
properties, and observe the material behaviour necessary in analysis, and discussion of
tests. The tensile tests were displacement controlled with displacement rate (velocity) of
¢ = 0.039 mm/s which was supposed to correspond to the strain rate of £ = 0.002 1/s on

the region of reduced cross section with length of 19.5 mm.

4.1.2 Test 1

Test 1 was an initial test and was supposed to evaluate if all the equipment, and triggers
work correctly, and evaluate the possible sources of error. It was performed with a max-
imum load of 1500N, a || of 0.1 and frequency of 10 Hz. During this test, the potential
drop method was used to create [FCG}curves. However, the results from [ACPD] are not in

the scope of this work, and are not presented.

4.1.3 Test 2

The test 2 has failed immediately after start. It happened when the large load was suddenly
applied while tuning the PID controller in the testing machine.

4.1.4 Test 3

Test 3 was used to determine the fatigue threshold, and it was performed using low maxi-

mum loads of 840 N, 880 N and finally 920 N with [R] of 0.1 and test frequency of 10 Hz.
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The potential drop method was used for controlling the crack growth. The precracking
of specimen 3 was also captured and used to qualitatively describe the crack initiation

process.

4.1.5 Test 4

Test 4 was performed with a maximum load of 2500N, and a || of 0.5 to avoid closure as
it causes more noise in [AE|data. The test was performed using potential drop monitoring,
but only for an intuitive quantification of crack growth to adjust the sampling rate of the
equipment. This was the last test where the potential drop method was used. The test
itself went as planed, with the only exception, that due to improper limits in the test
machine, the test stopped early in stage 3, but it seems like the beginning of stage 3 was

captured. The cyclic load was applied without any breaks.

4.1.6 Test 5

Test 5 was performed with the same setup as test 4, so that the same max load of 2500N,
and an [R] of 0.5 was used. The sampling rate was based on experience from test 4. The
test itself went until failure, but the sampling frequency was not set up high enough, so
no data were captured in stage 3. The last measurement was taken 5196 cycles before
failure, and it looks like that was just before stage 3. The test was stopped after every
measurement with the cameras, the load was decreased down to zero load, and a reference

picture for the analysis was captured.

4.1.7 Test 6

Test 6 was performed with the same loading condition as test 4, a max load of 2500N, and

an|[R]of 0.5. The idea behind the test was to capture stage I11, so the sample was pre-cracked
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to a total crack length of 14mm to reduce the test time. The test was continuous, and was

stopped only once, just before stage III, to change the setup of the equipment.

4.2 Infrared Thermography

In this section, the results from [[RT]are shown. The results are only given for tests 4-6, as
tests 1-3 were from an earlier project, and not this work. The methods and experimental

setup have improved since then.

4.2.1 Thermoelastic parameter

A tensile specimen was subjected to an oscillating load. The maximum stress was set
to 250MPa, and the |R| was set to 0.1. A first order discrete Fourier fit was made for
each recording consisting of four loading cycles, at a frequency of 10Hz. A total of 25
measurements, shown in figure m, were taken. This resulted in a [} of 4.254 x 1075MPa !
and a standard deviation of 1.6334 x 10~8MPa~! for that stress level. The value according
to equation [13| (for —1) should be 4.005 x 10"MPa~!. The difference in these values is
6.22%.
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Figure 56: The values of |[K;| from the 25 measurements in MPa ™!
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4.2.2 Filtering evaluation

This section shows some of the filtered pictures, to illustrate the filter performance. The
figures consist of four pictures, the raw picture, the filtered picture, the resulting rest
picture created by subtracting the filtered picture from the original one, and the Laplacian
of the filtered picture. Every picture has a red circle, showing the crack tip position based
on the Williams’ series. Only test 6 is shown here, as it captured most of stage III, where

the filtering was most challenging.

Test 6

In all of the pictures, the axes show pixel coordinates, and the colorbar shows temperature
in °C for the original, filtered, and the rest pictures. The unit of the Laplacian picture<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>