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Abstract

This thesis investigates the effect of investments in index tracking mutual funds and
exchange traded funds (ETFs) on the correlations of returns of index constituents
in the U.S. A monthly multiple linear regression model is used to show that flows
of funds in and out of mutual funds have a positive and significant effect on asset
return correlations at a 5% significance level within the large, mid and small cap
indices (S&P 500, S&P 400 and S&P 600, respectively). This has not previously
been shown. The linear regression also shows that ETF trading volumes have
a positive and significant effect on asset correlations within the large, mid and
small cap indices at a 1% significance level. Asset return correlations are shown
to increase in bad economic times, which is modeled using a Markov switching
model. In addition, an intradaily correlation model is used to show that a lagged
effect of ETF trading volumes on asset correlations is present and significant at
high frequencies. This effect can be used in correlation forecasting at a five minute
frequency.

Sammendrag

Denne oppgaven studerer effekten av investeringer i tradisjonelle indeksfond og
ETF-er pa korrelasjoner mellom underliggende aksjer i amerikanske indekser. En
ménedlig regresjonsmodell brukes til & vise at kapitalstrgm til og fra tradisjonelle
indeksfond har en positiv og signifikant effekt pa korrelasjonene mellom aksjer
pa et signfikansniva pa 5%, innenfor indekser som fglger aksjer med henholds-
vis stor, middels og lav markedsverdi (S&P 500, S&P 400 og S&P 600). Dette
har ikke tidligere blitt vist. Den lineare regresjonsmodellen viser ogsa at ETF-
handelsvolumer har en positiv og signifikant effekt pa aksjekorrelasjoner innen
S&P 500, S&P 400 og S&P 600 pa et signifikansniva pa 1%. Det vises at aks-
jekorrelasjoner gker i darlige gkonomiske tider, modellert ved bruk av en Markov
switching-modell. Videre brukes en hgyfrekvent korrelasjonsmodell til & vise
at ETF-handelsvolumer har en signifikant forsinket effekt pa aksjekorrelasjoner.
Denne effekten kan brukes til a4 prognosere aksjekorrelasjoner med en frekvens pa
fem minutter.
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Chapter 1

Introduction

Passive investing has been on the rise in recent years. The share of total U.S.
stock fund assets in passive funds has increased from 11.7% in 2000 to 42.0%
in 2016.13%1 An important part of passive investments is index tracking funds,
which aim to follow a market index such as the S&P 500, and where asset weights
are based on market capitalizations (cap). Two important types of index track-
ing funds exist, mutual funds and exchange traded funds (ETFs). The main dif-
ference between these are that ETFs can be traded in real time on an exchange
between customers, while investors in mutual funds must invest with the provider
directly. Advocates of passive investments boast about low management fees and
that investing in a combination of the market index and the risk free asset gives the
highest possible Sharpe ratio, as stated by the CAPM model of Treynor (1961).13%
However, research indicates that passive investing has some adverse effects on
stock markets, for example increasing the overall correlation of stock returns. 34
The focus of this thesis is to investigate the effect of investments in passive funds
on the correlations of asset returns of index constituents, and to investigate if this
effect can be utilized to improve correlation forecasting.

Several papers have researched the effect of index tracking ETFs on asset return
correlations, including Leippold, Su and Ziegler (2016), Staer and Sottile (2018)
and Da and Shive (2013).[211B3311191 However, no prior research has been done into
the effect of index tracking mutual funds, and this is a main contribution of this
thesis to the literature. As of January 2018, 3.3 trillion USD was placed in passive
mutual funds, compared to 3.4 trillion USD in index tracking ETFs, meaning that
further understanding of the effects of the mutual funds is of great importance. )
Another main contribution of this thesis is that it is the first to utilize the effect of
index tracking ETFs in forecasting future correlations.
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Hereafter two main models are employed, a monthly multiple linear regression
model and an intradaily correlation forecasting model. The monthly model re-
gresses the weighted average correlation of index constituents on ETF trading
activity, mutual fund flows, the likelihood of being in a bear market (stock market
downturn) and the VIX. The intradaily correlation model utilizes the ETF trading
activity directly in correlation forecasting using a direct conditional correlation
(DCC) model. The main motivation of the intradaily model is that forecasted cor-
relations can be used in financial modelling. The motivations behind both models
will be explained in more detail in chapter 4.

In addition to investigating the effects of mutual fund flows, the monthly regres-
sion model has four additional and significant insights. First, the model is used to
investigate the effects on other indices than just the S&P 500, specifically the S&P
400 mid cap index and the S&P 600 small cap index. This was in order to have
a more robust investigation into a wider range of assets, not only the 500 largest
assets which most of the literature focuses on. Secondly, an investigation is con-
ducted into the effects of several subsets of index tracking mutual funds and ETFs,
based on what they track. The main classifications here are large cap, mid cap and
small cap. The motivation was to investigate not only the relations between trad-
ing of ETFs of a certain classification and the corresponding index correlations,
but also cross-relations such as the effect of large cap ETF trading on mid cap
asset correlations. Thirdly, the monthly regression model successfully models the
known effect that asset correlations increase in bad economic times by using the
inferred probability of being in a bear market calculated with a Markov switch-
ing model. This is an important result in its own right, as previous papers have
modeled this effect by including several macroeconomic variables, with varying
success. Furthermore, by reducing the number of variables required to include
the effect the model has increased statistical power as it is more parsimonious.
Hence this assists in the main focus of the model, which is investigating the ef-
fects of passive fund activity. Finally, the monthly regression model expands upon
the results of previous papers on the effect of index tracking ETFs on asset return
correlations such as Leippold, Su and Ziegler (2016), Staer and Sottile (2018) and
Da and Shive (2013) by showing similar results over longer and more recent time
periods than originally used. 2!11331110]

The inclusion of the Markov switching model improves the research on asset return
correlations in its own right by reducing the number of variables required to model
the effect of bad economic times. It also helps in the investigation of the effect
of ETF trading and fund flows, which is one of the main goals of this thesis, by
making the model more parsimonious.

The intradaily correlation model contributes to the literature in three main ways.



It models the effects from trading of index tracking ETFs on asset correlation
forecasts, which is, as previously mentioned, a novel approach in the literature.
Secondly, it supports the results of Staer and Sottile (2018) that the effects of ETF
trading are both present and strong at intradaily frequencies, while using more re-
cent data and a different model. 33! Furthermore, this thesis further develops the
direct conditional correlation model with exogenous variables (DCCX) of Var-
gas (2008), by showing its usefulness in a new application that fits well with the
model’s restrictions. 37}

The main results of this thesis will now be summarized. The monthly linear re-
gression model shows that asset return correlations for the S&P 500 constituents is
increasing with absolute fund flows into index tracking mutual funds in the period
January 2005 to September 2018. The same is true for constituents of the S&P 400
mid cap index and the S&P 600 small cap index. Furthermore a t-test confirms that
this effect is statistically significant at a 5% significance level. ETF activity is also
shown to have a positive and significant influence for all three indices used.

When splitting fund activity variables, trading of large cap ETFs was shown to
have a significant effect on correlations of all investigated indices, indicating a
spillover effect due to correlation between small cap asset prices and the general
market. Additionally, small cap ETF trading significantly increases correlations in
the small cap S&P 600 index. The only split ETF trading variable that does not af-
fect correlations in its corresponding index is the mid cap ETF volumes. However,
this may be due to multicollinearity amongst the ETF trading variables. Similar to
the results for small cap ETF trading, fund flows of small cap mutual funds have
a significant and positive effect on correlations of the small cap index. However,
both the large cap and mid cap mutual fund flows have an insignificant effect on
their corresponding indices. There is even stronger evidence of multicollinearity
amongst the fund flow variables.

The intradaily correlation forecasting model of this thesis shows that adding ETF
trading activity as an exogenous variable to the DCC model gives significantly
improved covariance estimates than the normal DCC model as measured by log
likelihood. A likelihood-ratio test showed that this difference is significant with a
p-value of order of magnitude 10~!2. The relative performance of these different
covariance estimates is also tested when applied to Markowitz portfolio optimiz-
ation. It is shown that the portfolio base on the DCCX estimates give on average
lower squared returns, however this difference is not shown to be statistically sig-
nificant at a 5% significance level.
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Chapter 2

Literature review

Traditional finance theory states that stock returns are correlated due to corres-
ponding asset fundamentals as well as macroeconomic factors. However, with the
rising share of investments in passive index tracking funds, more research has been
conducted regarding its effects in the financial markets. More specifically, there
is relevant research regarding the impact of index tracking ETF trading volumes
on asset return correlations. Most previous research has focused on low frequency
models, such as monthly models, in order to include macroeconomic explanat-
ory variables. There is also some limited research into these effects on intradaily
frequencies.

The literature review begins with explaining the implications of ETF trading on
asset correlations and market inefficiency. Next, several studies on the effects of
ETF trading volume, especially on asset correlations, were reviewed. Several re-
searchers have found that an increase in trading volume from index tracking ETFs
leads to increased asset return correlations. In particular, Leippold, Su and Zie-
gler (2016), Staer and Sottile (2018) and Da and Shive (2013) touch specifically
on the topic of ETF trading volume effects on the correlation of the underlying

assets in the tracked index, and these papers were therefore studied comprehens-
ively, [2111331110]

Asset correlations are often assumed to be dependent on being in a bear market or
downturn in the business cycle, and it is therefore necessary to include one or more
explanatory variables for economic downturns. This is often done by including
several macroeconomic variables, but as this thesis shows this can also be done
with the use of Markov switching models. No previous paper studying the effect
of ETF trading volumes on asset correlations use Markov switching models to
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model the likelihood of being in a bear market. This literature review will therefore
elaborate on other studies explaining the use of these Markov switching models.
The literature usually focuses on two types of Markov switching models, either the
Hamilton (1998) fixed transition probability model which is used in this thesis or
the time varying transition probability (TVTP) extension.[!71[18]

One hypothesis of this thesis is that the relationship between ETF trading and
asset correlations can be used to forecast asset correlations at short time intervals.
To explore whether this is possible, various forecasting models and a method for
comparing forecasts are introduced. The dynamic conditional correlation (DCC)
model of Engle (2002) is introduced as a correlation forecast model. (2] 1t is then
explained how Vargas (2008) expanded the DCC model to account for exogenous
variables in the DCCX model.*”! Then, a method by Engle and Colacito (2006) for
comparing conditional correlation forecasts by using mean-variance optimization
is reviewed. [13!

Finally, the literature review is summed up with this thesis’ contributions to the
literature.

2.1 Implications of ETF trading and increased asset return cor-
relations

According to Sullivan and Xiong (2012), ETF trading accounted for about a third
of all trading in the U.S.[*¥ This share has only increased since then. Sullivan
and Xiong (2012) conclude with the observation that correlations increase with
an increase in passive ETF trading, and thus the overall market efficiency and
diversification benefits decline:

This increased level of trading associated with passive investing, how-
ever, comes with important consequences. It means an increased trad-
ing commonality among index constituents through the interactions
of market participants. Such trading commonality then gives way to a
rise in systematic fluctuations in overall demand, which, in turn, leads
to a fundamental impact on the overall market and investors’ port-
folios. In short, the growth in trading of passively managed equity
indices corresponds to arise in systematic market risk. From this find-
ing, one can infer that the ability of investors to diversify risk by hold-
ing an otherwise well-diversified U.S. equity portfolio has markedly
decreased in recent decades. As this research has demonstrated, U.S.
equity portfolios have become less diversified in recent years; returns
for all subsets have become more correlated, leaving no areas for in-
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vestors to improve diversification and thus mitigate risk. Put another
way, investors’ equity portfolios are increasingly moving in lockstep
with swings in the overall market. All equity investing, indexed or
otherwise, is thus plainly a more risky prospect for investors. (3]

The negative effect on diversification is confirmed by Israeli, Lee and Sridharan
(2017).191 As hypothesized by the authors, trading costs rose with the share of
ETF investments, and the stock began to move more in line with its sector and
with the overall market, and less in line with its own earnings. In addition, fewer
analysts covered the stock as ETF ownership rose. In addition, Bleiberg, Priest
and Pearl (2017) state that the implications might provide efficiency questions for
the stock markets as a whole:

[...], there would be far reaching implications. At the broadest level,
it would lead to questions about the ability of the stock market to
serve as an effective allocator of capital in the economy. While the
stock market itself does not provide the initial start-up capital to new
companies, the valuation of publicly traded stocks is often used as a
benchmark by the venture capital and private equity investors who do
provide that capital. If stock prices became less efficient at reflecting
fundamental company information, those early stage investors would
have an inaccurate view of which companies deserve capital, and at
what cost. (]

Bleiberg, Priest and Pearl (2017) also sum up their discussion with a quote from
Michael Mauboussin of Credit Suisse, explaining the possible implications of trad-
ing in passive funds and increased asset correlations:

Markets tend to be informationally efficient when investors use het-
erogeneous decision rules. This is the wisdom of crowds. The loss of
diversity as the result of converging decision rules creates fragility in
the market and the possibility of prices departing substantially from
value. This is the madness of crowds. ]

Evidently, the effect of increased ETF trading increases asset return correlations,
which in turn decreases overall market efficiency and diversification benefits. It is
therefore interesting and important to research these effects further.
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2.2 Asset correlation models and trading volumes in passive
funds

There are several papers studying the effect of trading volume in passive index
tracking ETFs on the correlation of the stocks in the underlying index. Three
papers in particular touch specifically on the topic of how passive index tracking
ETF investments affect stock return correlations, and will be important for the
understanding of the research topic.

First, Leippold, Su and Ziegler (2016) investigate the trading activity in index fu-
tures and ETFs on equity return correlations both theoretically and empirically.?!]
They explain how arbitrageurs create market equilibrium in the ETF and futures
markets, and consequently that demand shocks to those derivatives should theoret-
ically increase stock return correlations. Furthermore, they hypothesize that there
should be a spillover effect from demand shocks to the derivatives to asset return
correlations outside of the underlying index. They empirically investigate the rela-
tionship between demand shocks in futures and ETFs on stock return correlations
at an aggregate level on the S&P 500 index.

The aggregate correlation measure used follows from Pollet and Wilson (2010)
and is denoted p;.!?’! They calculate the S&P 500 value weighted average monthly
correlation using daily stock returns. Their main explanatory variable for the re-
gression is a so-called trading ratio, defined as the trading volume of index futures
or ETFs divided by the trading volume of S&P 500. This definition of ETF trading
ratio is used throughout this thesis, as ETF trading ratio is an exogenous variable
in the monthly correlation model presented in section 4.1. The trading ratio consti-
tutes a proxy for demand shocks that hit only the index derivatives or ETF market.
The average correlations are regressed on the demand shock proxies, more spe-
cifically the ARIMA residuals of the different trading ratios for futures and ETFs
(T Legacy,t» TEmini,t and rgrpg). To account for other possible determinants of
correlation, they include control variables from the stock and bond markets as well
as several macroeconomic variables. The regression also includes three lags of
the dependent variable (p;—1, p:—2 and p;—3) due to the autocorrelation structure.
Thus, the resulting regression is

pt = Bo + P1SPVoly + foCurrent Returng + S3A3MonthTbill, 2.1
+ B4CreditSpread; + BsAIndProd; + PeInflation; + B;VIX,

3
+ BsEPU; + Z B8tiPt—i + V1T Legacy,t + V2T Eminit + V3TETFt + €t

n=1

Here SPV ol; is the realized volatility, Current Return; is the current month re-
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turn of the S&P 500 index and VI X, is the CBOE Volatility Index. According
to Solnik (1995) and Ang and Chen (2002), correlations increase in volatile mar-
kets and bear markets.??!3] The VIX is included as a direct measure of market
expectations of near-term volatility from S&P 500 index option prices, which has
been found to be a better predictor of future volatility than historical volatility
by Jiang and Tian (2005).%) The Treasury bill rate A3MonthTbill;, the credit
spread CreditSpread, and three macroeconomic variables are included to include
the effect of increased correlations during bear markets. Specifically, the three
macroeconomic variables included are industry production IndProd;, inflation
In flation; and economic policy uncertainty &/ PU;. Economic policy uncertainty
is measured using a proxy defined by Baker, Bloom and Davis (2016).[4!

Leippold, Su and Ziegler (2016) test three hypotheses based on their theoretical
model on the regression in equation 2.1:

e HI: ETF and futures trading activity affects the correlations of S&P 500
stocks.

e H2: ETF and futures trading activity affects the correlations of non-S&P
500 stocks.

e H3: ETF trading activity has a stronger impact on correlations than futures
trading activity.

All three of the hypotheses are confirmed, and the conclusion is that index trading
activity, a proxy for demand shocks, can explain a large part of the time variation
in stock return correlations. *!!

Staer and Sottile (2018) contribute to the literature by focusing on daily and intra-
daily correlation caused by trading in ETFs. 33! Their work builds on arbitrage the-
ory where arbitrageurs can buy (sell) the underlying ETF basket and sell (buy) the
ETF shares at times when the value of underlying assets deviates sufficiently from
the ETF share price. At market close both positions are closed through a mech-
anism called an "in-kind" transaction, in which authorized market participants ex-
change the underlying assets with the fund provider for the equivalent ETF shares.
The arbitrageur thus gains the difference in values minus the transaction costs as
profit.

Staer and Sottile (2018) create a stock-level indicator called "equivalent volume"
(EV) as an alternative proxy of the amount of asset trading volumes that comes
from ETF trading. >3] However, this approach constrains their model to investig-
ate correlations between each individual asset and the total index. As the monthly
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regression model of this thesis investigates the effect on weighted average correla-
tions, in the same fashion as Leippold, Su and Ziegler (2016), EV is not applicable
and will therefore not be explained further. [>!]

Staer and Sottile (2018) have two approaches to estimating daily co-movement.
First, they employ dynamic conditional correlations (DCC) from the multivariate
volatility model family on daily stock returns.!!'?! Their second approach uses five
minute intradaily returns in order to calculate short-horizon correlations based on
the Pearson correlation. >3] The correlation estimates are then used as the depend-
ent variable in a regression, with equivalent volume as the explanatory variable as
well as correlation lags and return control variables.

Their results show that the use of intradaily rather than daily data has more power
in testing correlations between stocks, which they discuss could be due to the high-
frequency nature of the arbitrage trading. They find a strong, positive relation
between EV and the correlations of a stock’s returns with those of the ETF’s other
constituents. Using the daily DCC model, they find that a 1% increase in EV is
associated with a 0.02% increase in daily correlation. Due to the positive skew
and high kurtosis of the equivalent volume distribution, a 4% increase in daily
correlations is not uncommon. However, with intradaily samples and the Pearson
correlation estimator, the magnitude of the relation between equivalent volume and
correlations is 13 times stronger than for the daily DCC model. The study is robust
to a variety of control variables and estimation procedures.

As the relation between equivalent volume and correlations was much stronger on
intradaily data, Staer and Sottile (2018) speculates that studying intradaily ETF
trading activity relative to the underlying stocks will contribute further insights
into the pricing of the arbitrage-linked securities and the potential implications for
market participants. This is what inspired this thesis’ study of the relation between
stock correlations and ETF trading activity using intradaily data. 3!

Da and Shive (2013) also investigate the relation between ETF activity and return
correlations of the underlying stocks in the U.S. market.[!”) They use different
measurements of ETF activity than the previously discussed papers, and also con-
clude that that ETFs may reduce diversification. By also studying the S&P 400
mid cap index, they show that the correlation effect from ETF activity is stronger
among small and illiquid stocks and during market turbulence. There has also been
research into other markets than just the U.S. market. For example, Greenwood
and Sosner (2007) research the effect of trading volumes in ETFs on excess correl-
ations within the Nikkei 225 index in Japan, with findings similar to the previously
discussed papers.'®! This thesis also expands the focus of the research by studying
other indices than the S&P 500 in the U.S. market.
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As seen, there is active research on the topic of increased asset return correlations
due to increases in ETF investments. One main deficiency is the lack of passive,
index tracking mutual funds as an explanatory variable for the increased asset re-
turn correlations. Mutual funds constitute a large share of total investments, and
are therefore important to investigate further along with improvements to the ETF
trading volume studies. While mutual funds can not affect correlations in the same
way as ETFs because they are not traded in real-time and there are therefore no in-
kind transactions, a hypothesis of this thesis is that mutual fund flows can increase
correlations due to the fund provider buying and selling the entire underlying bas-
ket. This is explained in more detail in section 4.1.2.

2.3 Markov switching models for likelihood of bear market

As stated in section 2.2, asset return correlations are shown to increase when in a
bear market or economic downturn. It is therefore important to model the likeli-
hood of being in such a state, through the use of one or more explanatory variables.

The three papers discussed in section 2.2 use different macroeconomic variables to
act as a proxy for economic downturns, since this has been observed to be one of
the main drivers of increased asset correlations. This effect has for example been
discovered by Preis et al. (2012).1?8] However, the number of variables included
to model downturns is often high, and might cause multicollinearity. For example
Leippold, Su and Ziegler (2016) include the current month’s S&P 500 return, the
three-month Treasury bill, the credit spread and variables for industry production,
inflation and economic policy uncertainty.?!! An alternative option to modelling
the likelihood of being in a bear market that has never been used in this field of
research is to use a Markov switching model. Introducing the Markov switching
model would in this case reduce the number of exogenous variables used to model
economic downturns from five to one, making the model more parsimonious and
thus increasing statistical power.

The Markov switching model is introduced by Goldfeld and Quandt (1973), but
was popularized by Hamilton (1989). USIT71T Hamilton (1989) extended the Markov-
switching framework to an autoregressive process, and provided an iterative filter
that produced both the model likelihood function and filtered regime probabilities.
According to Hamilton (1989), the econometrician is presumed not to observe re-
gime shifts directly but must instead draw probabilistic inference about whether
and when they may have occurred based on the observed behavior of the series.
The paper presents an algorithm for drawing such probabilistic inference in the
form of a non-linear iterative filter. The filter also permits estimation of population
parameters using maximum likelihood estimation. Markov switching models res-
ult in inferred probabilities of being in one regime or another, which in this case
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can be seen as being in downturn or not.

Hamilton (1989) applies the switching model to the inferred probability of being in
an economic recession using growth national product (GNP) data.!!”! In addition
to Hamilton (1989), numerous academic papers have been written, mostly about
applications of Markov switching models used to model recession, business cycles
or the dynamics of other macroeconomic or financial time series. Several have
applied the model to the probability of being in a bear market, by using stock
market returns as the input data. Schaller and Norden (1997) for instance showed
that this gives very strong results.?”! The literature usually focus on either the
Hamilton (1989) fixed transition probability model or the time varying transition
probabilities (TVTP) extension. ['8]

A Markov switching model therefore offers an optional explanatory variable rep-
resenting the likelihood of being in a bear market or a downturn in the business
cycle. The inclusion of Markov switching probabilities helps the study of asset
correlation effects in two ways. First, Markov switching probabilities as an exo-
genous variable for a bear market has been shown to have a large and significant
effect on asset return correlations in this thesis. By explaining this effect with the
use of one variable instead of many, the risk of multicollinearity is reduced and it is
easier to interpret the regression results. Second, simplifying the regression model
helps isolate the ETF trading and fund flow effects on asset return correlations,
improving the investigation into these effects. Again, these effects are the most
central to this thesis. A Markov switching model is used in the monthly regression
model, which is fully specified in section 4.1.

2.4 Models for forecasting asset correlations

The papers reviewed in section 2.2 all used various volatility models in order to
construct a dependent variable in a regression where index tracking fund volumes
were used as an explanatory variable. A novel approach proposed by this thesis is
to use ETF trading volumes directly in creating correlation forecasts. The bene-
fit of this approach is that improved correlation forecasts can be utilized in other
areas of finance, such as portfolio optimization. In contrast the monthly regression
model can not be used in the same way because correlations are calculated exogen-
ously in a prior stage. This section therefore reviews papers on various correlation
models. Specifically, the DCC model is reviewed in order to act as a baseline,
and the DCCX model is reviewed in order to allow ETF trading ratio to be used
directly in forecasting as an explanatory variable.
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2.4.1 The DCC model

Engle (2002) introduced the Dynamic Conditional Correlation (DCC) model as a
way to estimate correlation matrices for multivariate models."?) The DCC model
has a clear computational advantage over multivariate GARCH models in that the
number of parameters to be estimated in the correlation process is independent of
the number of series to be correlated. Engle’s DCC model is formulated as the
statistical specification in equations 2.2.

Yt = py + 1y

r; ~ N(0,Hy)

H, =DR,D;

D? = diag{w} + diag{k} or;_ir} | 4+ diag{A} o D? ,
€ = D;lrt

Q=Qo(tt/ —A—-B)+Aoce 16, +BoQ;
Q; = diag{Q:}

R =Q;'QQ;"

(2.2)

Here r; are stock returns minus the mean, R; is a correlation matrix containing
the conditional correlations, H; is the covariance matrix, ¢ is a vector of ones,
Q= % Zt €€, and A, B, w, K, A are parameters to be estimated. The o sym-
bol represents Hadamard-multiplication, which is entry-wise matrix multiplica-
tion. Setting the parameter matrices A and B to scalars « and [ simplifies the
model to the scalar DCC model. The fully specified model in its scalar form is
given in equation 4.12. The diag{} operator applied to a vector creates a matrix
with its values on the diagonal and zeros elsewhere, and applied to a matrix it sets
non-diagonal elements to zero.

Since all covariance matrices are by definition positive definite as portfolio vari-
ance has to be positive for any vector of portfolio weights w, all correlation matrices
R have to be positive definite, as well as having ones on the diagonal. It can be
shown that since R, is given by Q; as in equation 2.2, all QQ; have to be positive
definite. One can also show that when Q; is positive definite and R is specified
as in equation 2.2, all diagonal entries of the R; matrix are unity.

The equation for D? in equation 2.2 is simply the univariate GARCH process. A
large advantage of the DCC model is that the model parameters can be estimated
in two steps, making it significantly less computationally heavy. Specifically, one
first calculates the conditional variances by estimating w, « and X in the univariate
GARCH model. Secondly, one estimates the parameters of Q;, A and B, using
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normalized residuals calculated with the conditional variances from the univariate
GARCH model. In both steps the estimation uses log likelihood maximization.
The estimation procedure is explained in depth in section 2.5, along with the es-
timation procedure for the DCCX model.

Engle (2002) compares several correlation estimators with the proposed DCC
model in simulations where the true correlation structure is known. It was found
that the DCC models had lower mean absolute error in the correlation estimates
than alternative models, which were the historical average of the last 100 days,
the RiskMetrics model with parameter A = 0.94, and the orthogonal GARCH
model. %!

The DCC model will be used in the intradaily correlation model, as explained
further in 4.2.1, functioning as a benchmark model for the DCCX model that will
include the ETF trading ratio as an explanatory variable. This is further explained
in2.4.2.

2.4.2 The DCCX model

In a paper discussing the effects of foreign exchange and equity returns on DCC,
Vargas (2008) introduces a novel DCC model which incorporates exogenous vari-
ables that affect the conditional covariance.?”) This DCCX model is identical to
the DCC model in equation 2.2, except for the expression for QQ; which is given in
equation 2.3.

Q:=(Q-A'QA-B'QB - Kv%) (2.3)

+ A'(er-1€,_1)A + B'Q; 1B + Kv'x;1 .
A, B and ~ are parameters to be estimated. -~ is a k X 1 vector where k is the
number of included exogenous variables. In the case of only one exogenous vari-
able, 7, X and x; reduce to scalars. Again, setting parameter matrices A and B to
scalars « ad 3 reduces the model to scalar DCCX. Furthermore, the average values
are calculated as in equations 2.4.

N 1 <
Q= T g €€, X = g Xy 2.4)
t=1 t=1

N

K is either the identity matrix or a matrix of ones. Vargas (2008) shows that setting
K as a matrix of ones, as opposed to the identity matrix, makes the model more
dynamic as it allows the exogenous variable to affect non-diagonal elements of the
Q; matrix. 37! It is then specified that v, € [0, 1] and that the exogenous variable
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has to be strictly positive due to positive definiteness constraints. This is a fairly
limiting constraint, as it does not allow for the exogenous variable x;_; to have a
negative impact on the conditional covariance Q.

The DCCX model will be used with ETF trading as an explanatory variable for
the intradaily correlation model as explained further in section 4.2.2. This is a
new application of the DCCX model, and thus contributes to the literature on the
model.

2.5 Estimation of model parameters

In this section the estimation of the parameters in the DCC model and the DCCX
model will be presented as outlined in the literature. Schopen (2012) discusses
in depth methods for estimating the DCCX in the model proposed by Vargas
(2008). 1301371 A previously mentioned, Engle (2002) showed that one of the main
advantages of the DCC model is the ability to estimate the parameters in two steps,
called a Quasi-Maximum Likelihood (QML) estimation procedure. 121 In this two
step procedure the univariate GARCH parameters are first estimated, before the
multivariate correlation parameters are estimated in a second step. This also holds
true for the DCCX model. However, an important difference between the models
is that the DCCX estimation must have a non-linear constraint. This will be dis-
cussed in more detail later in this section. The likelihood function for both models
is shown in equation 2.5, where the univariate GARCH parameters and multivari-
ate correlation parameters are called € and ¢, respectively.

~
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Taking the log of equation 2.5 and using substitution yields the log-likelihood func-
tion in equation 2.6.
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The log-likelihood function in equation 2.6 is then split into two components, in
compliance with the QML estimation procedure. The split log-likelihood function
is given in equation 2.7, where the volatility term and the correlation term are as
stated in equations 2.8 and 2.9, respectively.

l(¢, 0) = lvolatility(e) + lcorrelation(¢7 9) (27)
1 T
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Finally, the log-likelihood is maximized in two steps, shown in equation 2.10.
The fact that the estimated parameters of the first step are assumed as given in
the second step is why it is called quasi-maximum likelihood and not standard
maximum likelihood. However, Engle (2002), who proposed this method, showed
its consistency and asymptotic normality. !

0 = arg max{lyolatitity (0]1)}

N . (2.10)
¢ = arg maX{lcorrelation(¢|0a I‘)}

As noted earlier in this section the DCCX estimation is more complex than the
DCC estimation due to a non-linear constraint. The DCC model can have the
requirement that Q) is positive definite satisfied by simply adding a linear inequal-
ity constraint to the likelihood maximization problem, specifically o + 5 < 1
for the scalar DCC model. However, this is not possible for the more complex
DCCX model. Since a matrix is positive definite if and only if its smallest eigen-
value is positive, Schopen (2012) discusses different approaches to the optimiza-
tion problem with the non-linear constraint that the minimum eigenvalue of Q; is
positive. 39 Specifically, two approaches are proposed. One is sequential quad-
ratic programming methods that solves the Karush-Kuhn-Tucker equations, and
the second method is applying a penalty function for constraints that are near or
beyond the boundary. In this thesis the former is used.
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The model parameter estimation techniques described above will be used for both
the intradaily DCC and DCCX models, as explained further in section 4.2.

2.6 Testing and valuing dynamic correlation for asset alloca-
tion

This thesis compares the performance of different dynamic correlation models
given real world data. As one can not know the actual underlying correlation struc-
ture of asset returns, one must use various statistical tests when comparing different
models. One way to compare two correlation estimates is a likelihood ratio test,
which can be used to compare the statistical significance of different models. An-
other way of testing that is used by several studies and based upon the work of
Diebold and Mariano (1995), is comparing the performance of Markowitz optim-
ized asset portfolios calculated using the different covariance estimates.!!!! This
method has a clear economic basis. However, most such tests are joint tests of fore-
casted returns and covariances. As Chopra and Ziemba (1993) have shown, cor-
rectly estimated expected returns are ten times more important than correctly es-
timated variances, and correlations are even less important.'®! Engle and Colacito
(2006) propose a test to compare the relative performance of alternative methods of
dynamic covariance modeling, which isolates the effect of covariance information
from expected returns. (13!

The test is based on the classical asset allocation problem of minimizing portfolio
variance given a required rate of return for each period ¢, with the inclusion of a
risk free asset and allowing short positions. Once weights have been constructed
for the whole forecast period, a time series of the difference in squared returns is
created, shown in equation 2.11. Hereafter, squared returns is defined as returns
minus the mean return, squared.

ur = ((wy)/ (v = 1)))% = (W) (r — T)))? (2.11)

Here, w{ is the vector of portfolio weights for covariance model j at time ¢. The
standard Diebold-Mariano test would test the null hypothesis that the mean of
is zero.['!l This would be done by regressing u; on a constant using a Newey-
West covariance matrix in order to account for heteroscedasticity, autocorrelation
and non-normality. In order to make the test more powerful, Engle and Colacito
(20006) further adjust for heteroscedasticity by creating a second test time series vt
by dividing u; by an estimate of its standard deviation.!'3! The estimate used is
the geometric average of the two standard deviation estimates resulting from each
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covariance matrix estimate H} and HZ, such that v; is given by equation 2.12.

ve = w200 (H) ™ ) (! (H7) ™ )]/ (2.12)

Both u; and v; are regressed on a constant using generalized method of moments
with heteroscedasticity and autocorrelation consistent (HAC) covariance matrix in
order to get two normally distributed test statistics. Under the null hypothesis, the
mean of both w and v are zero. As v is the improved test statistic as it is more
robust to heteroscedasticity and autocorrelation, it will be used in the t-tests where
the intradaily correlation models are compared in section 4.2.4.

2.7 Contributions to the literature

As observed in previous literature, this thesis further strengthens the hypothesis
that trading volumes in ETFs increase correlations between the underlying stocks
held by the ETFs. This has been shown in numerous studies over the lifetime of
ETFs, and especially after gaining a larger share of trading volumes in the U.S.
However, no previous paper has studied correlation effects from fund flows into or
out of passive index mutual funds. A reason for this could be that market data for
mutual fund flows is not easily retrieved. The data used in this thesis for example
was provided by Eikon, which is proprietary and had several faults which required
manual adjustments, as explained in section 3.1.2. However, the addition of fund
flow data provides an important contribution to correlation analysis due to mutual
funds’ large share of asset values. Fund flows for index-tracking mutual funds
are distinguished from index-tracking ETFs because of the nature of investing in
the two instruments. ETFs can easily be traded intradaily between customers with
little or no delay on purchases. With mutual funds, investors inject or withdraw
capital directly to or from the fund provider, which then purchases or sells shares
of the underlying assets. This process usually takes one or several days.

Previous studies have modelled downturns by numerous macroeconomic variables,
such as GDP growth and inflation. Instead, this thesis utilizes a bear market prob-
ability variable by modelling business cycle downturns using a Markov switching
model, as explained in section 2.3. Instead of including several explanatory vari-
ables trying to explain downturns together, a single downturn variable decreases
risk multicollinearity and increases statistical power as it makes the model more
parsimonious. This is an important result in itself, and the more parsimonious
model also assists in the research into the effects of fund flows and trading, which
is the main focus of this thesis.

The intradaily correlation model of this thesis shows similar results regarding the
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intradaily effects of ETF trading on stock correlations to those of Staer and Sottile
(2018).133 However, a different model is used and it is applied to a different data
set. Staer and Sottile (2018) use a correlation estimate as the dependent variable in
a regression where an ETF trading parameter is an explanatory variable, while the
model in this thesis directly utilizes an ETF trading parameter in the estimation of
correlations. This is the most important contribution of the intradaily correlation
model of this thesis to the literature. As the lagged variable was shown to be
statistically significant in this thesis’ model, it is possible to use the results to
improve correlation forecasting models. This thesis further adds to the literature
of comparing correlation forecasts, by applying the model presented by Engle and
Colacito (2006)."3! It was shown that for the dataset used in this paper, it is not
possible to significantly lower the realized volatility of a mean-variance optimized
portfolio by including ETF trading ratio in the correlation forecasting model.

Lastly, this thesis contributes to the literature on the DCCX model created by Var-
gas (2008).137! In spite of the advantages of DCCX which include more flexibility
due to the ability to take into account the effect of various exogenous variables,
the use of the model in financial literature has been fairly modest. This thesis is
the first to employ the DCCX model to test the effect of ETF trading ratio on asset
correlations, presenting a new area of application for the model. In fact, this area
is an excellent application for the model due to it adhering to the constraints of the
model, namely that the exogenous variable and its effect on correlations must be
positive.
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Chapter 3

Data

In this thesis data was used from two sources. Publicly available data was sourced
from Yahoo! Finance, while proprietary data was sourced from the Thomson Re-
uters Eikon Database. Specifically, Thomson Reuters was used to download fund
flows from the largest American index tracking mutual funds, as well as high fre-
quency intradaily price and volume data for stocks and ETFs.

The U.S. equities market was chosen because it has one of the worlds largest index
tracking fund market shares. The majority of previous studies on the subject have
researched the American market, and especially the S&P 500 index.

3.1 Data for the monthly regression model

3.1.1  Choice of period and frequency

Monthly data starting in January 2005 and ending September 2018 is included in
the model. 2005 was chosen as a starting point because this is around the time
when index tracking ETFs started to gain a significant market share in the U.S.
Passive index tracking mutual funds already had a significant share at this point,
so this time frame is appropriate for this variable as well. This gives a total of 165
data points for each variable in the regression model, 12 months a year for 13 years
and 9 months in 2018.

A monthly frequency was chosen because fund flow data is only available with
a monthly frequency for the majority of the index tracking mutual funds in the
Eikon database. ETF data was available at higher frequencies, but the fund flow
data constrained the model to be implemented with monthly data. As stated in
section 2.2, Leippold, Su and Ziegler (2016) also base their model on monthly data,

21
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although they use ETF and futures returns which both have daily data available.?!]
However, their choice of the monthly frequency might be constrained by some of
their macroeconomic variables, as for example industry production. They also
disregard variables such as GDP due to the data only being available at a quarterly
frequency.

3.1.2 Fund flow data

In order to get data on fund flows to American index tracking mutual funds, data
from 50 different funds was aggregated. The index tracking mutual funds included
are the 25 largest American mutual funds as well as all index tracking mutual funds
owned by the 10 largest mutual fund companies, measured by Retail Net Assets
(RNA). The index tracking mutual funds included track either the large cap, mid
cap or small cap stock categories, or combinations of them.

As of September 2018, the total net asset values (NAV) of the funds included add
up to 1.6 trillion USD. The total NAV of passive U.S. index tracking mutual funds
is approximately 3.3 trillion USD as of January 2018. Hence, the funds included
cover approximately 47% of all American index tracking mutual funds by total
NAV.

For October 2007, the Eikon data for the fund Vanguard 500 Index Fund Admiral
Shares (VFIAX), which is currently the largest index tracking mutual fund by mar-
ket capitalization, had a negative fund flow equivalent to 30% of its total NAV. This
fund is in a family of three funds, VFIAX, VFINX and VIFSX. The latter, Van-
guard 500 Index Fund Signal Shares, was founded in late 2006. VIFSX was closed
in 2014, and therefore Eikon does not have fund flow data available for this fund.
SEC filings for 2007 show that while VFIAX and VFINX had large negative fund
flows that year, VIFSX had positive fund flows of equal size. It was therefore con-
cluded that the large negative spike in October 2007 likely was a transfer of shares
from the old funds to the new one, for which data is not available, and not an actual
flow out of Vanguard, and therefore the fund flows for those two funds were set to
zero for that month.

Another instance where an adjustment had to be made was for VSMPX, which is
in the same family of funds as VITSX. The data for the fund VSMPX for April
2015 was missing, while VITSX had a large negative fund flow for this month.
The difference in NAV between February and March 2015 was used as a proxy
for the fund flow for VSMPX in this month. This approximation was made on the
basis that the fund VITSX had a part of it split into the newly founded VSMPX in
April 2015. With this added data point, fund flows related to movements between
the two funds cancel each other out for this month in the aggregated time series.



3.1. Data for the monthly regression model 23

The total fund flows used in the model are shown in figure 3.1.

20 Fund flows into index tracking mutual funds
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Figure 3.1: Fund flows into the included U.S. index tracking mutual funds over time. The
volatility of monthly fund flows into index tracking mutual funds is significantly higher in
the period 2013-2018 than earlier.

3.1.3 Trading volumes

Trading volume data for equities and ETFs was required in order to calculate the
ETF trading ratio. This data was provided by Yahoo! Finance with daily frequen-
cies. As Yahoo! only provides trading volumes in number of shares, this thesis
approximated the average daily trading price as the average of daily high and low
prices, in order to estimate the total daily trading volume in USD. Daily high and
low prices were also downloaded from Yahoo!. This was then aggregated to get
monthly volumes in USD. This procedure was done for all included ETFs as well
as all stocks within the S&P 500 large cap index, the S&P 400 mid cap index, and
the S&P 600 small cap index. The ETF and S&P 500 trading volumes are shown
in figure 3.2.

The ETFs included were all American index tracking ETFs with more than 5 bil-
lion USD in NAV as of October 24" 2018.11 This gave a total of 66 ETFs, which
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constitutes the majority of American index tracking ETFs by NAV.
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Figure 3.2: Monthly trading volumes for the included U.S. index tracking ETFs and for
the S&P 500 over time. The trading volume of S&P 500 stocks has grown more than the
trading volume of index tracking ETFs during the last 10 years.

3.1.4 Fund classification

An alternative specification of the model required splitting funds into groups based
on classifications. Each ETF and index tracking mutual fund was classified as
either a large, mid or small cap fund, or a combination of the three. The classi-
fication was done based on the holdings of each fund. To split the fund flows and
trading volumes for funds that were put in multiple size categories, a flat distribu-
tion was assumed. For example the trading volumes from the ETF iShares S&P
1500 Index Fund (ITOT), which holds assets ranging from large to small cap, was
evenly distributed between the three categories.

3.1.5 Closing prices

Daily closing prices for the S&P 500, S&P 400 and S&P 600 indices were down-
loaded from Yahoo!. This data was adjusted for both dividends and splits. Daily
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closing prices were used instead of monthly as for all the other time series be-
cause the monthly correlation of returns is the variable of interest, and realized
covariance using daily log returns was used to calculate this. The S&P 500 index
was chosen to act as a proxy for the large cap stock market in the U.S. Similarly
the S&P 400 acted as a proxy for the mid cap market and the S&P 600 for the
small cap market. These indices are created by Standard & Poor’s in order to be
representative for their respective segments, which is why they are chosen.

3.1.6 Other data for the monthly regression model

In order to calculate weighted average correlation, market capitalization data was
downloaded from Eikon with monthly frequency from each of the companies listed
in the S&P 500, S&P 400 and S&P 600 indices as of October 10th 2018. The data
was downloaded such that the date corresponded to the Eikon fund flow data, or
the first available date before the corresponding date from the Eikon dataset.

Closing prices for the CBOE Volatility Index (VIX) were downloaded from Yahoo!
Finance. As with market capitalization, each month uses the VIX closing price
corresponding to the month end date from the Eikon fund flow data, or the first
available date before the corresponding date from the Eikon dataset. Quotes for
the GSPC index were downloaded in the same manner, for use in the Markov
switching model.

3.2 Data for the intradaily DCCX model

The intradaily DCCX model required three types of data: intradaily asset returns
for S&P 500 assets, intradaily trading volumes for S&P 500 assets and intradaily
trading volumes for ETFs. The data was downloaded from the Thomson Reuters
Eikon database for the three months that make up Q1 2019, in other words January,
February and March 2019.

3.2.1 Choice of frequency and period

As discussed in chapter 4, the intradaily model works best with the highest fre-
quency data available. The Thomson Reuters Eikon database had minute data
available. A problem encountered with minute interval data was that some assets
were often not traded at all during a minute, leaving the closing price unaltered.
This corresponds to zero log return for multiple assets, therefore using this inter-
val would lead to artificially high correlations. Therefore the data, for both closing
prices and volumes, were aggregated to a five minute interval, removing this prob-
lem almost entirely (there were extremely few instances of S&P 500 assets not
being traded at all during a five minute interval).
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The Eikon database only had three months of data at a frequency of one minute,
which when aggregated to five minute data translated into 4,697 data points after
removing overnight periods. The 90% (4,227) first of these were used in model
parameter estimation, and the remaining 10% (470) were used for out of sample
performance testing.

3.2.2 Adjustments made to the intradaily dataset

As in the monthly correlation model, an average of the period high and low price
was multiplied with the volume in order to estimate the volume in dollars for the
relevant period. Since the period was much shorter this is a better approximation
than in the previous model. Data was downloaded for all 505 S&P 500 tickers
except two, as well as the same 66 ETFs used in the monthly regression model.
The two tickers for Twenty-First Century Fox were removed due to a demerger
which was completed on the 19th of March. On this date 74% of the company
was sold to Disney. The remaining 26% stayed public, however under new tickers.
Since the change was fairly radical, a decision was made to remove the company
entirely from the dataset.

Available minute data was aggregated to get five-minute data. In the case of asset
closing prices the closing price of the last minute where an asset was traded was
used as the closing price for the five minute interval. In the case of volumes, the
volumes of all minutes within the five minute range where the asset was traded
was aggregated for a total period volume.

Finally, overnight returns were removed from the dataset as is standard in the lit-
erature for intradaily datasets, as for example stated in Andersen and Bollerslev
(1997).12] Unlike the monthly data it is not necessary to adjust for dividends and
splits, because dividend payments and splits are done outside of trading hours and
thus only affect overnight returns.



Chapter 4

Methodology

This chapter specifies all models used in this thesis, which can be split into two
main categories. Firstly, the monthly correlation regression models are defined in
section 4.1. Secondly, the intradaily correlation forecasting models are defined in
section 4.2.

There are two reasons in particular that a forecasting model is chosen at intradaily
frequency while a regression model is chosen at monthly frequency. First, theory
states that there should be a lagged effect of fund trading on correlation at short
time intervals, which makes forecasting feasible. However, this effect is expected
to occur at far higher frequencies than monthly. Secondly, a regression model is
better at treating multiple exogenous variables as there is a wider literature on stat-
istical inferences for this model type, which was required for the monthly model.

4.1 Monthly correlation model methodology

To model the effect of passive investments on stock return correlations on a monthly
basis, a linear regression model with autoregressive lags was used. This was sep-
arately done for correlations of large cap index stocks, mid cap index stocks and
small cap index stocks. An alternative version of the linear regression model was
also run for each index, hereafter called the split model, where the ETF trading
ratios and mutual fund flows are split based on which indices they track. This
approach allows for direct relations between fund activity and correlations of the
underlying index as well as cross-relations such as the effect of large cap ETF
trading ratio on mid cap stock correlations. Leippold, Su and Ziegler (2016) hypo-
thesized that there should be a spillover effect from ETF trading onto correlations
outside of the underlying assets, and the split model approach allows this thesis to

27
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investigate these effects further. *!/

In this chapter every part of the model will be discussed, including dependent
variables, explanatory variables, autoregressive lags, as well as the full model spe-
cification. Additionally, several statistical tests applied to make inferences about
the results are briefly explained.

41.1 Dependent variables

The model was run with three different dependent variables, which are the weighted
average correlation of all stocks listed in the S&P 500 index, the S&P 400 index
and the S&P 600 index. These three indices are benchmarks for the U.S. large cap,
mid cap and small cap markets, respectively. The correlations p;;; were approx-
imated using realized covariance on all daily log returns within the month, a time
series of approximately 20 values with no overlap between months. This is shown
in equation 4.1, where ¢ is the month and m is the number of days in that month.
Each correlation was then weighted using the ratios of the market capitalization of
the two stocks to the total market capitalization of the relevant index, and finally
weighted correlations for all assets were added together to be used as a proxy for
the total level of correlation in the index. This is shown in equation 4.2.

m
Oijit = Z Tittr/mTjttr/m VEET
=1 4.1)
o Oijt
Piat _\/Uii,tajj,t
N N
CORRy =Y % pijiwiwe 42)

i=1 j=1

Here w;; is the market capitalization of asset ¢ divided by the total market capital-
ization of all index constituents in month ¢, and NV is the number of stocks in the
relevant index. CO RR; is the weighted average correlation at time . Leippold, Su
and Ziegler (2016) use the same non-overlapping monthly value weighted correl-
ation measure based on daily stock returns.?!! The resulting time series for each
index is plotted in figure 4.1.
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Figure 4.1: Weighted average correlation for each market, named CORR; in monthly
regression model specification. Notice high degree of comovement between the different
indices.

41.2 Explanatory variables

The basic aggregated model includes four exogenous explanatory variables. The
first variable in the aggregated model is the ratio of trading volume of index track-
ing ETFs to the total trading volume of included assets, denoted ET"F.q40 ¢, given
in equation 4.3. In the split model, both the numerator and the denominator is
split into fund size category. This variable is denoted ETFﬁéffovt and is given in
equation 4.4. For example, the mid cap ETF ratio variable ETFg,fflo’t divides mid
cap ETF trading volume by the total trading volume of the S&P 400. As explained
in section 2.2 the ETF trading ratio variable is included to include the effects of

arbitrage trading of ETFs through in-kind transactions on asset correlations.

Total ETF USD trading volume

ETF, 01 =
ratit ™ Total USD trading volume of S&P 500, S&P 400 and S&P 600
(4.3)
ETF,féffoi _ ETF USD trading volume of category (4.4)

Total USD trading volume of corresponding index
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The ETF ratio given in equation 4.3 is also used by Leippold, Su and Ziegler
(2016), although they only used the trading volume of the S&P 500.>!! They ex-
plain that by dividing by the stock trading volumes, this ratio isolates demand
shocks that occur exclusively to the ETFs. First differences of the trading ra-
tio were used as an Augmented Dickey-Fuller (ADF) test revealed one unit root,
implying non-stationarity. A second ADF test rejected the null hypothesis of fur-
ther unit roots. Furthermore, ARMA residuals of the first differences (ARIMA)
were used, in order to avoid spurious regression. Using the SBIC methodology
for choosing ARIMA lags, which is explained in detail in section 4.1.3, yielded
an ARIMA model order of p = 0 and ¢ = 1, in other words a first order moving
average process. Leippold, Su and Ziegler (2016) use the same ARIMA model
order for the trading ratios, also based on the SBIC method. [21] Fyrthermore, all
of the split ETF trading ratios were non-stationary just like the aggregated ratio, so
ARIMA residuals were used in all cases.

The second explanatory variable is the total flow of funds into U.S. index tracking
mutual funds, denoted F'F;. A hypothesis of this thesis is that fund flows in and
out of index tracking mutual funds also increase asset correlations. Unlike ETFs,
mutual funds are not traded in real time and therefore there is no arbitrage trading
due to in-kind transactions to drive this relationship. However, when there are
net positive or negative fund flows the mutual fund provider will within a certain
amount of time buy or sell the entire underlying basket of assets. This should
increase correlations as all the asset prices increase or decrease simultaneously.
This time series was converted into absolute values, as one would expect both a
positive and a negative total fund flow to increase correlations as they would trigger
a collective acquisition or liquidation of assets, respectively. It was also divided
by its maximum value in order to be of the same order of magnitude as the other
explanatory variables.

For the split model, the fund flows were split into three variables based on which
index the mutual funds track. Each index tracking mutual fund was classified as
either a large, mid or small cap fund, or a combination of the three. The classifica-
tion was done based on the holdings of each fund. The fund flows were then split
between the categories accordingly, as described in section 3.1.4.

As discussed in the literature review, previous studies indicate that correlations in-
crease in volatile and bear markets. Therefore two more exogenous explanatory
variables were included in order to have these effects included in the model. As
a proxy for market volatility the CBOE Volatility Index, denoted V I X;, was in-
cluded. An ADF test revealed that the VIX had a single unit root over the time
period used, and therefore the first difference was used. Leippold, Su and Ziegler
(2016) also include the VIX in order to model the expectation of volatility in the
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near future implied by S&P 500 index options.?!]

Leippold, Su and Ziegler (2016) model economic downturns with several macroe-
conomic variables, including the three-month Treasury bill rate, the credit default
spread, industrial growth, inflation and economic policy uncertainty, as mentioned
in section 2.2.12!1 However, instead of modelling downturns using these macroeco-
nomic variables, a Markov switching model was used to generate one variable for
the inferred probability of being in a bear market, denoted BE AR;. The variable
is estimated from a Markov switching model based on two regimes, which can be
represented as in equation 4.5, where the different regimes have different mean
returns and volatilities.

rGSPC
t
TtGSPC

=1 + & where ¢ ~ N(0,0%)

= g + € where ¢; ~ N(0,03) “5)

rtG SPC are the log returns of GSPC (the S&P 500 index) at time ¢, while j¢; and 1o
are the expected returns in the different regimes, or more specifically in a bull and
a bear market state. o} and o3 represent the volatilities in the different regimes.
Introducing a state variable S; € {1,2}, the two equations 4.5 can simply be
written as in equation 4.6.

T)fG’SPC =[S, + 05, Ut where Ut ~ N(07 1) (46)

If the state variable S; was observable, one could have treated the given model as
a regression with dummy variables for times in the bear market state. However,
since it is not observable in Hamilton’s Markov switching model, the transition of
states is stochastic. The dynamics of the switching process is driven by a transition
probabilities of switching from on regime to another or staying in the current re-
gime. An assumption made is that the Markov property is valid, namely that there
is only serial dependence between adjacent states. The transition probabilities,
which are assumed constant, are given by equations 4.7.

pi1 = Pr(S; = 1|51 = 1] pi2 =PriS;=2[S1=1=1-pn
P22 = Pr[S; = 2|81 = 2] po1 = Pr(S; =1|Si—1 =2 =1—pan
4.7

Hence the unknown parameters of the model are 1, po, a%, O'%, p11 and pa2, which
are estimated using maximum likelihood estimation. One step of the estimation
procedure is calculating the inferred probability of the state variable being 2 (the
bear market state), P(S; = 2[¢;) Vt, where 1 is all available information up
to time ¢. This inferred probability is the variable of interest for the regression
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Figure 4.2: Inferred probability of being in a bear market, named BEAR; in monthly
regression model specification. Plotted together with the S&P 500 price that it is based
on, as well as the S&P 500 weighted average correlation. Notice high probability during
Great Recession.

model used in this thesis, and is plotted in figure 4.2 together with the S&P 500
weighted average correlation and the S&P 500 value. An in-depth explanation of
the maximum likelihood estimation procedure for the Markov switching model is
given in appendix C.

4.1.3 Autoregressive lags

Autoregressive lags were used because the Breusch-Godfrey test rejected the null
hypothesis of no autocorrelation for the basic monthly linear regression model
with no autoregressive or moving average lags. Schwarz’s Bayesian information
criterion (SBIC) is a method of determining the number of ARMA lags to use
in a model. It is performed by running the full ARMAX model, i.e. ARMA
with exogenous variables, with different combinations of AR and MA lags (p and
q, respectively). Finally one chooses the combination that minimizes the SBIC
function given in equation 4.8, where 67 is the residual variance, k = p + ¢ + 1
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and T is the number of observations.
k
SBIC = In(6?) + Zin(T) (4.8)

For this model the result of the SBIC test was a model including three autore-
gressive lags and no moving average lags. AR and MA lags p and ¢ in the range
zero to ten were used for the different combinations in the SBIC procedure, giving
112 = 121 different combinations. Multiple model versions were used with dif-
ferent dependent and explanatory variables as previously discussed. However, the
SBIC optimization method was performed on the model with S&P 500 weighted
average correlation as the dependent variable and without splitting fund flows or
ETF trading volumes by fund category. This was in order to make the various
monthly regressions more easily comparable. The SBIC criterion yielded the same
results as Leippold, Su and Ziegler (2016), who also include three lags of the
monthly dependent variable in the regression due to the autocorrelation structure.

4.1.4 Complete model specification

The complete specification of the monthly linear regression model without split-
ting fund flows and ETF trading volumes is shown in equation 4.9, and the model
with split fund variables is shown in equation 4.10.

CORR; = o+ BAETFY AET Fratiog + 11 FFy + Bavix AVIX, (4.9)

3
+ BpEARBEAR, + Y BariCORR,_; + &
=1

CORR, = a + BRETF AETFS S, (4.10)
+ Bt T AETEE,  + Bomati’ AETF 560,
- Blarge FE 4 Bl F M+ Bl P @.11)
+ BavixAVIX: + BpparBEAR;
3

+ ZﬂAmCORRtﬂ- + €
=1

Here CORR; is the weighted average correlation within each index (S&P 500,
S&P 400 and S&P 600). F'F; is the fund flow, and in the split model the relevant
index is in superscript. AET F}. 0 is the first difference of the ETF ratio, and
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in the split model the relevant index is in subscript. Furthermore AV IX; is the
first difference of the VIX index, BE AR; is the inferred probability of being in a
bear market calculated using Markov transition probability, and CORR;_; is the
i" lagged value of weighted average correlation. ¢; ~ N (0, o) is the error term,
which is assumed to be normally distributed with constant variance.

41,5 Statistical tests and inferences

Several statistical tests are run on the regression results to test parameter signific-
ance and if the multiple linear regression model assumptions are upheld.

A t-test is performed for each parameter coefficient to test if the coefficients are
significantly different than zero. The null hypothesis is that the coefficient is zero.
Similarly, an F-test is performed to test if the coefficients are jointly different from
zero. The null hypothesis is that all coefficients are simultaneously equal to zero.

A Jarque-Bera (JB) test is performed to test the assumption that the error terms are
normally distributed, which they are under the null hypothesis.

The assumption that the error terms have constant variance (homoscedasticity) is
tested using White’s test. The null hypothesis is homoscedasticity. White’s test re-
vealed the presence of heteroscedasticity in two of the six regressions, specifically
the split and non-split small-cap index model. While the OLS estimators are still
unbiased and consistent in the presence of heteroscedasticity, they no longer have
the minimum variance. Therefore White’s heteroscedasticity-consistent standard
errors of White (1980) were used in the coefficient significance t-tests for these
two regressions.

Furthermore, as previously mentioned, a Breusch-Godfrey (BG) test is performed
to test for the presence of autocorrelation in the error terms. The error terms have
no autocorrelation under the null hypothesis. Because of the presence of autocor-
relation, autoregressive lags were included.

Model fit is compared using the dejust cq € 10, 1] metric, where a higher value
indicates better model fit. The adjusted R? was utilized in order to penalize for the
inclusion of explanatory variables that have little impact on the model.

4.2 Intradaily correlation model methodology

A scalar DCCX model was used in order to model the intradaily correlation effects
caused by index-tracking ETF trading volumes. Specifically, the five minute ETF
trading ratio was included as an exogenous variable with one lag. The intradaily
DCCX model was compared to the simpler intradaily DCC model which only uses
lagged returns and correlation estimates. The parameters of the DCC and DCCX
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model were estimated using the first 90% of data points, hereafter called the in-
sample-period. The models are compared with a likelihood-ratio (LR) test to test
the significance of the exogenous variable coefficient.

Covariance forecasts for the DCC and DCCX models are generated for the final
10% out-of-sample period using the estimated parameters as well as ¢ — 1 re-
turns and exogenous variable values, simulating the decision making situation of a
daytrader. The covariance forecasts are then used to create Markowitz optimized
portfolios that minimize volatility given the same required rate of return for the
out-of-sample period and including the risk-free asset. Only the top 10 stocks in
the S&P 500 by market cap are used due to computational constraints. In addition,
for comparison, covariance forecasts based on the RiskMetrics model with a decay
factor of 0.94 were included.

The market cap weighted portfolio with a risk-free asset is also included for com-
parison reasons. The risk-free asset is included such that it has the same expec-
ted rate of return as the other portfolios. This portfolio simulates a passive index
tracking strategy for the top 10 S&P 500 assets. The total number of portfolios
calculated is therefore four (DCC, DCCX, RiskMetrics and market cap weighted).

The realized returns and volatilities of the four portfolios are compared in the
out-of-sample period. Additionally, the covariance forecasts for the DCC, DCCX
and RiskMetrics models are compared more rigorously using the test proposed by
Engle and Colacito (2006), as seen in section 2.6.[!3] Note that while only the top
10 S&P 500 assets are used in the portfolio calculations, the trading ratio is cal-
culated using the trading volumes for all stocks in the index as the ETFs trade the
wider basket of assets.

The correlation forecasts are made with the hypothesis that differences between
the ETF price and the underlying index price regularly occur. Staer and Sottile
(2018) argue that the time between ETF demand or supply shocks and arbitrage
induced trading likely is short, so the analysis should be done on high frequency
data. 331 However, as explained in section 3.2.2, data availability constrains the fre-
quency to five minute intervals. Within short time periods, ETF trading can cause a
price increase or decrease in the ETF price compared to the price of the underlying
index. Then, if the price difference between the ETF and the underlying index be-
comes larger than the transaction cost, arbitrage trading will begin, and the spread
will decrease, i.e. the prices will start to converge. Specifically, the arbitrage trad-
ing is done by buying the undervalued asset and shorting the overvalued asset, and
closing both positions using and in-kind transaction. When the underlying index
moves, the constituents will move together, thus increasing correlations. An ex-
ample of this process is shown in figure 4.3. As the figure illustrates, there should
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Figure 4.3: A theoretical example of ETF trading leading to increased correlations due
to arbitrage trading. ETF trading creates a spread between the ETF price and the price of
the underlying index. After some time the price difference is greater than the transaction
cost. Then the arbitrage trading starts, and the ETF price and the underlying index price
will start to converge.
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be a lag between the ETF demand shock and the resulting increase in correlations,
which could allow better forecasting of volatility with the inclusion of the ETF
trading ratio as a lagged explanatory variable. Note that the high frequency nature
of this effect makes the DCCX model infeasible for the monthly model, which is
one reason why a regression model was used instead.

4.2.1 Intradaily DCC model

The DCC model introduced by Engle (2002) is based exclusively on the time series
properties.[!? The conditional correlations in the DCC model follow a GARCH-
type structure, and are influenced by past conditional correlations, current stand-
ardized returns and the long-term average of the conditional correlation. As shown
in section 2.4.1, the DCC model in its scalar form is specified in equation 4.12.

Yt =y + 1y

r, ~ N(0,H;)

H, =DR,D;

D? = diag{w} + diag{x} or;_1r,_; + diag{A\} o D?
€ = D;lrt

Qi =Q(l —a—p)+ae 161+ Qi1

Q; = diag{Q:}

R, =Q; 'QQ;!

(4.12)

As mentioned in chapter 2, the equation for D? specifies the univariate volatility
process. Any univariate volatility model could be used. Here the chosen model
is the standard GARCH(1,1). The equation for Q; represents the DCC dynamics
in its scalar form (which differentiates the specification in equation 4.12 from the
non-scalar specification in equation 2.2), and includes one order of lagged resid-
uals as well as one order of lagged conditional correlations.

As mentioned in section 2.5, the parameters of the DCC model are estimated using
a QML estimation procedure. The likelihood function in equation 4.13 is maxim-
ized in two steps, where the first step is the estimation of the univariate GARCH
parameters 0 and the second step is the multivariate correlation parameters ¢.
Equation 4.14 shows the two functions to be maximized, and equations 4.15 and
4.16 specify the decomposed log-likelihood function. These equations were de-
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rived in detail in section 2.5.

L(¢,0|r) =
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Both the first step and the second step of the QML are maximized using an interior-
point optimization algorithm for the DCC model. This can be done because they
only have linear constraints. The requirement that Q; is positive definite is fulfilled
through the inclusion of the linear constraint o + 5 < 1.

4.2.2 Intradaily DCCX model

The intradaily DCCX model is, as mentioned in section 2.4.2, an extension to the
intradaily DCC model, and is chosen in order to include the ETF trading ratios as
an exogenous explanatory variable. Again, the scalar DCCX model specification is
identical to the scalar DCC model specification given in equation 4.12, except for
that the time-varying conditional covariance evolves according to equation 4.17,
as proposed by Vargas (2008).37! As mentioned in section 4.2, this thesis hypo-
thesizes and validates that the exogenous variable (ETF trading ratio) has a lagged
effect on the dependent variable, which fits Vargas’ model as seen in equation 4.17.

Q:=(Q—aQ—3Q —Kvz) + aler—1€;_1) + BQu—1 + Kyai—y 4.17)

Inequation4.17, 7 and Q is estimated asz = 7' 3°/_ 2, and Q = + 1, ese),
respectively. Note that v, T and x; are scalars since only one exogenous variable is
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included. As proposed by Vargas (2008), K is a matrix of ones and v € [0, 1].137!

As discussed in chapter 2, this forces the exogenous variable to have a non-negative
effect on correlations as the exogenous variables are required to be positive. How-
ever, this is a tolerable restriction in this case as several papers in the literature have
shown that ETF trading ratio positively affects correlations. This is also the result
shown by this thesis in the monthly regression model, see chapter 5. Furthermore,
since the exogenous variable is the ratio of two positive numbers, the condition of
positive exogenous variables is also fulfilled.

Like the DCC model, the parameters of the DCCX model were estimated using
QML estimation as outlined in section 4.2.1. For the DCCX model however, the
second step of the QML estimation, shown in equation 4.16, included the non-
linear constraint that the minimum eigenvalue is greater than zero. This was as
mentioned earlier in order to ensure positive definiteness of the Q; matrix. There-
fore a sequential quadratic programming (SQP) method, which focuses on solving
the Karush-Kuhn-Tucker constraints, was used in the second step of estimation.
The in-sample and out-of-sample correlation estimates from the DCCX model are
displayed in appendix B.

4.2.3 Likelihood-ratio test

The DCC and DCCX models are compared with a likelihood-ratio (LR) test. The
LR test compares the maximized log likelihoods of an unconstrained and a con-
strained model. For N stocks, the DCC model includes 3N GARCH parameters
w, k and A, as well as the two conditional correlation parameters « and 5. The
DCCX model has all the same parameters, as well as the exogenous variable para-
meter . Thus, the DCC model is a constrained version of the DCCX model with
v =0.

The log likelihood for the unrestricted and restricted model are denoted L, and
L,, respectively. The LR test statistic is given by equation 4.18, where m is the
number of restrictions, which is m = 1 in this case. The null hypothesis for the LR
test in the DCC model versus the DCCX model case is that the exogenous variable
coefficient v = 0. Under the null hypothesis the test statistic is asymptotically
x2(m)-distributed as explained by Silvey (1975).13!]

LR = —2(L, — Ly) ~ x*(m) (4.18)
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4.2.4 Out-of-sample covariance forecast performance in portfolio optimiza-
tion

The different volatility models are compared by evaluating the realized returns
and variances of mean-variance optimized portfolios in out-of-sample data, and
robustly testing for statistically better performance in portfolio optimization using
the test proposed by Engle and Colacito (2006). 13! This is done in four steps.

First, the covariance forecasts are made for the DCC model and the DCCX model.
Again, the model parameters «, 5 and y are estimated using the in-sample data.
As previously mentioned, the in-sample period constitutes the first 90% of obser-
vations, while the out-of-sample period constitutes the final 10% of observations.
The covariance forecasts H; are made with the parameter estimates from the in-
sample period and with ¢ — 1 lagged data from the out-of-sample period for each
time ¢, simulating the data available to a day-trader. For DCC and DCCX, the
covariance forecasts H; are derived from the relationship in equation 4.12, and
the out-of-sample QQ; matrices are derived as in equation 4.19 and 4.20, respect-
ively. Note that Q is the average over the in-sample period. In addition, covari-
ance forecasts are also made with the RiskMetrics volatility model for comparison.
The RiskMetrics model is given in equation 4.21, where A = 0.94, according to
RiskMetrics’ recommendation.

Q=Q(l-a—-0)+ae_1€_; + Qi1 4.19)

Q= (Q—-—aQ-5Q—KvZ) + ale—1€;_1) + BQu_1 + Kyzim1 (4.20)

hijie = Mhje—1+ (1 = N)rig17j-1 4.21)

Second, the optimal portfolio weights for the different models are computed by
performing Markowitz portfolio optimization described in equation 4.22, where
the portfolio variance is minimized given a required rate of return. This is the
standard portfolio optimization problem, where short positions are allowed and
the risk-free asset is included. The risk-free asset return was set to zero due to the
high frequency. Short positions are allowed as this is required by the test proposed
by Engle and Colacito (2006)."3! The problem was first described by Markowitz
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(1952) and expanded upon in Markowitz (1956). [23]124]

minimize w;H;w;
Wi ) (4.22)

Here p, is the expected returns vector and is simply the arithmetic mean over the
in-sample-period, and pg is the required rate of return. According to portfolio
optimization theory, all solutions to the problem in equation 4.22 will be a com-
bination of the risk-free asset and the tangent portfolio when the risk-free asset is
included. Hence, when the portfolios are used to compare covariance forecasts it
is only necessary to run the optimization with one required rate of return, as the
weights of risky assets of portfolios given other required rates of return will simply
be a linear combination of those of the first portfolio. Therefore the required rate
of return was arbitrarily set to the average of the maximum and minimum of the
expected returns of the assets.

Third, the portfolio values in the forecasted out-of-sample period are plotted and
compared. In addition to the portfolio weights calculated for the intradaily DCC
model, the intradaily DCCX model and the RiskMetrics model, the standard mar-
ket cap weighted portfolio weights are included for comparison purposes.

Finally, the test proposed by Engle and Colacito (2006) is performed in order to test
if the covariance forecasts given by the intradaily DCCX model gives statistically
significantly better portfolio performance than the DCC model.!!3 Here portfolio
performance is measured in lower squared returns. The theory behind the test was
presented in section 2.6. The portfolio values are used to calculate u; and v, given
in equation 2.11 and 2.12, respectively. Then, equation 4.23 and 4.24 are estimated
using generalized method of moments (GMM) with a vector heteroscedasticity and
autocorrelation consistent (HAC) covariance matrix.

up = By + €u,t (4.23)

vp = By + Eut (4.24)

Given G, and GG, which are the robust variance estimates, we get the test statistics
given in equation 4.25 and 4.26, where & = 7 ZtT:1 u;and v = 7 ZL vy

TY2G; Y% (4 — B,) ~ Student-t(v = T — 1) (4.25)
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TY2G; Y% (5 — B,) ~ Student-t(v = T — 1) (4.26)

Under the null hypothesis, both 8, = 0 and 3, = 0. When T is large, these test
statistics approximate to equations 4.27 and 4.28

TG Y20 ~ N (B, 1) (4.27)

TY2G;Y25 ~ N(B,,1) (4.28)



Chapter 5

Results and discussion

5.1 Results and discussion of the monthly regression model

The monthly regression model specified in section 4.1.4 yielded several important
results. The total fund flow coefficient Bfo’;al is positive and significant at the 5%
significance level for all three aggregated models, meaning total absolute fund flow
had a positive and significant impact on asset return correlation for constituents
of all three indices. This result has not been shown before and is important in
understanding the effects of passive investing. Furthermore, the total ETF trading
ratio coefficient thfoml is positive and significant at the 1% level for all three
indices, meaning that the ETF share of trading volume drives correlation between
asset returns for assets of all sizes. This contributes to the literature which mainly
focuses on the S&P 500 index by also showing the effect for the S&P 400 and S&P
600 indices.

The split model results showed that large cap ETF trading ratio thl];r ge is signific-
ant not only for stock return correlations in the large cap index, but also for small
and mid cap indices. Additionally, both small cap ETF trading ratios and small
cap mutual fund flows are shown to significantly increase return correlations in the
S&P 600 small cap index. Even so, large and mid cap mutual fund flows and mid
cap ETF trading ratio was not shown to have any effect on any of the indices. It
is hard to determine how the explanatory power is distributed between large, mid
and small cap ETF trading volumes and index tracking mutual fund flows due to
multicollinearity likely being present among the time series

The bear market probability coefficient Bppar Was positive and significant at a
1% significance level in all regressions. This is an important result as it shows

43



44  Results and discussion

the effectiveness of the Markov switching model at explaining the effect of bad
economic times on asset return correlations.

5.1.1 Overview of calculation and regression results

Plots of all model variables are in appendix A. In addition, plots of the main ex-
planatory variables, namely total fund flow and total ETF trading ratio, are in-
cluded here along with the weighted average correlation of the S&P 500 index,
in figures 5.1 and 5.2. The results of the monthly autoregressive linear regres-
sion models specified in section 4.1.4, in addition to important metrics like R>
and p-values of tests of the linear regression model assumptions, can be seen in
tables 5.1, 5.2 and 5.3. Each table includes the results of both the basic model (ag-
gregated instead of split) and the alternative model with split fund flows and ETF
trading volumes. Table 5.1 uses S&P 500 (large cap) weighted average correla-
tion as the dependent variable, table 5.2 uses S&P 400 (mid cap) weighted average
correlation, and table 5.3 uses S&P 600 (small cap) weighted average correlation.
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S&P 500 (Large cap) Aggregated model Split model
o 0.0768
*(0.0450)
B 1.9622
**(0.0000)
Bl -0.0320
(0.5331)
sl -0.2343
(0.4196)
pis 0.4382
(0.1254)
Batrge 2.2679
*%(0.0000)
Ey e 0.1820
(0.6705)
s 0.0679
(0.2147)
Bintercept 0.0519 0.0622
(0.0694) *#(0.0414)
Bavix 0.0024 0.0024
(0.1666) (0.1514)
BBEAR 0.0704 0.00733
*%(0.0041) *#%(0.0025)
Bari 0.4015 0.3716
*%(0.0000) *%((0.0000)
BARre 0.1851 0.1976
*%*(0.0025) *%(0.0009)
BARs 0.1588 0.1427
**(0.0037) *(0.0103)
Rz djusted 0.6713 0.6960
Regression test p-values
F-test vs constant model 0.0000 0.0000
JB test (Non-normality) 0.2332 0.0741
White’s test (Heteroscedasticity) 0.5664 0.9694
BG test (Autocorrelation) 0.3382 0.3453

Table 5.1: Estimated coefficients, R? and assumption test p-values. Estimated coefficients
are given along with t-test p-values. p-values significant at a significance level of 5% are
highlighted with one star, and those significant at a 1% significance level are highlighted
with two stars. Variable names are explained in section 4.1.4.



46 Results and discussion

S&P 400 (Mid cap) Aggregated model Split model
7 0.0654
*(0.0422)
6Zt{0tal 1.4750
*%(0.0000)
Bl -0.0092
(0.8330)
sl -0.2083
(0.4053)
gl 0.3537
(0.1547)
Bilarge 1.6526
*%(0.0000)
s 0.0369
(0.9197)
B 0.0668
(0.1614)
ﬁintercept 0.0325 0.0452
(0.1836) (0.0899)
Bavix 0.0021 0.0021
(0.1542) (0.1421)
BBEAR 0.0572 0.0620
*#(0.0040) *#(0.0020)
Bar 0.4811 0.4457
*%(0.0000) *%(0.0000)
Bar2 0.2268 0.2266
*%(0.0005) *%(0.0004)
BAR3 0.0856 0.0735
(0.1307) (0.2054)
R? djusted 0.6540 0.6702
Regression test p-values
F-test vs constant model 0.0000 0.0000
JB test (Non-normality) 0.5000 0.3748
White’s test (Heteroscedasticity) 0.0820 0.3600
BG test (Autocorrelation) 0.1705 0.2264

Table 5.2: Estimated coefficients, R? and assumption test p-values. Estimated coefficients
are given along with t-test p-values. p-values significant at a significance level of 5% are
highlighted with one star, and those significant at a 1% significance level are highlighted
with two stars. Variable names are explained in section 4.1.4.
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S&P 600 (Small cap) Aggregated model Split model
17 0.0416
*(0.0438)
B 1.2317
*%(0.0000)
Bl 0.0103
(0.3805)
sl -0.2548
(0.0728)
pis 0.3287
*(0.0267)
Batrge 1.2466
*%(0.0000)
Ey e 0.1414
(0.3564)
s 0.0954
*(0.0198)
Bintercept 0.0462 0.0556
*(0.0148) *#(0.0084)
Bavix 0.0012 0.0015
(0.1974) (0.1377)
BBEAR 0.0553 0.0579
*%(0.0021) *#(0.0013)
Bari 0.4418 0.4260
*%(0.0000) *%(0.0000)
Barz 0.2389 0.2338
*#(0.0001) *#(0.0001)
Bars 0.0697 0.0517
(0.1295) (0.1974)
dejusted 0.6185 0.6344
Regression test p-values
F-test vs constant model 0.0000 0.0000
JB test (Non-normality) 0.2684 0.2831
White’s test (Heteroscedasticity)  **0.0009 *0.0290
BG test (Autocorrelation) 0.1704 0.1906

Table 5.3: Estimated coefficients, R? and assumption test p-values. Estimated coefficients
are given along with t-test p-values. p-values significant at a significance level of 5% are
highlighted with one star, and those significant at a 1% significance level are highlighted
with two stars. Variable names are explained in section 4.1.4. Due to presence of heteros-
cedasticity in both models heteroscedasticity-consistent standard errors are used in t-tests.
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Figure 5.1: Absolute total fund flows of U.S. index tracking mutual funds and S&P 500
weighted average correlation

5.1.2 Interpretation of regression results

The most important results can be summed up as follows. Both the total mutual
fund flows and ETF trading ratios generally increase asset correlations signific-
antly at a 5% significance level or better. Furthermore, the split variables that
significantly affect correlations are the large cap ETF trading ratio, the small cap
ETF trading ratio and the small cap fund flows. The first significantly increases
correlations in all indices, and the two latter both significantly increase correla-
tions in the small cap index. However, the lack of more significant results could be
due to the presence of multicollinearity in the time series. The inferred probability
of a bear market given by the Markov switching model appears to be very suc-
cessful in including the effect of bad economic times in this model. This variable
increases correlations in regressions and is significant at a 1% significance level in
all cases. The VIX is shown to have an insignificant effect at a 10% significance
level for all models. The regression results will now be interpreted in more detail.

The total index tracking mutual fund flow is shown to significantly increase cor-
relations between assets of the large cap index, as well as the mid and small cap
indices, at a 5% significance level. In other words, Qf;{al is positive and significant
at the 5% level in all three aggregated models. This means that fund flows to index
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Figure 5.2: Total ETF trading ratio and S&P 500 weighed average correlations

mutual funds most likely have explanatory power on the weighted average correl-
ation of the S&P 500, the S&P 400 and the S&P 600. This has not been proven
before, and is a main result of this thesis. Since the mutual funds have such a large
share of the U.S. equity market, the significance of effects on asset correlations
from mutual fund flows could be large. Possible implications of increased asset
correlations due to fund flows into index tracking mutual funds are described in
section 5.1.4.

The ETF trading ratio coefficient /Bgtfot o 18 significant at the 1% level in all ag-
gregated models, implying that the ETF share of trading volume drives correlation
between returns for stocks in all indices studied. These results supports the previ-
ous findings of Leippold, Su and Ziegler (2016), Da and Shive (2013) and Staer
and Sottile (2018), among others. 21111011331 1t strengthens them by extending the
time horizon and including more recent data. Da and Shive (2013) showed an
effect on mid cap asset correlations using several measurements of ETF activity,
none of which are the ETF trading ratio used in this thesis. Hence this thesis has
shown for the first time that using the ETF trading ratio can model this effect in a
parsimonious manner for mid cap assets, as well as small cap assets.

The coefficients of trading ratios of large cap ETFs thl’;r ge are significant at the

1% level in the split models for the large cap index correlations as well as the
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mid and small cap index correlations. A possible explanation is that non-S&P
500 stocks are on average positively correlated with the total market, which means
that price fluctuations caused by index tracking fund trading are transferred to the
correlated stocks outside of the traded indices. In other words, there may be a type
of spillover effect onto correlations outside of the S&P 500. This resonates with the
hypothesis of Leippold, Su and Ziegler (2016) that demand shocks to derivatives
lead to increased asset return correlations both inside and outside of the underlying
index.?!) As the S&P 500 market cap is around 80% of the total value of the U.S.
stock market, these assets drive the overall market to a large extent which could
be why the large cap ETF volumes have such a significant effect on all indices
investigated. 32!

The small cap ETF trading volume is shown to significantly increase asset correl-
ations in the S&P 600 small cap index, i.e. its coefficient ﬁztfm 11 18 positive and
significant. This resonates with the results of Da and Shive (2013), who showed
that ETF trading volumes had a larger effect on correlations for small and illiquid
assets.[1%1 However, they observe the effect for the S&P 400 index and had not
split ETFs into different categories. They had also used different measurements of
ETF activity than this thesis. Therefore, this is the first time in the literature that
there has been shown a link between trading volume of ETFs that track a small cap
index and asset return correlations in the corresponding index’s constituents. As
one can see in figure 5.3, the small cap ETF trading ratio is more volatile than the
mid cap ratio, which in turn is more volatile than the large cap ratio. This could
be because smaller stocks are less liquid, so shocks to ETF trading have a larger
effect on the trading ratio. Similarly, ETF trading shocks might have a larger im-
pact on correlations of small cap stocks as they are less liquid and therefore more
responsive to a demand shock.
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Figure 5.3: First differences of ETF trading ratios, split by classification

The coefficients for mid cap ETF trading volume thf;i 4 18 however not significant
for any of the indices, not even the mid cap index. Note that this differs from the
results of Da and Shive (2013), as they had not split the ETFs into categories. 1!
Two possible explanations for why this is insignificant have been identified. One
explanation could be that passive mid cap ETFs, like small cap ETFs, have much
lower market shares than large cap passive ETFs. Additionally, mid cap assets
are more liquid than small cap assets, so that asset prices are less reactive to ETF
trading shocks, as can be seen in figure 5.3. In other words, mid cap ETFs might
not have a large enough market share to significantly move the prices of the relat-
ively liquid underlying assets simultaneously. Another explanation could be that
multicollinearity between the large cap, mid cap and small cap ETF trading ratios
reduce the significance of the mid cap and small cap ETF trading ratio variables.
The correlation matrix for different ETF trading ratio time series is shown in table
5.4 reveals that multicollinearity between these variables likely is present.
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Large Mid  Small
Large 1
Mid | 0.4790 1
Small | 0.5644 0.3173 1

Table 5.4: Correlation between subsections of first differences of ETF trading ratios

When mutual fund flows are split, the regression maintains a high R? value, but
the explanatory fund flow variables have mostly insignificant coefficients. The
exception is the small cap mutual fund flows, which has a positive and significant
effect on correlations within the S&P 600 small cap index. This has never been
shown before, and is similar to the result of this thesis that small cap ETF trading
ratios also significantly increase correlations of the small cap index. As was the
case for the split ETF trading ratios, the correlation matrix for fund flow variables
reveals that multicollinearity between these variables is most likely present, as
shown in table 5.5. This could explain why we do not see an effect from large and
mid cap mutual fund flows on their respective index’s average correlations.

Large Mid  Small
Large 1
Mid | 0.6715 1
Small | 0.6556 0.9616 1

Table 5.5: Correlation between fund flows of subsections of index tracking mutual funds

The estimated parameters of the Markov switching model specified in 4.1.2 are
shown in tables 5.6 and 5.7. As one would expect, mean returns are lower and
volatility is higher in the bear market state. The bear market probability coeffi-
cient Bpp AR is significant at the 1% level in all six regressions. This means that
downturns are likely to increase average correlation of stocks, which supports the
findings of Ang and Chen (2002) that correlations between U.S. stocks and the ag-
gregate U.S. market are greater for downside moves than for upside moves. [*! This
thesis clearly shows that the use of one downturn probability parameter based on a
Markov switching model is a good indicator of the business cycle, and serves as a
good alternative to the inclusion of several macroeconomic explanatory variables.
Markov switching models have not previously been used in papers regarding the
effect of investment in passive investment funds on asset return correlations. This
is an important result in itself. It also helps in the main investigation of this thesis,
which is the investigation into the effect of passive index funds on asset correla-
tions, by making the regression model more parsimonious which leads to greater
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statistical power.

I o
Bull state 0.0112 0.0226
Bear state | -0.0055 0.0583

Total period | 0.0055 0.0395

Table 5.6: Estimated mean and standard deviation of monthly returns in the bull market
state, the bear market state and over the whole period

‘ Bull state Bear state
Bull state 0.9631 0.0369
Bear state 0.0718 0.9282

Table 5.7: Estimated transition probabilities between bull and bear market states. Probab-
ility of transition from state in row to state in column.

The VIX coefficient Sy rx was shown to be insignificant at a 10% significance
level for all models. The VIX parameter was included to adjust for effects shown
in previous literature. Longin and Solnik (1995) found that correlation between
U.S. stock prices rises in periods of high volatility, while Leipold, Su and Ziegler
(2016) found the VIX to be significant for the S&P 500 at the 10% level, but not
at the 5% level.[2!1122] However, this thesis does not find evidence that market
volatility leads to increased asset correlations.

Three AR lags were chosen in the model based on the Schwarz’s Bayesian in-
formation criterion (SBIC) used on an ARMAX model. The three lags included
were all significant on the 1% level for the aggregated model on the S&P 500.
Furthermore, the first two lags are significant at the 1% level for all six regres-
sions. Leippold, Su and Ziegler (2016) also included three monthly lags in their
AR model for regressing the average correlation of U.S. index stocks on differ-
ent explanatory variables.?!! In their model, lags one and three were found to be
significant. Hence, both models show somewhat similar autocorrelation structures.

5.1.3 Test of underlying assumptions of monthly regression model

The standard monthly linear regression model assumes that the errors are normally
distributed, the variance of the errors is constant (homoscedasticity) and the cor-
relation between the error terms over time are zero (no autocorrelation). These
assumptions were tested, with the results described below.

The Jarque-Bera test reveals that the null hypothesis that the regression residuals
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are normally distributed can not be rejected for any of the regressions.

The White’s test reveals presence of heteroscedasticity for both the aggregated and
split model for the S&P 600. A consequence of this is that for these regressions,
the OLS estimators will still be unbiased and consistent, but might not have the
minimum variance. To adjust for this, the t-tests of coefficient significance in these
regressions were calculated using White’s heteroscedasticity-consistent standard
errors. This procedure was proposed by White (1980). 38!

The Breusch-Godfrey test reveals that the null hypothesis of no autocorrelation can
not be rejected for any of the regressions. In other words, this indicates that there is
no autocorrelation. Note that this was for the model including three autoregressive
lags. The reason that the lags were added was that the model without lags failed
the Breusch-Godfrey test.

5.1.4 Implications of results

This thesis has shown that fund flows to index tracking mutual funds significantly
increases asset return correlations. The implication of this is that if the market
share of passive mutual funds keep increasing, fund flows are likely to increase as
well, leading to higher correlations in general and therefore lower diversification
benefits. This is similar to the already known effects of index tracking ETF trading
volumes. Note that the market share of passive mutual funds does not directly in-
fluence correlations, but fund flows to passive mutual funds likely does. However,
one would expect the fund flows in and out of mutual funds to increase with fund
market share.

Sullivan and Xiong (2012) found that growth in passively managed equity in-
dices corresponds to a rise in systematic market risk.**! The paper points out
that investors’ ability to diversify risk by holding a diversified equity portfolio
is weakened as a consequence. Furthermore, they show that U.S. equity portfolios
have become less diversified in the recent years, as returns for all subsets have
become more correlated. Not surprisingly, the results leads to the conclusion that
index tracking mutual funds contribute to this effect, in addition to index tracking
ETFs. This thesis shows that this effect is present in mid and small cap assets as
well as the more researched S&P 500 index. An implication of this is that negative
effect on diversification extends beyond the S&P 500 to the broader market. This
means that the systematic risk in broad market indices such as the Russel 2000
index and the Wilshire 5000 index could also increase, and not only due to their
large cap constituents.

According to Anadu et al. (2018), approximately 3.3 trillion USD was placed in
U.S. passive mutual funds and 3.4 trillion USD in U.S. index tracking ETFs as of
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January 2018.11 As the two fund categories are approximately the same size, the
effects from index tracking mutual funds on total average correlations should be
of comparable size to those of index tracking ETFs.

5.1.5 Possible improvements to the monthly regression model

Fund flows and ETF trading volumes are split into funds tracking large, mid and
small cap stock indices in the model. Some funds follow combinations of these
categories, and for these funds there was little data available about the proportions
of asset allocations in different categories. In this thesis, a flat distribution has
therefore been assumed. Two alternative ways to address this have been identified.
The best would be a more accurate allocation of mutual fund flows to market sub-
sections (large, mid and small cap), which would likely give the split model more
explanatory power. The same is likely true for the allocation of ETF volumes to
market subsections (large, mid and small cap). Alternatively, when investigating
the weighted average correlation of an index one could exclude funds that do not
exclusively track that index. For example one could exclusively use funds track-
ing the S&P 400 on the weighted average correlation of S&P 400 constituents.
This would improve correctness of fund mapping, however it would significantly
reduce the amount of ETF trading volume included in the model.

Trading volumes of index futures and E-mini futures are not included as explan-
atory variables in the model, although Leippold, Su and Ziegler (2016) found that
demand shocks to ETFs and futures lead to stronger stock price comovement. 21!
They also found that demand shocks to ETFs have a higher impact on stock re-
turn correlations than shocks to futures, which is the main reason why it is not
included in the model. However, the model could possibly be improved by taking
into account effects from demand shocks of futures.

A Markov switching model is used to generate one variable for the inferred prob-
ability of being in a bear market. This switching model uses constant transition
probabilities to generate a probability estimate, but could be further refined by
including time varying transition probabilities. Using this method Bazzi et al.
(2017) were able to achieve an improvement in model fit compared to a model
with constant transition probabilities in a model for the likelihood of U.S. produc-
tion being in recession, stable or in a growth period.®! However, as the probability
of downturn is significant at the 1% level in all regressions, it appears to be a good
measurement of the macroeconomic environment.

Three lags were included in all six regressions, although it was only proven optimal
by the SBIC information criterion for the aggregate model on the S&P 500. This
was done to make the results more comparable. However, one could argue that
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using the SBIC method to get the optimal number of lags for each regression would
give a better model.

5.2 Results and discussion of the intradaily DCCX model

The intradaily DCCX model yielded several important and never before proved
results. It was shown that ETF trading significantly increases asset correlations
with a five minute lag. This is important mainly for two reasons. First, it shows that
the effect from ETF trading on correlations on a monthly basis, previously proven
by multiple papers, is also evident on a five-minute intradaily basis. Second, this
strengthens the hypothesis of a lagged effect between ETF trading and the arbitrage
trading that leads to the higher correlations, as explained in chapter 4. This lag
allows the possibility of forecasting correlations, providing a real world use to the
research done by previous papers.

The performance of the correlation forecasts presented so far were compared using
Markowitz optimization. This thesis showed that a Markowitz portfolio based on
the forecasted volatilities using the intradaily DCCX model had on average lower
squared returns than one based on the standard intradaily DCC model. As the
objective function in the Markowitz optimization is to minimize expected volatility
given a required rate of return, this could indicate a better correlation forecast.
However, the difference between the performance of the DCCX and DCC model
was not significant when using the test proposed by Engle and Colacito (2006) at
a 5% significance level.!"*! Both the DCCX and DCC portfolios had significantly
lower realized variances than the RiskMetrics portfolio.

5.2.1 Overview of calculation and estimation results

As explained in chapter 4, the first step of the DCC and DCCX model is estim-
ating time-varying variances using univariate GARCH models. Table 5.8 shows
the estimated parameters of the univariate models. The forth column of table 5.8
shows the long term volatility estimates, which is highest for AMZN and lowest
for XOM.
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M w
Ticker w K A e

MSFT 0.0010 0.1688 0.7727 0.0164
AAPL  0.0008 0.1433 0.8164 0.0192
AMZN 0.0010 0.1958 0.7752 0.0333
FB 0.0021 0.1687 0.7599 0.0287
BRKb  0.0006 0.1767 0.7827 0.0146
INJ 0.0005 0.1982 0.7641 0.0135
GOOG 0.0017 0.1904 0.7262 0.0202
XOM  0.0009 0.1386 0.7905 0.0128
JPM 0.0009 0.1568 0.7874 0.0153
\Y% 0.0008 0.1551 0.7853 0.0132

Table 5.8: Univariate GARCH model estimated parameters

The second step is estimating the parameters of the multivariate scalar intradaily
DCC model and multivariate scalar intradaily DCCX model, respectively. The
results of this, along with model significance level given by the likelihood-ratio
test, are shown in table 5.9. Furthermore, in sample average correlations weighted
on market cap for both the DCC and DCCX model are shown in figure 5.4.

Model « I5} ol Log likelihood p-value (null: DCC)
DCC 0.0091 0.8993 0 4.2135e+04 1

DCCX 0.0116 0.7747 0.1928 4.2159e+04 2.399¢-12

Table 5.9: Multivariate models’ estimated parameters. Final column is the p-value against
the null hypothesis that v = 0, ie. the standard DCC model.
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Figure 5.4: In sample weighted average correlation for the top 10 S&P 500 companies for
the intradaily DCC and DCCX model

The likelihood-ratio test statistic, which is asymmetrically distributed as x?(1)
under the null hypothesis that v = 0, gives the model a p-value of 2.399e-12
versus the standard intradaily DCC model. The intradaily DCCX model including
the ETF trading ratio as an explanatory variable is therefore statistically significant.

5.2.2 Test of model covariances using Markowitz portfolio optimization

In section 5.2.1 it was shown that the inclusion of the exogenous ETF trading
variable yielded a DCCX model with significantly higher log-likelihood than the
basic DCC model. However, this did not translate into statistically significant
lower squared returns. Figure 5.6 shows the evolution of portfolio values in the
out-of-sample testing period, and figure 5.5 shows the out-of-sample forecasted
weighted average correlation at time ¢, based on information available at ¢t — 1, Vt.
As explained in section 4.2.4, the three portfolios based on volatility models were
weighted using Markowitz optimization with a risk-free asset and allowing short
positions. The relative weights of risky assets in the market cap weighted portfolio
were based on market cap. However, a risk-free asset was included here as well in
order for the required rate of return to be equal to the other portfolios. The testing
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period was the final 10% of the time periods, which is roughly six days.
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Figure 5.5: Out-of-sample forecasted weighted average correlation. Note that at every
point in time ¢ information available at ¢ — 1 is used.
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Figure 5.6: Portfolio values of four different portfolio strategies over time. All have the
same required rate of return per period.

It is important to note that transaction costs are not included in the Markowitz
optimization model. If they were not included the optimized portfolios might not
have beaten the market, although the transaction cost free portfolios do so in figure
5.6. As one can see in figure 5.5, the correlations of the DCCX model and DCC
model seem to be fairly similar after the 150th out-of-sample time period. This
appears to be reflected in figure 5.6, as the returns are fairly similar indicating that
the two models gave fairly similar portfolio weights after this point.

As the Markowitz algorithm is designed to minimize variance given an expected
return requirement, the main result is the squared returns. The sum of squared
returns (realized variance) and the normalized squared returns of each portfolio
are shown in table 5.10. DCC had on average 1.8% higher squared returns than
DCCX, meaning that Markowitz optimization using DCCX correlations on aver-
age gave better results. However, the Engle-Colacito test shown in equations 4.25
and 4.26 showed that this difference was not significant at a 5% significance level,
when adjusting for heteroscedasticity, autocorrelation and non-normality. The p-
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values and t-statistics are shown in table 5.11. A positive t-statistic means that
the volatility model of the column performs better than the volatility model of the
row (lower squared returns). In other words, the t-statistics in table 5.11 show that
the DCCX model gave insignificantly better results than the DCC model at the
5% significance level, while both significantly outperformed the simpler RiskMet-
rics model, as one might expect. Again, the RiskMetrics model was included for
reference.

DCCX DCC RiskMetrics Market cap

Sum of squared returns 6.64e-05 6.76e-05 1.93e-04 5.56e-04
Normalized squared returns 100 101.8 290 838

Table 5.10: The sum of squared returns for the of out of sample period. All sums of
squared returns are normalized to the lowest value (DCCX) in the second row.

DCC DCCX RiskMetrics
DCC - 0.0750 7.070e-09
(1.7845) *%(-5.8975)
DCCX 0.0750 - 4.8752e-09
(-1.7845) *%(-5.9631)
RiskMetrics | 7.070e-09 4.8752e-09 -
**%(5.8975) **%(5.9631)

Table 5.11: Assumption p-values with corresponding t-statistics in parenthesis for the
Engle-Colactio test. A positive t-statistic means that the volatility model of the column
performs better than the volatility model of the row (lower squared returns). t-statistics
significant at a significance level of 5% are highlighted with one star, and those significant
at a 1% significance level are highlighted with two stars.

As mentioned in section 2.6, the mean-variance results are more sensitive to vari-
ance estimates than correlation estimates, and expected return estimates are more
important than both. The portfolio optimized on the RiskMetrics forecasts has dif-
ferent variance and covariance forecasts from DCC and DCCX, while DCC and
DCCX have the same variance forecasts but different correlation forecasts. This
may explain why RiskMetrics has significantly worse performance than the other
two models, while DCC and DCCX have very similar performance, as seen in
table 5.10.
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5.2.3 Implications of results

The results of this high frequency intradaily volatility model are in accordance
with previous literature on the low frequency effects of ETF trading on asset cor-
relations as well as the monthly regression model of this thesis. The results are also
in accordance with the results of Staer and Sottile (2018), which show that ETF
trading has a strong and positive effect on correlations at high frequencies. 13!

However, the most important result of the intradaily DCCX model of this thesis is
that there is evidence of a lagged effect between ETF trading and increased asset
correlations. This paves way for a novel real world application, namely in fore-
casting asset covariances. Covariance forecasts are important as they have many
different applications, such as portfolio optimization, Value at Risk calculations,
hedging strategies and multi-asset derivative pricing. The inclusion of exogenous
variables directly into the DCC model as proposed by Vargas (2008) is a novel ap-
proach in the research in the field of effects of index tracking ETF funds on asset
correlations.*”] While the improved covariance forecasts did not lead to signi-
ficantly lower squared returns of Markowitz-optimized portfolios compared with
portfolios based on standard DCC model volatilities, it is possible that a further
refined model, as will be discussed in section 5.2.4, will yield improved results.
Additionally, as Engle and Colacito (2008) point out, correct expected returns are
roughly ten times more important than correct expected variances, which again are
twice as important as correlations, indicating the difficulty of significantly improv-
ing portfolios based only on correlation models. [!3!

5.2.4 Possible improvements to the intradaily DCCX model

The main focus in this thesis’ intradaily correlation estimates has been to isolate
the effect of ETF trading ratio on correlations. There are improvements that could
be done to the volatility and correlation estimates that have not been performed in
this thesis, with the intent of making the model simple enough to be able to isolate
the effects of ETF trading on asset comovement.

Several studies have argued that a negative shock to financial time series is likely
to cause volatility to rise by more than a positive shock of the same magnitude, in-
cluding Glostan, Jagannathan and Runkle (1993) and Nelson (1991). (1411261 T the
case of equity returns, such asymmetries are typically attributed to leverage effects,
whereby a fall in the value of a firm’s stock causes the firm’s debt to equity ratio
to rise. One could therefore improve the univariate volatility models by utilizing
more advanced models than the GARCH model, such as GJR-GARCH or EG-
ARCH. Additionally, Engle and Capiello (2006) show a similar asymmetric effect
in conditional correlations.!”! It would be possible to include an indicator vari-
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able to capture asymmetric effects in the DCC and DCCX models, as proposed by
Engle and Capiello (2006) and Vargas (2008).!7137]

It would also be possible to include other exogenous variables than ETF trading
ratio, as was done in the monthly correlation model. A natural choice could be a
variable that models the state of the economy, like the Markov switching model did
with monthly data. However, challenges arise as the intradaily data only covers ap-
proximately three months of trading, which means that the major macroeconomic
factors are less likely to change significantly over the period. There are also is-
sues related to data availability. One could also include an exogenous variable
that captures the effect of volatility in the market on asset correlations, such as the
VIX, although this did not yield significant results in the monthly linear regression
model of this thesis.
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Chapter 6

Conclusion

This thesis has investigated the effects of index tracking funds on asset return cor-
relation of index constituents with two different models, a monthly linear regres-
sion model and an intradaily correlation forecasting model.

The monthly regression model was used to examine the effects of index tracking
mutual fund flows and ETF trading volumes on the asset return correlations of
index constituents of three different indices, the S&P 500 (large cap), the S&P
400 (mid cap) and S&P 600 (small cap). It has been shown that total absolute
fund flows for index tracking mutual funds has a positive and significant effect on
asset return correlations within the S&P 500, S&P 400 and S&P 600, something
that no previous paper has shown. Additionally, this thesis has shown that the
first differences of ETF trading ratios has a positive and significant effect on all
three investigated indices. For the S&P 500 this was what was expected, building
upon the research of Leippold, Su and Ziegler (2016)?!1, and this thesis adds to
this research by showing that it holds for the longer period of January 2005 to
September 2018. Furthermore, it has not previously been demonstrated that the
ETF trading ratios also have a positive and significant impact on the mid and small
cap indices used, namely the S&P 400 and S&P 600, respectively.

By investigating not only the large cap assets in the S&P 500, it was revealed that
the effects studied have much broader implications for the market than just the
correlations of the 500 largest stocks in the U.S. This thesis also investigated how
splitting mutual funds and ETFs into various categories based on which type of
asset they track affected the model. Two important results came from this invest-
igation. Firstly, the ETFs that track large cap stocks have high significance for all
indices, signifying the importance of these funds. Secondly, the ETFs and mutual
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funds that track small cap stocks significantly increase correlations of the small
cap index.

Additionally, previous research by Leippold, Su and Ziegler?!1, Staer and Sottile
(2018)133] and Da and Shive (2013)!'% have used various macroeconomic indic-
ators to explore the hypothesis that asset return correlations are higher, and thus
the benefits of diversification less, in bad economic times. The results were at best
inconsistently significant depending on which other variables were included. This
thesis demonstrated that the inferred probability of being in a bear market, calcu-
lated using a Markov switching model, has a high degree of significance on asset
return correlations of all three indices investigated. This is an important result in
its own right. By making the regression model more parsimonious it also helps in
the central investigation of this paper, which is the effect of passive index tracking
funds on asset correlations.

The intradaily correlation model revealed that index tracking ETF trading increases
stock return correlations with a five minute lag. This is important mainly because
it strengthens the hypothesis of a lagged effect between the ETF trading and the
arbitrage trading that induces the higher correlations, but also because the results
support the findings of previous studies. This thesis is the first to use the ETF trad-
ing ratio directly in the estimation of correlations, as opposed to regressing correl-
ations estimates on an ETF trading parameter as done by Leippold, Su and Ziegler
(2016), Staer and Sottile (2018) Da and Shive (2013) on a monthly frequency and
Staer and Sottile (2018) on a five minute frequency.?!133110 Consequently, the
intradaily correlation model proposed is the first to provide a real world use of the
effects shown in the previous literature, namely the use of ETF trading ratio as
an exogenous variable to improve correlation forecasting. Furthermore, this thesis
builds upon the work of Vargas (2008) who first proposed the DCCX model. 37!
The DCCX model has gained limited traction. This thesis proposes a novel ap-
plication of the model that fits well with the model’s restrictions, namely that the
exogenous variable must be positive and also that its effect on correlations must be
positive, thus supporting the model’s usefulness.

The coefficient of the exogenous variable (ETF trading ratio) in the intradaily cor-
relation model was significantly different from zero with a p-value of 2.399e-12.
This result is in accordance with that of Staer and Sottile (2018), who utilized a
regression model at a five minute frequency and found the effect of ETF trading
activity to be significant and large. However this thesis used more recent data and
a different model. 33! When testing the performance of the DCCX covariance fore-
casts versus the DCC covariance forecasts in Markowitz optimization this thesis
found that the DCCX portfolio on average had lower squared returns. However,
the test proposed by Engle and Colacito (2006) showed that this difference was
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not significant at a 5% significance level.[!3 It is still possible that the DCCX cov-
ariance forecasts give significantly improved results in other applications, such as
Value at Risk calculations or risk parity calculations.

Passive index tracking funds were designed to take advantage of the benefits of
diversification while avoiding expensive management fees. An unintended con-
sequence is that they lessen the benefit they were designed to exploit.



68 Conclusion




Bibliography

[1] Anadu, K., Kruttli, M., McCabe, P., Osambela, E., & Shin, C. H. (2018). The
shift from active to passive investing: Potential risks to financial stability?

[2] Andersen, T. G. & Bollerslev, T. (1997). Intraday periodicity and volatility
persistence in financial markets. Journal of empirical finance, 4(2-3), 115-158.

[3] Ang, A. & Chen, J. (2002). Asymmetric correlations of equity portfolios.
Journal of Financial Economics, 63, 443-494.

[4] Baker, S. R., N., B., & Davis, S. J. (2016). Measuring economic policy uncer-
tainty. The Quarterly Journal of Economics, 131, 1593-1636.

[5] Bazzi, M., Blasques, F., Koopman, S., & Lucas, A. (2017). Time varying
transition probabilities for markov regime switching models. Journal of Time
Series Analysis, 38, 458-478.

[6] Bleiberg, S. D., Priest, W. W., & Pearl, D. N. (2017). The impact of passive
investing on market efficiency. Epoch Perspectives.

[7] Cappiello, L., Engle, R., & Sheppard, K. (2006). Asymmetric dynamics in the
correlations of global equity and bond returns. Journal of Financial Economet-
rics, 4, 537-572.

[8] Chopra, V. K. & Ziemba, W. T. (2013). The effect of errors in means, vari-
ances, and covariances on optimal portfolio choice. In Handbook of the Funda-
mentals of Financial Decision Making: Part I (pp. 365-373). World Scientific.

[9] Corp, M. M. (2018). U.s. etf list.

69



70 BIBLIOGRAPHY

[10] Da, Z. & Shive, S. (2013). When the bellwether dances to noise: Evidence
Jfrom exchange-traded funds. Technical report, Working Paper, University of
Notre Dame.

[11] Diebold, F. X. & Mariano, R. S. (1995). Comparing predictive accuracy.
Journal of Business and Economic Statistics, 13, 253-263.

[12] Engle, R. (2002). Dynamic conditional correlation. Journal of Business &
Economic Statistics, 20, 339-350.

[13] Engle, R. & Colacito, R. (2006). Testing and valuing dynamic correlations
for asset allocation. Journal of Business and Economic Statistics, 24, 238-253.

[14] Glosten, L. R., Jagannathan, R., & Runkle, D. E. (1993). On the relation
between the expected value and the volatility of the nominal excess return on
stocks. Journal of Finance, 48, 1779—-1801.

[15] Goldfeld, S. M. & Quandt, R. E. (1973). A markov model for switching
regressions. Journal of Econometrics, 1, 1-15.

[16] Greenwood, R. & Sosner, N. (2007). Trading patterns and excess comove-
ment of stock returns. Financial Analysts Journal, 63, 69-81.

[17] Hamilton, J. D. (1989). A new approach to the economic analysis of non-
stationary time series and the business cycle. Econometrica, 57, 357-384.

[18] Hwu, S.-T., Kim, C.-J., & Piger, J. (2017). An n-state endogenous markov-
switching model with applications in macroeconomics and finance. Manuscript,
University of Washington.

[19] Israeli, D., Lee, C. M. C., & Sridharan, S. A. (2017). Is there a dark side
to exchange traded funds? an information perspective. Review of Accounting
Studies, 22, 1048-1083.

[20] Jiang, G. J. & Tian, Y. S. (2005). The model-free implied volatility and its
information content. The Review of Financial Studies, 18, 1305-1342.

[21] Leippold, M., Su, L., & Ziegler, A. (2016). How index futures and etfs affect
stock return correlations. Available at SSRN 2620955.

[22] Longin, F. & Solnik, B. (1995). Is the correlation in international equity
returns constant: 1960-1990? Journal of International Money and Finance,
14, 3-26.



BIBLIOGRAPHY 71

[23] Markowitz, H. M. (1952). Portfolio selection. The Journal of Finance, 7,
77-91.

[24] Markowitz, H. M. (1959). Portfolio selection: Efficient diversification of
investments. Yale University Press.

[25] Mauboussin, M. (2017). Looking for easy games, how passive investing
shapes active management. Credit Suisse Report.

[26] Nelson, D. B. (1991). Conditional heteroskedasticity in asset returns: A new
approach. Econometrica, 59, 347-370.

[27] Pollet, J. M. & Wilson, M. (2010). Average correlation and stock market
returns. Journal of Financial Economics, 96, 364-380.

[28] Preis, T., Kenett, D. Y., Stanley, H. E., Helbing, D., & Ben-Jacob, E. (2012).
Quantifying the behavior of stock correlations under market stress. Scientific
reports, 2, 752.

[29] Schaller, H. & Norden, S. V. (1997). Regime switching in stock market
returns. Applied Financial Economics, 7(2), 177-191.

[30] Schopen, J.-H. (2012). Exogenous Variables in Dynamic Conditional Cor-
relation Models for Financial Markets. PhD thesis, Staats-und Universititsbib-
liothek Bremen.

[31] Silvey, S. (1975). Statistical Inference, volume 7. CRC Press.
[32] S&P, D.J. 1. (2018). S&p 500®).

[33] Staer, A. & Sottile, P. (2018). Equivalent volume and comovement. The
Quarterly Review of Economics and Finance, 68, 143-157.

[34] Sullivan, R. & Xiong, J. (2012). How index trading increases market vulner-
ability. Financial Analysts Journal, 68.

[35] Tom Petruno, L. T. (2017). Small investors’ move to ’passive’ stock funds
becomes a stampede.

[36] Treynor, J. L. (1961). Market value, time, and risk. Time, and Risk (August
8, 1961).

[37] Vargas, G. A. (2008). What drives the dynamic conditional correlation of
foreign exchange and equity returns.



72 BIBLIOGRAPHY

[38] White, H. et al. (1980). A heteroskedasticity-consistent covariance matrix
estimator and a direct test for heteroskedasticity. econometrica, 48(4), 817—
838.



Appendix A

Regression time series plots

Figures A.1, A.2, A3, A4, A5, A.6 and A.7 show the time series used in the
regression model, where figure A.1 is the dependent variable and the rest are ex-
planatory variables.
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Appendix B

Intradaily DCCX model
correlation plots

The correlation time series between the top 10 stocks of the U.S. stock market from
the intradaily DCCX model are plotted in figure B.1 and B.2. The plots include
both the final 10% of in-sample correlations and the forecasted correlations in the
out-of-sample period.
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Intradaily DCCX model correlation plots
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Appendix C

Markov switching model
parameter estimation

As previously stated, the Markov switching model with two states can be stated
as in equations C.1 and C.2, where the former states the formulation of the mean
equation for the returns and the latter states that the state variable S; follows a
Markov process.

Ty = 1 + € where ¢ ~ N(O,az)

Tt =p2+€  where e ~ N(0,03) ©h

pi1 = PrS; = 1|S¢-1 = 1] pi2 =PriS:=2[Si-1=1=1—-pn
p22 = Pr(S; = 2|51 = 2] p21 = PriS; =1[S-1=2]=1—px
(C2)

Here the model parameters are pi1, jto, a%, a%, p11 and poo, expressed jointly as 6.
The likelihood function can be expressed as in C.3.

T o1 E
LO) = [[fwlo) = [ —=—=¢ (C.3)

t=1 =1 ,/27‘&'0’?%

If the state variable S; was already known it would be simple to estimate pg, and
a%t by maximizing the log likelihood in the normal manner. However, since it is
stochastic it must be estimated in a separate step. Taking logs and using the law of
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total probability yields:

T 2
InL(8) = In> " f(ulSe = j,0)P(S: = j|6) (C.4)
t=1 j=1
1 (_ yt*#st)
FlSi=7,0) = ——=—==e % (C.5)

A /2W0§t

The density function f(y:|St, @) as seen in equation C.5 is simple to evaluate.
For one iteration of the optimization algorithm (given one set of parameters ),
P(S; = j|0) can be calculated iteratively for all ¢ and j. First, one must set
P(S; = 1]0) and P(S; = 2|0) to a set of initial values. One could include these
as a parameter in the maximum likelihood estimation, however Hamilton (1989)
proposes to simply set them to the unconditional expectations (steady-state prob-
abilities) as seen in equation C.6.17! Next, P(S; = j|0) is iteratively calculated
for t € [2,T1], shown in equation C.7. Finally, the timeseries P(S; = j|0) is used
to evaluate the log likelihood, given in equation C.4.

P(S1=1) = ;21

_ Fpuspe (C.6)
P(Sl - 2) - 2—1711])32;022

P(S; =1]0) = Zzzl pin P(Si-1 = i[0) )
P(Sy = 2|0) = i piaP(Se-1 = i[6)

The procedure explained above to evaluate the log likelihood function can now
be used in an optimization algorithm to estimation the model parameters 8, as in
equation C.8

T 2
0 = argmax Y _In > f(y|S: = j,0)P (S, = j|6) (C.8)
t=1 j=1

Note that while € is the set of decision variables, the timeseries P(S; = j) of
the final iteration may also be of interest. For instance, that is what is used in the
monthly linear regression model of this thesis.
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