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Abstract

This thesis presents the combination of MPLS-TP protocol with an integrated hybrid 
network, the Opmigua network. It is presented that the MPLS-TP protocol is applicable 
and follows all the requirements to be compatible with an Opmigua network. Different 
network scenarios, combining packet and circuit switching properties with MPLS-TP 
labels, are presented. At the beginning of this thesis, are provided the characteristics 
and requirements of MPLS-TP protocol which the standardization of this is on going. 
Furthermore, it is explained how the MPLS-TP management and the forwarding plane 
work. Some references are also given not only to OAM mechanisms, but also to 
control plane that the MPLS-TP uses.

We use both, global and local significance MPLS-TP labels for distinguishing the 
Guaranteed Service Traffic (GST) packets from Statistical Multiplexing (SM) packets. 
Using this method, we have concluded some results, as it concerns GST and SM 
traffic. GST packets take a global significance label value until to reach the destination 
node. On the other hand, SM packets take local significance labels for each path into 
an Opmigua network which follow Optical Packet Switch (OPS) networks.

We have proposed a new method for differentiation of packets from low to high priority 
using extension headers of Internet Protocol v6 either Destination Options Header 
(DOH) or MPLS-TP as an extension header. The result that we have derived is high 
and low priority packets are differentiated at ingress Opmigua network which GST 
packets take global significance MPLS-TP label following Optical Cross Connect 
(OXC) network and SM packets change per each Label Switched Path (LSP) local 
significance MPLS-TP labels until to reach the destination.
 
Finally, two MPLS-TP path protection schemes, facility bypass and restoration using 
detours were combined with Opmigua network to provide failures for both, Guaranteed 
Service Traffic (GST) packets and Statistical Multiplexing (SM) packets.
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Chapter 1

Introduction 

1.1 Thesis Introduction 

! These days, as it has been described by IETF and ITU-T, the data traffic is 
growing more than ten times the rate of voice traffic. The estimation for the future is 
that data will count 90% of all traffic carried by networks. Because of this rapid change, 
the obsolete concept of telephone networks that were used to carry data, will be 
replaced by the data networks concept.  Another reason is that circuit switched 
networks are less cost effective as it concerns the network utilization than IP-based 
network such as Internet services which they need both, data and voice transmission 
simultaneously. For these reasons, the telecommunication industry has started to use 
IP as the bearer of traffic. This scenario, has many consequences as it concerns best 
effort services. IP based networks have not be able to guarantee reliable packet 
delivery with low delay for real time services like voice communication. Traditional 
systems based on SDH/SONET platforms provide low bandwidth network services but 
high speed transmission speed services. For example, circuit - switched transport 
network services provide fixed bandwidth 64 Kbps, 1.5 Mbps, 2 Mbps, 150 Mbps etc 
[1]. From the carriers point of view, there is a desire for reduction  of operational 
expenses (OpEx) and capital expenditures (CapEx) in their networks [1].
! Because of the massive number of users and traffic volume, the Internet has 
grown rapidly and the operational efforts were increased. For this reason, a new more 
reliable and at the same time cost effective technology has grown [2]. Cisco has 
developed a technique with tags between layer 2 and layer 3 in the IP stack hierarchy 
which was named Multi-protocol Label Switching (MPLS). MPLS is considered as a 
connection -oriented packet transport network technology. Many carriers desire to 
converge their next  - generation core networks to MPLS for their core networks 
deployment. Organizations like IETF and ITU-T will play key roles in the future 
development of the MPLS technology [3]. 
! First was Cisco systems that has done a large effort for standardization of a 
simplified version of MPLS for transport networks [1]. Then, the International 
Telecommunication Union (ITU-T) in cooperation with the Internet Engineering Task 
Force (IETF) have become an effort for standardization of a new transport profile for 
the Multi-protocol Label Switching (MPLS) technology. This technology, should provide 
the basis for the next generation packet transport network [4]. The main idea of this 
was the extension of MPLS Operation Administration and Maintenance (OAM) tools to 
be applied in existing transport network topologies such as Optical Transport Network 
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(OTN) and SONET/SDH. It also adopts all of the supporting Quality of Service (QoS) 
and other mechanisms that already defined within the standards.
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1.2 Thesis Description and Research Goals

!! While MPLS is a control-plane driven approach, MPLS-TP adds the 
functionality of management and monitoring. The “Optical Migration Capable Networks 
with Service Guarantees” (Opmigua) concept (http://www.Opmigua.com) has the main 
objective of combining the best properties from both circuit and packet switched 
networks into an optical hybrid solution. In the project, the student shall study how 
MPLS-TP may be applied in an Opmigua network. MPLS-TP may be especially 
suitable for setting up  the circuits in the hybrid network. The packet part may also be 
suited by MPLS-TP.
! A network-scenario may be proposed, and suitability and functions on MPLS-TP 
shall be studied in the context of the scenario. This thesis shall evaluate the way that 
MPLS-TP may be applied in an Opmigua network. 
! The main goals of this research are defined as follows:

๏ Functionalities and mechanisms of MPLS, (Transport) T-MPLS and MPLS-TP 
(Transport Profile) protocols will be compared.

๏ MPLS architectural considerations and requirements for a transport profile.

๏ Presentation of a network scenario will be introduced. Further analysis shall be 
based on MPLS-TP header and how it is possible to setup  Guaranteed Service 
Traffic (GST) paths and Statistical Multiplexing paths (SM) in Opmigua hybrid 
network. Another consideration is the identification of each packet into the data 
forwarding paths.
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1.3 Organization of the report

The main study is compromised by five parts.

Initially, in chapter 2, a theoretical point of view for this research project is presented. 
More specifically, this chapter presents the background for the Opmigua project, MPLS 
protocol, T-MPLS protocol and finally MPLS-TP protocol.

After the presentation of the Opmigua project and protocols in the previous chapter, 
the main focus on chapter 3 is the MPLS-TP protocol. It explains the characteristics of 
management, control, forwarding plane and OAM tool set which is currently under 
definition at the IETF. A comparison between these protocols is also presented.

Chapter 4, is based on a network scenario and it provides the configuration of GST 
and SM paths with MPLS-TP protocol. Another aspect that is provided in this chapter is 
the data forwarding analysis and the identification of each packet inside the network. 
Furthermore, a combination of two MPLS-TP protection schemes with an Opmigua 
network is provided. 

Chapter 5 provides a summary of proposals and finally, the conclusion and future work 
are listed in chapter 6.
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Chapter 2

Background 

!! This chapter contains the background information needed on the technologies 
affected in this thesis. It is divided in four subsections. The first one, gives an 
introduction to the Opmigua project. Furthermore, the second part, provides a basic 
understanding of MPLS architecture. Part three presents the background of T-MPLS 
protocol and finally, part four gives the introduction of MPLS-TP which is the main idea 
of this thesis.

2.1 Opmigua Project Background

! A future transport network should be able to serve all types of applications. It 
must be able to handle the most demanding services with respect to Quality of Service 
(QoS). There are many applications which are intolerant to delay when using buffering 
for smoothing of time jitter. Retransmissions of lost packets introduce extra delay and 
jitter with result these applications like tele - visualizations may not tolerate packet loss 
[5]. 
! Integrated hybrid networks has been investigated in several projects in the 
international research community and one these is the Opmigua project. The main 
aspect of Opmigua project is how to provide service guarantees for demanding 
applications in a packet switched networks. Hybrid optical circuit and packet switched 
were introduced to combine the high resource utilization of Optical Packet Switch 
(OPS) networks with the low processing requirements of Optical Circuit Switch (OCS) 
networks. Opmigua architecture, has the ability to divide traffic into two service 
classes. The first is packet switched Statistically Multiplexed (SM) service class and the 
second one is circuit switched Guaranteed Service Traffic class (GST). As it concerns 
the Statistical Multiplexing (SM) traffic, is subject to packet loss due to contention of 
packets inside the packet switch. There is also a small processing delay at each node. 
From the other side, packets of the GST class follow lightpaths in the Wavelength 
Routed Optical Network (WRON) and possess a circuit switched quality of service 
(QoS). GST class guarantees no jitter and no packet loss [6]. Furthermore, for the 
GST traffic, the Opmigua ensures transparency, high security and high reliability. 
Because the GST traffic bypasses the packet switches, a reduction of the required size 
of the packet switch may be possible if transit traffic is handled as GST traffic. 
Guaranteed service is suitable also for grid applications and for broadcast distribution.
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2.1.1 Opmigua Network Layer

!! Opmigua concept consists of nodes. Each node consists of one optical packet 
switch (OPS) handling SM traffic and one Optical Cross Connect (OXC) handling high 
priority GST traffic. The high priority traffic follows G-MPLS Label Switched Paths 
(LSP) in the Opmigua network. The setup  of LSPs is implemented like this: One output 
wavelength may only receive traffic from one single input wavelength. This technique 
eliminates the contention between high priority packets. For this reason, the delivery of 
packets is guaranteed also in the absence of hardware failures. Figure 2-1 presents an 
Opmigua node as was subdivided into four functional parts. The first part consists of 
Polarization Separator (PS) at the input node, second part, the Optical Packet Switch 
(OPS), third part is the Optical Cross Connect (OXC) and finally, the fourth part 
consists of Polarization Combiners (PC) at the switch output [6][13].
!!

Figure 2-1. An Opmigua node subdivided into four functional blocks [6].

!! Packet Separator (PS) in figure 2-1, detects the QoS of incoming packets for 
each input wavelength. Then, it forwards SM packets to the OPS module and GST 
packets to the OXC. The packets that exist in the OXC have absolute priority over the 
traffic from the OPS. To achieve this, there is a control - logic which instructs the optical 
packet switch to treat an output channel as busy whenever a GST packet is present in 
its packet combiner. Some problems that related to low granularity of the GST LSPs 
are solved by combining the SM and GST packets to be time division multiplexed on 
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the output wavelengths. Furthermore, an important feature of the Packet Combiner 
(PC) is a creation of label for each packet according to their service class [6].

!! As it concerns the four functional blocks, we can conclude some results which 
are the follows:

๏ Polarization combiners and separators should be more reliable than the 
OPS and OXC components.

๏  A good solution was letting the Packet Switch (PS) support GST traffic 
in case of Optical Cross Connect (OXC) failure. It was a very good idea 
because the expenses of this was very small and the increased 
availability of components used by GST LSPs is valuable.

๏  Assuming that the OXC is more reliable than the packet switch, there is 
a duplication of OXC.

๏ Assuming that the packet switch is the most error - prone, duplication of 
the packet switch increases the availability of components used by SM 
packets. 

!
! Figure 2-2 depicts a hybrid network model with a packet switches combined 
with a  Wavelength Routed Optical Network (WRON). Packets follow the wavelength 
paths defined by the Optical Cross Connect (OXC) while the remaining packets are 
switched in Packet Switches (PS) according to their attached header information [5].
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Figure 2-2. Hybrid network model [5].

!

! This model illustrates the efficient sharing of the network layer. If the WRON is 
an (Static) S-WRON, the cross connect can be a matrix, manually configurable. On the 
other side, If the network is (Dynamic) D-WRON, then the cross connect should be 
configured by a control plane. 
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2.1.2 Opmigua Physical Layer

! As it concerns the node design, is explained in figure 2-3 below. The State of 
Polarization (SOP) is used for separation SM and GST packets inside the node. 
Polarization Beam Splitters (PBSs) separate by physical way of the SM and GST 
packets at the input interface. Furthermore, it does not need neither guard band 
between GST and SM packets nor headers on GST packets but are required 
processing in the detecting node. At the input node, Automatic Polarization Control 
(APC) is needed because of the polarization variations in the transmission fibre [5].

Figure 2-3.  Opmigua node design [5].

! Figure 2-4 represents the Opmigua hybrid network principle with three nodes 
and up  to two wavelengths per link. Wavelengths λ1 and λ2 are GST lightpaths 
transporting GST packets (white) from ingress to egress and from core to egress. SM 
packets (gray) are inserted in gaps at any lightpath passing their next hop, where they 
are dropped, packet - switched and reinserted in gaps leading towards their 
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destination. Packets, are identified as SM or GST by their state of polarization (SOP) 
using a Polarization Time Devision Multiplexing scheme (PolTDM) avoiding switches 
for separating GST and SM packets [6].

Figure 2-4. Opmigua hybrid network with three nodes. SM packets are processed in the 
routers while the GST packets are processed in WRON [6].

!! However, GST packets are transmitted on one SOP and SM packets are 
transmitted on the orthogonal polarization in a PolTDM scheme. The SOP is random at 
the input node and fluctuates with time when the environmental conditions change 
along the optical transmission line. For this reason, polarization control is necessary. 
The SOP is changed by the controller into the desired state and as a result, different 
classes can be separated by polarization demultiplexing at node inputs. Figure 2-4 
gives how the ingress, core and egress node are connected. The time division 
multiplexed SM and GST packets are transmitted on orthogonal states of polarization. 
This enables all-optical identification and separation of the two QoS classes by 
polarization without optical-to-electrical conversion and complex header processing. 
Polarization demultiplexing with one controller per wavelength channel  is used for 
separation of packets in core and egress node [6].
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2.1.3 Protection Scheme for an Opmigua Node

!!
!! Hybrid networks are totally different from other network models. They need 
unique protection strategies and the reason is that SM traffic is handled by an optical 
packet switch and GST traffic follows WRON paths. One of the advantages of an 
Opmigua network is the guaranteed transport that provides but it must also be granted 
in case of a link failure or an equipment failure [14]. 
There are three protection mechanisms for GST traffic:

๏ In case of link failure, there is a switching mechanism to an alternative 
pre-planned link.

๏ Mechanism for local redundancy of the GST part of the mode.

๏  Mechanism for switching to a pre-planned alternative network path if 
the first and second mechanism are failed.

!! The Statistical Multiplexed (SM) traffic is protected by IP restoration 
techniques allowing efficient resource utilization but this protection is slow. Figure 2-5, 
presents the fist mechanism for GST traffic. Here, the main part of the node consists of 
a OXC and a packet switch and local protection 1+1 for GST packets is achieved by 
simpler and less expensive redundant part of the node consisting of a passive OXC. If 
a failure is occurred in the main part of the node, the optical 1x2 switches at the output 
section will switch all the traffic to the redundant OXC. This change from failure to 
protecting OXC is achieved by employing fast switches. Furthermore, SM traffic and 
GST traffic is separated, while in the redundant part of the node, all traffic is forwarded 
according to the WRON configuration. The result is that there is not protection for SM 
traffic [14].
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Figure 2-5. Opmigua node with redundant OXC [14]. 

"! The second protection mechanism is the link protection. In case of a link 
failure, the GST traffic is supported by one or more redundant paths. For full protection 
of GST traffic, in case of x link failures, the total traffic on k redundant GST paths must 
be lower than the total traffic volume that can be carried on k-x paths. For avoiding 
packet loss during protection switching there are two mechanisms. The first one is 
called pre-protection and the second one is called pre-buffering. Pre-protection is the 
technique that detects failures in the links. When the pre-buffering mechanism is used, 
data are continuously buffered in the ingress node. If a failure occurs, the data in the 
buffer are re-transmitted on the backup path [14].
!! Furthermore, the Opmigua project has two different network layer packet 
redundancy schemes: The fist one is the RedSM for redundancy packets which are 
transmitted as SM traffic and second is the RedGST for redundancy packets which are 
transmitted as GST traffic with lower priority than the original GST data traffic [15]. 
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2.2 MPLS Background

! MPLS was originally proposed by a group  of engineers from Ipsilon Networks.  
Cisco Systems, introduced a related proposal, not restricted to ATM transmission, 
called "Tag Switching". It was a Cisco proprietary proposal, and was renamed "Label 
Switching". It was handed over to the IETF for open standardization. The IETF work 
involved proposals from other vendors, and development of a consensus protocol that 
combined features from several vendors work. The motivation was to allow the creation 
of simple high-speed switches, since for a significant length of time it was impossible to 
forward IP packets entirely in hardware. Therefore, the advantages of MPLS primarily 
revolve around the ability to support multiple service models and perform traffic 
management.
! MPLS is a highly scalable and data-carrying mechanism and it belongs to 
packet switched networks. In this kind of network, data packets are assigned labels. 
Packet forwarding decisions are made solely on the contents of this label, without the 
need to examine the packet itself. This allows one to create circuits across any type of 
transport medium, using any protocol. The benefit was to eliminate dependence on a 
particular Data Link Layer technology, like Ethernet and eliminate the need for multiple 
Layer 2 networks to satisfy different types of traffic. 
! MPLS operates between Layer 2 - Data Link Layer and Layer 3 - Network 
layer of OSI network model (figure 2-6). It was designed to provide a data carrying 
service for both circuit and packet switched based clients. It can be used to carry many 
different kinds of traffic, such as IP packets, Ethernet and ATM frames. However, 
MPLS provides the same goals like the previous technologies such as ATM and frame 
relay but was equipped with some enforcements to face the strengths and weaknesses 
of ATM mechanism. 

Figure 2-6. MPLS layer into layer hierarchy [9].
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! MPLS has replaced almost all these technologies in the marketplace [8]. As 
the packets travel from one router to another, each of these routers make an 
independent forwarding decision. Each router runs a routing algorithm and does 
analysis of each packet header to examine where to send it after. For this reason, each 
router chooses a next hop  for each packet based on packet header analysis [9]. A 
router forwards an IP packet according to its prefix. In a given router, the set of all 
addresses that have the same prefix, is referred to as the Forwarding Equivalent Class 
(FEC) and packets that belong to the same FEC, have the same output interface. On 
the other side, in MPLS technology, each FEC is associated with a different label. This 
label is a short fixed length identifier and has always local significance. MPLS label is 
useful for the identification of the output interface of an IP packet without having to look 
up  its IP address every time in the forwarding table. This label has the same 
functionalities to Virtual Path Identifier/Virtual Circuit Identifier (VPI/VCI) value 
associated with an Asynchronous Transfer Mode (ATM) cell [20].  
! MPLS has many benefits which are higher reliability, integration, better 
efficiency, better way to support multicast and (RSVP), direct classes of service 
implementation, traffic engineering capabilities, more robust - reduces load on network 
cores and finally Virtual Private Network (VPN) scalability and manageability [20]. As it 
concerns the integration, MPLS integrates IP and ATM functionality rather than 
overlaying IP on ATM. For this reason, the ATM infrastructure is made visible to IP 
routing and there is not any need for mapping between IP and ATM features. The result 
is that MPLS does not need ATM addressing and routing techniques. Better efficiency, 
means when all the Permanent Virtual Circuits (PVCs) are seen by IP routing as a 
single hop  paths with the same cost. Another benefit of MPLS is the higher reliability 
that was mentioned above. MPLS is an easy solution for integrating routed protocols 
with ATM. Traditional IP over ATM involves setting up  a mesh of Permanent Virtual 
Circuits (PVCs) between routers around the ATM cloud. With this approach, there are 
number of problems. The most serious problem is that a single ATM link failure could 
make several router to router links fail, creating problems with large amounts of routing 
update and subsequent processing. Direct classes of service implementation is 
another MPLS benefit. In this situation, MPLS makes use of the ATM queueing and 
buffering capabilities to provide different Classes of Service (CoS). This allows direct 
support of IP precedence and CoS on ATM switches without complex translations to 
the ATM. On the other hand, MPLS provides VPN scalability and manageability. This 
means that MPLS can make IP VPN services more scalable and more easy to 
manage. With an MPLS backbone, VPN information can be processed only at the 
ingress and egress nodes, with MPLS labels carrying packets across a shared 
backbone to their correct exit point. Moreover, MPLS benefits include Traffic 
Engineering (TE) capabilities needed for the efficient use of network resources. TE is 
possible to shift the traffic load from overutilized portions to underutilized portions of 
the network, according to traffic type, traffic load and traffic destination. Last but not 
least benefit that the MPLS provides, is the load reduction on core network. MPLS 
allows access to the internet routing table only at the ingress and exit points of a 
service provider network. The transit traffic entering at the edge of the providerʼs 
autonomous system can be given labels that are associated with specific exit points. 
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The result is that the internal transit routers and switches need only process the 
connectivity with the providerʼs edge routers [20].
! An MPLS network consists of MPLS nodes, Label Switching Routers (LSRs) 
and Label Switching Paths (LSPs). MPLS node is also an LSR but it does not have 
necessarily the capability to forward IP packets based on prefixes. As it concerns LSR, 
is an IP router that is capable to run the MPLS protocol. Its LSR is responsible to bind 
labels to FECs, forward IP packets based on their labels and carry the forwarding 
decision by carrying out a table look up  in the forwarding table using a prefix [10]. 
Below, in figure 2-7 we can distinguish that there are two MPLS administrative domains 
and one domain that does not support the MPLS protocol. IP packets, are switched 
using their MPLS label inside the MPLS domain.

   
Figure 2-7. MPLS domains, nodes and LSRs [10].

 ! An MPLS domain can be connected to a node outside the domain, which 
might belong to an MPLS or a non-MPLS IP domain. In figure 2-7 above, the MPLS 
domain B consists of five routers, two of which are LSRs (LSR 1 and LSR 2). The 
remaining three routers can be either LSRs or MPLS nodes. For more simplicity, we 
can assume that all nodes within an MPLS domain are LSRs [10]. MPLS domain B is 
connected to the MPLS domain A via LSR 1, and is connected to the non-MPLS IP 
domain via LSR 2. LSRs 1 and 2 are referred to as MPLS edge nodes. 
! MPLS networks have three main applications. It is possible two or three of 
these capabilities would be used simultaneously [20].

๏ IP Virtual Private Network (VPN) Services: A VPN service is offered by a 
provider to many corporate customers and is the infrastructure of a 
managed Intranet and Extranet service. The MPLS technology in 
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combination with the Boarder Gateway Protocol (BGP), allows one 
network provider to support thousands of customerʼs VPNs. This 
combination offers a very scalable, flexible and manageable way of 
providing VPN services on both ATM and packet-based equipment.

๏ IP and ATM Integration: MPLS integrates IP services directly on ATM 
switches. the IP routing and Label Distribution Protocol (LDP) software 
resides directly on ATM switches. For this reason MPLS allows ATM 
switches to optimally support IP multicast, Virtual Private Network 
(VPN), IP class of service and Resource Reservation Protocol (RSVP). 
This integration of IP and ATM means  that the MPLS is less complex 
and more scalable.

๏ IP Explicit Routing and Traffic Engineering (TE): IP networks have lack 
of ability to finely adjust IP traffic flows to make best use of available 
network bandwidth. Another problem is the lack to send selected flows 
down selected paths. Label Switched Paths (LSPs) are used by MPLS 
and can be used on both ATM and packet-based equipment. IP Traffic 
Engineering capability of MPLS uses special LSPs to finely adjust IP 
traffic flows.
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2.3 T-MPLS Background

!! Transport networks have a crucial role for carriers. Service platforms depend 
on reliable and stable links between elements and nodes. As it concerns transport 
networks, they provide links and management of physical media and network facilities 
with different platforms that require connectivity between them. Packet transport 
networks provide greater flexibility and efficiency than SDH to support next generation 
networks. The evolution for transport networking was the T-MPLS protocol. Figure 2-8 
presents three transport epochs between 1990 and 2005 and how transport 
technology has re-formulated to provide requirements to a new market.

Figure 2-8. Evolution of Transport Networks between three transport epochs [11].

!! The three transport epochs are: Epoch I is circuit - Synchronous Digital 
Hierarchy (SDH), Epoch II is optical - Synchronous Digital Hierarchy (SDH) and Optical 
Transport Hierarchy (OTH) and Epoch III is packet - Next Generation Network (NGN), 
Transport - Multiprotocol Label Switching (T-MPLS) and Next Generation Synchronous 
Digital Hierarchy (NG-SDH). In 1990, Synchronous Digital Hierarchy (SDH) was 
adopted by carriers as the way to deploy circuit transport networks. After ten years (in 
2000), another technology which is called Wavelength Division Multiplexing (WDM) 
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was the main interest because the service capacity was increased. These days, 
Optical Transport Hierarchy/Optical Transport Network (OTH/OTN) architecture which 
was defined by ITU-T, is followed by all types of optical/WDM equipment. The Optical 
Transport Network (OTN) also known as Optical Transport Hierarchy (OTH) standard, 
describes a means of communicating data over an optical network. It was created with 
the intention of combining the benefits of SONET/SDH technology with the bandwidth 
expansion capabilities offered by Dense Wavelength Division Multiplexing (DWDM) 
technology. Furthermore, the OTN consists of many separate parts which are often 
referred to as layers: Optical Multiplex Section (OMS), Optical Transport Section 
(OTS), Optical Channel (OCh), Optical Data Unit (ODU), Optical Transport Unit (OTU) 
and finally Optical Channel Payload Unit (OPU). Each of these elements are 
distributed along the network and activated when they reach their termination points. 
Figure 2-9 presents the Optical Transport Network Layer Termination Points [11][21].

Figure 2-9. Optical Transport Network (OTN) Layer Termination Points (T= Client access 
point, A= Optical amplifier, 3R= Regeneration, Reshape, Retime) [11].

!!

!! The termination of Optical Transport Section (OTS), Optical Multiplex Section 
(OMS) and Optical Channel (OCh) layers is performed at the optical level of the 
Optical Transport Network (OTN). Further functionality can be added at the termination 
of Optical Transport Unit (OTU). This layer is also known as digital wrapper and is a 
digital layer and offers specific overhead to manage the OTNʼs digital functions. The 
Optical Transport Unit (OTU) is a new layer to optical networking and it adds Forward 
Error Correction (FEC) to the network elements, and the result is to allow the network 
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operators to limit the number of required regenerators used in the network. In figure 
2-9, the Optical Transport Unit (OTU) encapsulates two additional layers which are the 
Optical Channel Payload Unit (OPU) and the Optical Data Unit (ODU) which provide 
access to the payload. The termination of these layers are done at the same location 
[21].
!! IETF has originally developed MPLS protocol in order to address core IP 
router performance issues. While packet networking is increased, the ITU-T was 
interested in adopting MPLS for making it carrier class network with functions of ITU-T 
architectural principles. For this reason, the result was the Transport MPLS (T-MPLS) 
which is a connection oriented packet transport network and is based on MPLS 
principle which provides managed point to point connections to different client layer 
networks. T-MPLS does not support a connectionless mode, is more easily managed 
and less complex than  MPLS [11]. The main focus of T-MPLS is based on Ethernet 
services but also the client - server architecture can handle all packet services like IP/
MPLS.
!! T-MPLS operates at layer two data plane level. It has borrowed many 
characteristics and capabilities from IETF - MPLS but is focused on the additional 
aspects that address the need for any transport layer to provide high availability. Some 
of the key aspects are:

๏ Management and control of bandwidth allocation using Label Switched 
Paths (LSPs).

๏ Survivability: mechanisms such as protection and restoration. The 
protection switching is linear with 1+1, 1:1 and 1:N options. Another 
mechanism is the T-MPLS ring protection switching. Because no control 
plane is involved protection switching performance can be very fast.

๏ Improved control of a transport layerʼs operational state through SDH 
like OAM (Operation, Administration and Maintenance) which is used for 
administering and maintaining the network.

๏ No label reservation. T-MPLS does not reserve labels for its own use 
independently of MPLS.

๏ T-MPLS control plane is not used. The management plane will be used 
for manual or automated provisioning in the same way like OTN/WDM 
and SDH networks.

๏ Complete separation of the control and data plane creating full flexibility 
for network management and signaling which is take place in control 
plane. 
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2.4 MPLS-TP Background

!! MPLS-TP started as a (Transport) T-MPLS at the ITU-T which was renamed 
based on the agreement that was reached between the ITU-T and the IETF to produce 
a converged set of standards for MPLS-TP [3]. The first version of Transport MPLS 
architecture was approved by ITU-T in 2006. Then, in 2008, this technology started to 
be supported by some vendors in their optical transport products. At the same period, 
IETF was working on a new mechanism which was called Pseudo Wire Emulation 
Edge to Edge (PWE3) that emulates the essential attributes of a service such as 
Frame Relay, TDM, ATM or Ethernet over a Packet Switched Network (PSN) which 
can be an MPLS network [12]. The future standardization work will focus on defining 
MPLS-Transport Profile (MPLS-TP) within the IETF using the same functional 
requirements that drove the development of T-MPLS.
!! This idea for standardization of a new transport profile for Multiprotocol Label 
Switching is intended to provide the basis for the next generation packet transport 
network. The main point of this activity was the extension of MPLS protocol where 
necessary in order to meet the transport network requirements which are given in 
figure 2-10 below [1][3].

Figure 2-10. Transport Network Requirements [3].
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The main goal of MPLS-TP is to provide connection oriented transport for packet and 
TDM services over optical networks. The essential futures of MPLS-TP defined by 
IETF and ITU-T are:

๏ It is able to run over IEEE Ethernet, OTN, SDH/SONET.

๏ It provides strong Operation, Administration and Maintenance (OAM) 
functions  similar to those available in traditional optical transport 
networks. OAM are part of the MPLS-TP data plane and are 
independent from the control plane.

๏ Several protection schemes at the data plane similar to traditional 
optical transport networks.

๏ It uses Pseudo Wire Emulation Edge to Edge (PWE3) architecture.

๏ Use of Generic Associated Channel (G-ACh) to support FCAPS 
functions (Fault, Configuration, Accounting, Performance and Security).

๏ Control Plane: static or dynamic Generalized MPLS (G-MPLS).

๏ It is strictly connection oriented.

๏ It is client - agnostic. This means that can carry layer 1, layer 2 and layer 
3 services.
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Chapter 3 

MPLS-TP Architecture

!! Chapter three provides the background of MPLS-TP and is divided in five 
sections. The first one, gives some characteristics and requirements of MPLS-TP 
protocol. Second section, is based on MPLS-TP management and which explains 
these mechanisms. Furthermore, third section is refereed to MPLS-TP forwarding 
plane. Finally, section fourth and fifth give some references for Operation 
Administration and Maintenance (OAM) mechanism and for control plane respectively.  

3.1 MPLS-TP Characteristics and Requirements

!! Optical transport infrastructure like Synchronous Digital Hierarchy (SDH), 
Synchronous Optical Network (SONET) and Optical Transport Network (OTN) have 
provided carriers with a high standards of operational simplicity and reliability. To 
achieve these standards, there are some characteristics of transport technologies 
which are:

๏ A high level of availability.

๏ Quality of Service (QoS).

๏ Operation Administration and Maintenance (OAM) extension 
capabilities.

๏ Connection oriented connectivity.

!! However, carriers wish to evolve this technology for some advantages like 
cost benefits of packet switching technology, flexibility and efficiency of packet based 
services support. These days, MPLS plays an important role in transport networks but 
not all mechanisms and capabilities are needed in a transport network. From the other 
side of view, there are still characteristics in a transport network technology that are not 
currently reflected in MPLS. For this reason, there are two objectives for MPLS-TP. 
The first one is to enable MPLS technology to be supported in transport networks and 
to be operated in a similar way like the existing transport technologies. Second 
objective is to enable MPLS to support packet transport services with a similar degree 
of predictability like the existing transport networks [16]. For achievement of these 
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objectives, there is a need to define a common set of MPLS protocol functions for the 
use of MPLS in transport networks.
!! MPLS-TP is considered a connection - oriented packet switched technology 
and is a subset of MPLS functions (figure 3-1). It is a simplified version of  MPLS for 
transport networks without some of the MPLS functions like Equal Cost Multi - Point 
(ECMP), Penultimate Hop  Popping (PHP) and Label Switched Paths Merge (LSPs). It 
does not require MPLS control plane capabilities and enables the management plane 
to setup LSPs manually [1][16]. 

Figure 3-1. Scope of MPLS-TP [16].

!! The main objective of MPLS-TP, as it considered above, is to enable MPLS to 
support packet transport services. For this reason, packet transport services inherit a 
number of characteristics [16][17]:

๏ The service provided by the MPLS-TP network to the client is 
guaranteed to do not fail below the agreed level regardless of other 
client activity.

๏ Control and Management plane of the MPLS-TP layer network is 
isolated from the Control and Management plane of a client network 
layer.

๏ When MPLS-TP layer network supports a client layer network and the 
MPLS-TP layer is supported by a server layer network then the 
operation of the MPLS-TP layer network must be possible without the 
client and server layer network.
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๏ MPLS-TP addressing and other information are hidden from any client 
layer networks using packet transport services.

๏ The set of packets which is generated by a client layer network which is 
using the packet transport service, may contain packets that are not 
MPLS packets.

!! As it concerns the architecture of MPLS-TP, is compromised by some 
elements like MPLS data plane, Operation Administration and Maintenance (OAM) 
functions, sections  -  LSPs and PWs that provide a packet transport service, optional 
control planes for LSPs and PWs, optional path protection mechanisms and network 
management functions. !MPLS-TP data plane has some components which are: 
MPLS-TP Label Switched Path (LSP), MPLS-TP Label Switched Router (LSR) and 
Label Edge Router (LER), MPLS-TP Provider Edge (PE) Router, MPLS-TP Provider 
(P) Router, Label Edge Router (LER), Edge to Edge LSP and service LSP [16]. 
!! An MPLS-TP Label Switched Path (LSP) uses the capabilities of MPLS LSP to 
meet the requirements of an MPLS transport network. Some characteristics of MPLS-
TP LSP are: It is traffic engineered, is either point to point or point to multipoint but 
multipoint to multipoint and multipoint to point LSPs are not permitted. Another 
characteristics are  included are protection functions 1+1, 1:1 and 1:N, usage of a 
subset of MPLS OAM tools and LSPs can be maintained and established via 
management plane or with control plane using GMPLS protocols. As it concerns the 
MPLS-TP Label Switching Router (LSR) can be either MPLS-TP Provider (P) router or 
MPLS-TP Provider Edge (PE) router for a given LSP [16][17].
!! MPLS-TP Provider (P) router switches LSPs which carry client traffic but does 
not encapsulate the client traffic to be carried over an MPLS-TP LSP. Another thing is 
that it does not provide MPLS-TP functionality for a given LSP like MPLS-TP Provider 
Edge (PE) Router. On the other side, MPLS-TP Provider Edge (PE) Router adapts 
client traffic and encapsulates it to be transported over an MPLS-TP LSP. There are 
two ways for encapsulation. One way uses pseudo-wire and the other way is simple as 
a pushing a label [16].
!! Edge to Edge LSP is a pair of provider edges that transit zero or more 
provider LSRs. Finally the last element is called Service LSP and it carries a single 
client service.
!! The MPLS-TP is used for packet transport network construction and is 
applicable in any packet transport network context. There are some models that use 
the MPLS-TP application and are refereed above [16][17]:

๏ MPLS-TP that is provided by a network supports non MPLS-TP LSPs 
and PWs.

๏ MPLS-TP that is provided by a network supports only MPLS-TP LSPs 
and PWs.

Chapter 3 - MPLS-TP Architecture    "               MSc Thesis Christos Katsavos

25



๏ MPLS-TP acts as a server layer for client layer traffic of MPLS or IP 
networks which do not use functions of the MPLS transport profile.

!! The first two models act as a server for other layer 1, layer 2 and layer 3 
networks. The third model, for MPLS traffic uses LSPs or PW switching at the provider 
edge (PE) and terminates the MPLS-TP server layer [16]. Below, figure 3-2 depicts the 
MPLS-TP LSP  which is acting as a server between two Provider Edges  (PE1 and 
PE2) and supports only MPLS-TP. 

Figure 3-2. MPLS-TP Server Layer Example [16].

!! On the other side, an MPLS-TP LSP is capable to provide support also to non 
MPLS-TP functions and it acts as a server for other layer 1, layer 2 and layer 3 
networks (figure 3-3). Both figures 3-2 and 3-3 present two Client Edges (CE1, CE2) 
which are interconnected with two Provider Edges (PE1 and PE2). The connection 
between a client edge and a provider edge that the client traffic is transmitted can be 
over IP or Ethernet.
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Figure 3-3. MPLS-TP in MPLS Network Example [16].
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3.2 MPLS-TP Management Plane

3.2.1 MPLS-TP Management Architecture

!! The MPLS-TP network could be based on a multi-tiered distributed 
management systems. As an example of this, each of these tiers defines the level of 
network management capabilities. The MPLS-TP Network Element (NE) is included on 
the lowest tier of this model.  MPLS-TP network element provides also the Operation 
System (OS) and the transport service at the Element Management Level (EML) [18]. 
!! Management Application Function (MAF) is defined by an application process 
that participates in a management system. In its entity the MAF can include managers 
and agents together or only managers and only agents. Furthermore, the management 
support is provided by the Management Application Function (MAF) with the Operation 
System (OS) and the Network Element (NE) [18]. 
!! Management communication to Network Element (NE) is provided via the 
Message Communication Function (MCF). The job  that the MCF has is to initiate, 
route, terminate and process management messages over Communication Channel 
(CCh) or via external interface [18]. It contains communication functions like 
Management Plane (MP), Control Plane (CP), Local Craft Terminal (LCT), Local 
Alarms (LA) and finally date and time functions which are related to the outside world. 
The date and time functions, keep  track of the network elements  date and time and 
are used by the FCAPS management functions. Figure 3-4 gives an overview of the 
functions that are provided by the Message Communication Function (MCF).
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Figure 3-4. Message Communication Function (MCF) [18].

!! The user, has the possibility to have access to the management MPLS-TP 
transport network via a Local Craft Terminal (LCT) which is attached to the network 
element or to operation system. The management of MPLS-TP network operates 
independently of any client and server layer management plane and is separated from 
other technology management networks. For example, it is partitioned into smaller 
networks which are called MPLS-TP management sub-networks [18]. The reasons that 
the MPLS-TP management network is partitioned into sub-networks depends on 
ownership  or administrative and for scalability, like geographic reasons, and load-
balancing. However, the MPLS-TP management subnetworks are possible to connect 
with other elements of the management network through Local Craft Terminal (LCT).
!! The Element Management Architecture (EMA) consists of Network Element 
Functions (NEF) which is consists of Equipment Management Function (EMF) and 
Message Communication Function (MCF). The Equipment Management Function 
(EMF) of MPLS-TP NE provides the means through which a management system 
manages the NE and contains functions for providing a data reduction mechanism on 
the information received across the Management Point (MP). It interacts with the NE 
transport functions by exchanging Management Information (MI) across the 
Management Point (MP) [18]. Furthermore, the EMF includes some functions like 
FCAPS (Fault, Configuration, Accounting, Performance, Security), date and time, 
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management and control functions and provides data storage, logging and message 
processing. One component of the EMF is the management agent which converts 
management information signals into management application messages and the 
opposite. Then the agent responds to the management application messages from the 
Message Communication Function (MCF) by performing some operations on the 
Managed Objects in a Management Information Base (MIB) [18].
!! The diagram below (figure 3-5) illustrates the Network Element Function 
(NEF) and the way that the Equipment Management Function (EMF) and Message 
Communication Function (MCF) are connected. Here, the Equipment Management 
Function (EMF) is connected to transport plane for transferring the management 
information. EMF has four output and input interfaces which are connected to the 
Message Communication Function (MCF). The first one, which is called date & time 
interface receives only from the MCF information about date and time. The 
management and the control plane interface receive and send information to and from 
MCF and the last interface which is called local alarm interface, sends only information 
to the MCF. On the other side, the Message Element Function (MEF) has four 
interfaces that receives and sends information from and to outside the Network 
Element Function (NEF). The information that is received from outside world is the 
external time source and sends information about the local alarms. Finally, it both 
sends and receives management and control plane information.
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Figure 3-5. Network Element Function (NEF) Components [18]. 

!! Different types of information like management and signaling information use 
a common term for the network which is called Data Communication Network (DCN). 
This information  travels between managements systems and network elements, 
management systems to other management systems, and network elements to other 
network elements. Data Communication Network (DCN) consists of many parts. Two of 
these parts are the Management Communication Network (MCN) and the Signaling 
Communication Network (SCN). The former one, supports the transport of 
management information for the management plane. On the other hand, Signaling 
Communication Network (SCN) supports transport for signaling information for the 
control plane [18]. Each technology has its own technology that is used for the 
channels that support management and control plane information transfer. 
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!! Figure 3-6 presents the communication channel terminology for supporting 
transport of management information (a), signaling information (b) and common 
information transport (c). A logical channel between Network Elements (NEs) for 
transferring signaling and management information is provided by the Communication 
Channel (CCh).

Figure 3-6. Communication Channel Terminology [18]. 

!! Some technologies provide separate communication channels for Signaling 
(SCCh) and Management (MCCh). Furthermore, the Network Elements in figure 3-6 
communicate via Data Communication Network (DCN). The DCN, connects NEs with 
management systems, NEs with NEs, and management systems with management 
systems. As it concerns the figure 3-6 (a) , NEs are connected between them and use 
the Management Communication Channel (MCCh) from management information 

Chapter 3 - MPLS-TP Architecture    "               MSc Thesis Christos Katsavos

32



transport. The same exists also in part (b) and (c) in figure 3-6 but the NEs use a 
Control or Signaling Communication Channel (SCCh) for transport the signaling 
information and only Communication Channel for common information transport 
respectively.

3.2.2 MPLS-TP Management Modules 

!! The MPLS-TP like the MPLS management architecture, is divided into multiple 
management layers. Figure 3-7 below presents the communication between Network 
Management System layer (NMS) with the Element Management System layer (EMS) 
and to General Adapter respectively. As it concerns the EMS, it consists of systems 
and applications that are concerned with managing network elements (NE) on the 
Network Element Management layer (NEM). Typically, the EMS manages the functions 
and capabilities within each NE but does not manage the traffic between different NEs 
in the network. To support management of the traffic between itself and other NEs, the 
EMS communicates upward to higher-level network management systems (NMS). On 
the other hand, the NMS talks to the EMS to get the overall view of the network [22]. It 
is possible many EMSs which belong to different sub-networks to Communicate with 
one NMS. The Network Management System (NMS) and also the Element 
Management System(s) (EMS) consist of some modules which are the configuration 
management, performance management and the fault management [19][22].
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Figure 3-7. Management Architecture Layers. [22]

3.2.2.1 MPLS-TP Configuration Management 

!! MPLS-TP networks can be managed not only by Network Management 
Systems (NMS) but also by Control Plane (CP) protocols. The control plane is not 
often used by network operators to make network configuration, Label Switched Path 
(LSP) and also is not a mandatory requirement [18]. Furthermore, both Control Plane 
(CP) and Management Plane (MP) are provided in networks and LSPs could be 
created by either CP or MP. Most of the network operators prefer to have full control of 
the network resources during the setup  phase and then allow the network to be 
switched automatically by Control Plane. This is achieved by creating LSPs via 
Management Plane and transferring LSP ownership  to the Control Plane. This 
technique is refereed as ownership handover [18].
!! The configuration management of MPLS-TP gives the mechanisms for 
provisioning the MPLS-TP services, provides the destination for fault notifications and 
performance parameters and setup  security for the MPLS-TP services and MPLS-TP 
network elements. However, it provides functions to identify, collect and provide data 
from/to Network Elements (NEs). In the management task is also included hardware 
and software configuration, and Network Elements (NEs) configuration to support 
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transport paths. There are five categories of MPLS-TP management configuration 
which are: i) Control Plane Configuration, ii) Operation Administration and Maintenance 
(OAM) Configuration, iii) Path Configuration and iv) Protection Configuration [19]. As it 
concerns the control plane configuration, the MPLS-TP should support the 
configuration of MPLS-TP control pane functions by the management plane. For the 
path configuration, the MPLS-TP should support the configuration of the required path 
performance characteristics thresholds necessary to support performance monitoring 
of the MPLS-TP services. For accomplishment this point, the MPLS-TP should support 
configuration of LSP information and any other information. Another function of path 
configuration is that MPLS-TP transport paths cannot be statically provisioned using 
MPLS LSP and PW management tools. Moreover, some of the protection configuration 
functions that MPLS-TP NE should support are:

๏ LSPs identification as working or protecting.

๏ Associations between working and protecting paths.

๏ Operate and release protection lockout.

๏ Operate and release manual protection switching .

๏ Set and retrieve parameters for Automatic Protection Switching (APS).

!! Moreover, as it concerns the Operation Administration and Maintenance 
(OAM) configuration, the MPLS-TP should support the capability to configure the OAM 
functions as part of LSP setup including co-routed bidirectional point to point, 
unidirectional point to point and also point to multipoint and associated bidirectional 
point to point connections. However it should support the configuration of maintenance 
entity identifiers for the purpose of LSP connectivity checking. Finally, another 
configuration that the MPLS-TP should support is the enabling and disabling of the 
connectivity check processing. It should support also the provisioning of the identifiers 
to be transmitted and the expected identifiers [18].
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3.2.2.2 MPLS-TP Fault Management 

!! Generally, fault management is the inability of a function to perform a required 
action [18]. It provides mechanisms for detection, isolation, notification and verification 
of a fault. There are three functions of the fault management; supervision, validation 
and alarm handling which are analyzed below. 
!! Supervision function analyses the occurrence of a fault for the purpose of 
providing an appropriate indication of performance or fault detection condition to 
maintenance personnel and operation systems [18][19]. It has five basic categories 
that provide the functionality necessary to detect, notify and verify a fault. The 
categories are:

๏ Quality of Service (QoS) Supervision.

๏ Processing Supervision.

๏ Transmission Supervision.

๏ Environment Supervision.

๏ Hardware Supervision.

Furthermore, the MPLS-TP NE must support the supervision of the OAM mechanisms, 
the capability to configure data plane forwarding path, the hardware related 
supervision for interchangeable and non interchangeable unit, power and cable 
problems. It should also support functions for data plane forwarding, like supervision of 
failure detection and supervision for loop  checking functions for detection of loops in 
the data plane forwarding path. Finally it must support supervision for software 
processing faults, storage capacity and corrupted data out of memory problems [19].
!! As it concerns the validation function, it describes a fault cause as a limited 
interruption of the required function. It is also used to turn fault causes into failures 
(alarms). A Fault Cause Indication (FCI) indicates a limited interruption of the required 
transport function [18][19]. 
!! Finally, with alarm handling function, failures can be categorized to these sub  
functions  which are: The alarm severity assignment, alarm suppression, alarm 
reporting and finally alarm reporting control. For the first one, the MPLS-TP NE should 
have the ability to assign severity to alarm conditions via configuration. Alarm 
suppression can be generated from many sources. So, the MPLS-TP should support 
suppression of alarms based on configuration. Alarm reporting is concerned with the 
reporting of relevant events and conditions inside the network. Last but not least, Alarm 
Reporting Control (ARC) supports an automatic internal service provisioning 
capabilities. It can be turned off on a per managed entity basis to give more time for 
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customer service testing and other activities in this state. The alarm reporting is turned 
on when a managed entity is ready [18][19].

3.2.2.3 MPLS-TP Performance Management 

!! A management network is overwhelmed by performance statistics and it is 
important to provide flexible environment that gives control over the amount of 
performance data to be collected. There are two categories of performance 
management data. The first one is on demand collection of data measurement and the 
second is the proactively collection of data measurement. Proactive measurement is 
used continuously over the time when is being configured with periodicity and storage 
information. The data that are collected with this method are used for verifying the 
performance of the service. Performance monitoring has the ability to monitor the 
process of collecting performance data at a Network Element (NE) and to report this 
information process to the Operating System (OS). For this reason, the operators 
would typically limit the services to which proactive performance measurement would 
be applied to a very selective subset of the services being provided and would limit the 
reporting of this information to statistical summaries. Furthermore, with on demand 
measurements, the operator is possible to do performance measurement for 
maintenance purpose like diagnosis and to provide verification details of this 
measurement. This method is used on specific LSP service for a limited time for 
reduction of the impact on network performance in normal operation. For this reason 
this measurement is not scalable [18][19].
!! Performance Management provides some functions for the purpose of Quality 
of Service (QoS), statistics gathering and maintenances. MPLS-TP has two 
performance management requirements which are path characterization performance 
metrics and performance measurements instrumentation. As it concerns the path 
characterization performance metrics, it should be possible to determine when the 
MPLS-TP based transport service is available or unavailable. A service is unavailable, 
when there is an indication that the performance threshold has been crossed and the 
degradation persists long enough. Moreover, MPLS-TP should support collection and 
reporting of raw performance data that could be used in determining the unavailability 
of transport service [19]. Also it should be able to support collection of Loss 
Measurement (LM) statistics and collection of Delay Measurement (DM) statistics.
!! The other MPLS-TP management requirement is the performance 
measurement instrumentation and is divided into two parts, measurement frequency 
and measurement scope. For the fist one, when the performance measurement 
mechanisms support both  on demand and proactive modes, the MPLS-TP should 
support the capability to operate to these modes. Measurement scope, for bi-
directional point to point connections is required proactive measurement of packet loss 
and loss ratio for each direction and also measurement is required on demand 
measurement of single ended packet loss and loss ratio. For uni-directional point to 
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point and point to multipoint connection proactive and on demand measurement are 
required of packet loss, and delay respectively.
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3.3 MPLS-TP Forwarding - Data Plane

!! The MPLS-TP forwarding plane, is based on MPLS data plane functionalities. 
It includes the following data plane transport entities; Label Switched Paths (LSPs), 
Sections, and Pseudo-wires.

3.3.1 MPLS-TP Label Switched Paths (LSPs) Entity

!! Generally, network layer routing is partitioned into two components. The first 
one is the control component and the second one is the forwarding component. The 
forwarding component has a set of algorithms that a router uses to make forwarding 
decision on a packet. It is responsible to forward packets from input to output across 
the network. A forwarding table that includes all the packet information is used by the 
forwarding component. On the other side, control component consists of routing 
protocols, which exchange routing information between routers and algorithms that the 
router uses to convert routing information into a forwarding table. The responsibility of 
the control component is the construction and maintenance of the forwarding table. In 
the network, each router implements both control and forwarding components [23]. 
!! Forwarding Equivalence Class (FEC) is a group  of IP packets that is 
forwarded with the same treatment and over the same path. FEC can also be regarded 
as a traffic policy that examines and classifies traffic flow according to a set of 
conditions and attributes. The reason that a router forwards all the packets into one 
FEC is the mapping between the information carried in the network layer header of the 
packets and the entries in the forwarding table is many to one [23][24]. The result is 
that the decompression mode of the network layer into forwarding and control 
components can be also applied to the MPLS label switching approach. 
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3.3.1.1 MPLS-TP Label Switching Forwarding Component

Label switching forwarding component has some key properties which are mentioned 
below [23]:

๏ It is possible to support multiple network layer and data link layer 
protocols.

๏ It uses a single forwarding algorithm based on label swapping.

๏ It uses a label which is carried inside the packet header and is a short 
fixed-length entity that has resource reservation and forwarding 
semantics.

 ! A Label Switched Path (LSP) in MPLS architecture must be established prior 
to the forwarding of packets in a given FEC. The LSP functionality defines an ingress 
and the egress path through a network to be followed by all packets assigned to a 
particular FEC. The Label Switched Path (LSP) consist of a series of Label Switched 
Routers (LSRs) that forward packets for a particular FEC. Its LSP is also possible to 
carry more than one FEC. Furthermore, the algorithm that is used by the label 
switching function component to make a forwarding decision of the packets, uses two 
sources of information, the forwarding table maintained by a Label Switching Router 
(LSR) and the label which is carried in the packet [23][24].
!! MPLS-TP includes some of the LSP types which are: Point to point 
unidirectional, point to point associated bidirectional, point to point co-routed 
bidirectional and point to multipoint unidirectional [22]. Point to point unidirectional 
LSPs are supported by the basic MPLS architecture and have the same functionalities 
also in the MPLS-TP. As it concerns point to point associated bidirectional LSP, 
consists of two unidirectional point to point LSPs between two LSRs, for example LSR 
A and LSR B. These LSPs are regarded as a pair providing a single-logical 
bidirectional transport path. Furthermore, a point to point co-routed bidirectional LSP is 
a point to point associated bidirectional LSP with a modification that is two 
unidirectional component LSPs follow the same path inside the network. Finally, a point 
to multipoint unidirectional LSP is the same as point to point unidirectional LSP with 
some critical differences which are: The LSR can have more than one pair of egress 
interface and outgoing label, associated with the LSP, and any packet which is 
transmitted on the LSP is transmitted out all associated egress interfaces [22]. 
!! Forwarding table is maintained by an LSR and consists of entries. Each entry 
consists of incoming labels and one or more sub-entries which include outgoing labels, 
outgoing interfaces and next hop  address. The sub-entries may have different or same  
outgoing labels. In case of multicast forwarding there may be exist more than one sub-
entries, and all the packets arrive on one interface, would need to send out to multiple 
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outgoing interfaces [23]. Figure 3-8, provides an example of the forwarding table entry 
which is consisted of the incoming label and two sub-entries.  

Figure 3-8. Forwarding Table Entry [23].

!! There are two types of Label Switched Routers (LSRs). The edge LSRs and 
the core LSRs. Core LSRs, forward packets based on labels and they do not examine 
further the packet header except from the label. On the other side, edge LSRs, reside 
at the ingress or at the egress of the MPLS network. The responsibility of the ingress 
LSRs are to receive IP packets, perform packet classifications by grouping packets into 
FEC, forward the labeled IP packets into the head-end of the LSP and do layer three 
table lookup  [24]. Generally, core routers perform only label swapping, forward packets 
based on simple label lookups and egress or ingress LSR perform routing lookup  and 
label removal and assignment respectively. A Label Switching Router (LSR), can hold a 
single forwarding table or a forwarding table per each interface. Single forwarding 
table, handles a packet which depends solely on the label which is carried inside the 
packet header. With the latter option, packet handling is determined not only with the 
label carried inside the packet header but also by the interface that the packet arrives 
on it [23]. 
!! There are many ways for the label switching forwarding component to carry a 
label in a packet. Data link layer technologies like Ethernet, carry a label as part of 
their link layer header. One way to support label switching over data link layer when 
the data link layer cannot be used to carry a label is to carry it in a small label header 
[24]. This label header can be inserted between data link layer header and network 
layer header as it is described in figure 3-9 below.

Figure 3-9. Topology of the Label header between data link layer header and network layer 
header [23].
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!! Furthermore, the label switching forwarding component is not specific to a 
particular network layer. It is possible the same forwarding component to be used for 
different network layer protocols like IPv4, IPv6, Apple Talk and IPX. With the same 
way, label switching forwarding component has the ability to operate in a virtual mode 
over any data link layer protocols like Ethernet. Figure 3-10 presents this ability of the 
forwarding component, which is described above.

Figure 3-10. Label Switching Forwarding Component between Network layer protocols 
and Data Link layer protocols [23].

!! As it concerns the label header, it supports the label switching over point to 
point, and Ethernet technologies. The label header has 32-bit length (figure 3-11) and 
is expanded in four fields which are the label (20 bits), experimental bits (3 bits), stack 
bit (1 bit) and Time To Live (TTL) bits (8 bits) (figure 3-12). The MPLS label which is 
consisted of 20 bits has a local significant and is used to identify the particular FEC. It 
is imposed on a particular packet which indicates the FEC to which the packet is 
assigned.
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Figure 3-11. Label header length [24].

Figure 3-12. Label header structure [24].
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Figure 3-13 below, describes more analytically all the fields that are included into the 
MPLS header. 

MPLS-TP Shim 
Header Fields Length Description

Bottom of stack (S) 1 bit

Th i s b i t suppo r t s a 
hierarchical label stack 
(typically used for nested 
L S P s ) a n d d e n o t e s 
whether this is the last 
label in the label stack 
before the L3 header. It is 
set to 1 for the last entry 
in the label stack (bottom 
of the stack) and 0 for all 
other label stack entries.

Time to Live (TTL) 8 bits

T h i s fi e l d p r o v i d e s 
t r a d i t i o n a l I P T T L 
functionality within the 
MPLS network. The TTL 
field is used to prevent 
forwarding loops and is 
decremented by a value 
of 1 on every hop. For 
more in format ion on 
MPLS TTL processing, 
see [RFC3031].

Experimental use (xEp) 3 bits

This field is used to 
define different classes of 
service (CoS) that will in 
t u r n i n fl u e n c e t h e 
queuing and discard 
algorithms applied to the 
packet as it traverses the 
MPLS network.
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MPLS-TP Shim 
Header Fields Length Description

Label Value 20 bits

This field defines the 
actual value of the label 
used, which can range 
from 0 to 1,048,575 (220–
1 ) . Jus t l i ke F rame 
Relayʼs DLCI, ATMʼs VPI/
VCI, a label typically has 
only local significance 
and changes on every 
hop. Not only do globally 
unique labels limit the 
number of usable labels, 
but they are also difficult 
to manage.

Figure 3-13. MPLS header fields [24].

!! The difference between conventional routing architecture and label switching 
forwarding architecture is that the former uses multiple forwarding algorithms with its 
forwarding component (figure 3-14).

Figure 3-14. Conventional Routing Architecture [23].
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On the other hand, label switching algorithm consists of just one algorithm which is 
based on label swapping (figure 3-15).

Figure 3-15. Label Switching Architecture [23].

!! MPLS label switching forwarding component supports also the LSPs to be 
nested and tunneled. This is useful for allowing many LSPs to be forwarded in the 
same way inside the core network and at the edge nodes to present them as individual 
entities. This technique improves the manageability of connections across the network. 
One example of this technique is presented in figure 3-16, which is consisted of hosts, 
LSRs and one tunnel between LSR W and LSR Z. This protocol which is used on 
these two LSRs (LSR W and LSR Z) can be presented as a virtual protocol and make 
forwarding adjacencies between them. The result of this is the allowance of the other 
LSPs to be tunneled through these trunk LSPs when they step  from one LSR to the 
next. The most easy way is to install a tunnel LSP as an interface between LSR W and 
LSR Z and to turn it as a virtual link [23].
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Figure 3-16. LSP tunnel between two LSRs (LSR W and LSR Z) carries multiple LSPs [23].

!! Its packet assigns only one label header entry. It is possible also additional 
label header entries may be assigned to packets and are organized as a last-in, first-
out buffer by MPLS applications like IP VPNs. This buffer, the last in, first-out is 
referred to as an MPLS label stack [25]. When a packet enters the tunnel at LSR W 
(figure 3-16), the label is replaced but is added another label header entry on a packet. 
This example has packetʼs label stack depth three which is consisted of top label 
header entry, label header entry and bottom label header entry (figure 3-17). The top 
label header entry is used to send packets from LSR W to LSR Z.

Figure 3-17. Label stack hierarchy [24].
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By examining the top  label header entry of an incoming packet each LSR along the 
LSP can examine two fields:

๏ The following task that is going to do. Each LSR can replace the label 
entry at the top  of the label stack with a new label, remove the label 
entry or swap  the label entry and add one or more label entries onto the 
label stack.

๏ LSRs can examine the next hop to which the packet is to be forwarded.

Finally, the last header which is the bottom label header entry, when it has the stack bit 
set, it indicates that it is the bottom of the stack. Finally, at LSR Z in figure 3-17, the top 
label is popped from the stack, revealing the label of the tunneled LSP [23][24].

!3.3.1.2 MPLS-TP Label Switching Control Component

!! The control component of the MPLS-TP label switching has some 
responsibilities which are:

๏ Routing information distribution between LSRs.

๏ Routers use to convert this information into a forwarding table and to be 
used by the label switching forwarding table.

!! MPLS-TP label switching control component has many similarities with the 
conventional component of routing architecture. All the routing protocols which are 
used by the conventional control component routing architecture are included in the 
MPLS-TP label switching control component. On the other hand, the conventional 
routing architecture is not able to support label switching. The structure of the MPLS-
TP label switching control component is presented in figure 3-18 below [23][24].
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Figure 3-18. Structure of MPLS-TP label switching control component [23][24].

Network layer routing protocols provide to LSRs mapping between FECs and next hop 
addresses. Procedures for creating label binding between FECs and labels, and 
distribution this binding information between label switches are done by providing to 
LSRs with the mapping between FECs and labels [24]. These mappings are combined 
to provide the information needed to construct forwarding tables and to be used finally 
by the label switching forwarding table. This procedure is described in figure 3-19.  

Figure 3-19. Mapping combination for construction of label switching forwarding table 
[23].
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!! Each entry in a forwarding table maintained by an LSR contains one incoming 
label and one or more outgoing labels. For this reason, the label switching control 
component provides two types of label bindings. The first type of label binding is called 
per-interface basis and label bindings can be associated with an interface. A per-
interface label space is a separate pool of label values defined for each interface on 
which the MPLS is enabled and unique labels are assigned to an FEC. The second 
type is called per-platform basis and label bindings can be associated this time with the 
router as a whole. The label space in per-platform type is a single global poll of label 
values defined from the entire router. However, in per-platform basis, a platform unique 
label is assigned to any particular FEC and announced to all neighbors. This unique 
label can be used on any interface but also labels that are assigned to different FECs 
cannot have the same value [23][24]. Label switching control component uses both 
ways, per-interface basis and per-platform basis to populate its forwarding table with 
incoming and outgoing labels. There are two ways to achieve this. The first one is 
when labels from the local binding are used as an incoming labels and labels from 
remote binding are used as outgoing labels. The second one is exactly the opposite 
way. When labels from the local binding are used as outgoing labels and remote 
binding are used as incoming labels [23].
!! Terms like downstream and upstream are refereed to a particular FEC. 
Generally, packets that are bound for a particular FEC travel from upstream LSR to the 
downstream LSR. An example of this is presented in figure 3-20 below. From the 
downstream point of view, for FEC-2, LSR Aeolus-R11 is a downstream neighbor of 
LSR Iris-R12, and LSR Iris-R12 is the downstream neighbor of LSR Kastor-R13. 
Furthermore, for FEC-1, LSR Kastor-R13 is the downstream neighbor of LSR Iris-R12, 
and LSR Iris-R12 is the downstream neighbor of LSR Aeolus-R11. All of these LSRs 
learn about their downstream neighbors through the IP routing protocol. 
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Figure 3-20. Different FECs in Upstream and Downstream LSRs [23].

From the upstream point of view, for FEC-2, LSR Kastor-R13 is the upstream neighbor 
of LSR Iris-R12 and LSR Iris-R12 is the upstream neighbor of LSR Aeolus-R11. The 
same is also for FEC-1, which LSR Iris-R12 is the upstream neighbor of LSR Kastor-
R13 and LSR Aeolus-R11 is the upstream neighbor of LSR Iris-R12 [23].
!! There are two techniques that the LSR can distribute label bindings. The first 
one is the downstream on demand label distribution and the second is called 
downstream unsolicited label distribution. In the first technique, an LSR requests a 
label binding for a particular FEC for each downstream next hop  and the downstream 
neighbor distributes the label upon request. As it concerns the downstream unsolicited 
label distribution, an LSR distributes bindings to other LSRs that they have not made a 
request. In this situation the label for an FEC is asynchronously allocated and 
advertised to all neighbors, whether the neighbors are upstream or downstream LSRs 
for a particular FEC [24].
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3.3.2 MPLS-TP Section Entity

!! Another forwarding data plane transport entity that the MPLS-TP has is called 
section entity. Two MPLS-TP LSRs are considered to be topologically adjacent at layer 
n of the MPLS-TP LSP hierarchy if there is a link between them at the next lowest 
network layer. Figure 3-21 describes a network topology with LSRs or traditional 
routers and LSPs. LSR-A sends packets to LSR-B  via LSPs. These LSPs are 
consisted of normal routers or LSRs. It is possible some packets to follow the first path 
which is via router-1, router-2, router-3 and finally LSR-B. Another path that packets 
follow is via router-1, router-4, router-5, router-6, router-3 to reach the destination 
which is LSR-B. The lowest network layer consists of routers which have the ability to 
forward packets based on labels  (label header is included) - when router are LSRs 
and based on destination address only  (network layer header only). These routers can 
support also not only other technologies like Ethernet but also MPLS and MPLS-TP 
technologies.

Figure 3-21. Example of  section between two LSRs.
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!! For this reason, links are traversed by a layer n-k MPLS-TP are layer n MPLS-
TP sections. The MPLS label stack is associated with an MPLS-TP section at layer n 
and consists of n labels because the MPLS-TP does not support the penultimate hop 
popping (PHP) [22].

3.3.3 MPLS-TP Pseudo-Wire Entity

!! The last forwarding data plane transport entity that the MPLS-TP has is called 
pseudo-wire entity. MPLS-TP supports single-segment pseudo-wires [26], multi-
segment pseudo-wires [27], and point to multipoint pseudo-wires [28]. 
!! Generally, a pseudo-wire is an emulation of a layer 2 point to point connection 
oriented service over a packet-switched network (PSN). The pseudo-wire emulates the 
operation of a transparent wire carrying a service like MPLS and IP protocol over a 
Packet -Switched Network (PSN) [26]. Figure 3-22 below presents the logical protocol 
layering model which is consisted of eight layers (payload, encapsulation, PW 
demultiplexer, PSN convergence, PSN, data-link and physical layer). This model is 
intended to minimize the differences between PWs operation over different PSN types.  

Figure 3-22. Logical Protocol Layering Model [26].
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!! The encapsulation layer, carries any information that is needed by the PW 
Customer Edge (CE)-bound Provider Edge (PE) interface to send the payload to the 
CE via the physical interface. Furthermore, the PW demultiplexer layer has the ability 
to deliver multiple PWs over a single PSN tunnel. The next layer is called PSN 
convergence and is responsible for providing the enhancements that are needed to 
make the PSN conform to the assumed PSN service requirement. Mainly, it makes the 
PW independent of the PSN type [26].

3.3.3.1 MPLS-TP Single-Segment Pseudo-Wires

!! The MPLS-TP single-segment pseudo-wires is consisted of two Provider 
Edges (PEs) which have to provide one or more PWs (PW1, PW2) to their Customer 
Edges (CEs) to enable the clients to communicate between them over the Packet 
Switched Network (PSN). An example of this model is provided in figure 3-23. 
Furthermore, a MPLS-TP tunnel is established to provide a data path for the PWs. As it 
concerns the PW traffic, it is invisible to the core network and also the core network is 
transparent to the CEs. Packets that arrived via the interfaces between CE1 and PE1 
are encapsulated in a Pseudo-Wire Protocol Data Unit (PW-PDU), and then are carried 
across the underlying network via the MPLS-TP tunnel. PE1 performs the appropriate 
encapsulation of the PW-PDUs and also the decapsulation is provided by the PE2 [26]
[27].

Figure 3-23 . Network Reference Model for point to point PWs [26].
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!! The protocol layering for PWE3 over an MPLS PSN is provided in figure 3-24. 
Here, the encapsulation layer is divided into three sub-layers which are the payload 
convergence, timing and sequencing. A control word is used to carry most of the 
information needed by the PWE3 encapsulation layer. The sequence sub-layer, 
provides support for both in order payload delivery and a PSN fragmentation service 
within the PSN convergence layer. Furthermore, an inner MPLS label is used to 
provide the PW demultiplexing function. The ability of PW demultiplexer layer is to 
allow multiple PWs to be carried in a single tunnel. This is a good technique for 
minimizing the complexity of the network and conserving resources [26]. 

Figure 3-24. PWE3 over an MPLS Packet Switched Network (PSN) using a control word 
[26].

3.3.3.2 MPLS-TP Multi-Segment Pseudo-Wires

!! MPLS-TP Multi-Segment Pseudo-Wire (MS-PW) is a set of two or more 
contiguous PW segments statically or dynamically configured that behave and function 
as a single point to point pseudo-wire. Each multi-segment pseudo-wire terminates on 
a terminating provider edge T-PE. When a pseudo-wire segment follow a path of a 
Packet Switched Network (PSN) tunnel between Switching Provider Edge S-PE, the 
MS-PW is independent of the PSN tunnel routing [27].
!! The MS-PWs are applicable to all PW payload types. If each segment of MS-
PW are identical in a PSN, then the PW types of each segment must also be identical. 
If different segments run over different PSN types, the encapsulation may change but 
the PW segments must be of an equivalent PW type [26][27]. Figure 3-25 presents the 
Multi-Segment Pseudo-Wire (MS-PW) reference model. Provider Edge 1 (PE1) and 
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Provider Edge 2 (PE2) provide services to Customer Edge 1 (CE1) and Customer 
Edge 2 (CE2) which are refereed as Terminating Provider Edge 1 (T-PE1) and 
Terminating Provider Edge 2 (T-PE2) respectively. There are two Packet Switched 
Network (PSN) tunnels which the first is extended from T-PE1 to Switching Provider 
Edge 1 (S-PE1) across PS1 and the second is extended from S-PE1 to T-PE2 across 
PSN2. The job of pseudo-wires is to connect the Associated Channels (AChs) which 
are attached to PE1 to the corresponding AChs attached to T-PE2. PW segments on 
PSN1 tunnel are switched to PW segments on PS2 tunnel at S-PE1 to complete the 
MS-PW between T-PE1 and T-PE2. The S-PE1 is refereed as PW switching point. An 
example of this, is that PW segment 2 and PW segment 4 belong to the same MS-PW 
while PSN1 and PSN2 tunnels are different or same PSN types. However,  PW 
segment 1 and PW segment 3 belong to another MS-PW and should have the same 
PW types. In this example, there is only one S-PE but it is possible for a PW to transit 
more than one S-PE along this path [26].

Figure 3-25. MS-PW Reference Model [27].

!! The MPLS-TP multi-segment pseudo-wire (MS-PW) is consisted of two 
models which are intra-provider connectivity architecture and inter-provider 
connectivity architecture. 
!! As it concerns the first model, there is a requirement to deploy PWs edge to 
edge in large service provider networks. These networks are comprised by hundreds of 
aggregation devices at the edge side. It is possible the partitioning of this network into 
smaller networks and core PW domains where the PEs are interconnected by tunnels. 
The MS-PW reference model in figure 3-25 can be used for intra-provider connectivity 
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architecture with PSN1 and PSN2 to belong to different administrative domains or 
access, core and metro regions with the same providerʼs network. There is the 
possibility PSN1 and PSN2 be a different types. For this reason, the S-PEs are used to 
connect PW segments of one technology with PW segments of different technology 
[27]. Furthermore, the intra-provider connectivity architecture uses Associated 
Channels (AChs) and also Pseudo-Wires (PWs). For the Associated Channels (AChs), 
the PWs reverts to the native service at the domain boundary PE. This ACh is 
connected to a separate PW on the same PE. On the other side, PW segments are 
switched between PSN tunnels of the providerʼs network without reverting to the native 
service at the boundary.
!! The second model is called inter-provider connectivity architecture and PWs 
can be switched between PSN tunnels at the provider boundary in order to minimize 
the number of tunnels required to provide PW-based services to CEs to each 
providerʼs network. The inter-provider connectivity architecture also supports both 
AChs and PWs. The inter-provider based on AChs, reverts the PW to the native 
service at the provider boundary PE. The ACh is connected to a separate PW at the 
peer provider PE. However the inter-provider architecture which uses PWs is provided 
in figure 3-26 below, and switches the PW segments between PSN tunnels in each 
providerʼs network without reverting to the native service. In this model there are two 
S-PEs, S-PE1 and S-PE2 which are the provider boarder routers. Here, the PW 
segment 1 is switched to PW segment 2 at S-PE1. Then the PW segment 2 is carried 
across an inter-provider PSN tunnel to S-PE2 and is switched to PW segment 3 in 
PSN2 [27].

Figure 3-26. MS-PW Inter-Provider Reference Model [27].
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3.3.3.3 MPLS-TP Point to Multipoint Pseudo-Wires

!! An MPLS-TP Point to Multipoint (P2MP) Pseudo-Wire (PW) is a mechanism 
that emulates the essential attributes of a P2MP Telecommunications service. The 
usability of a P2MP PW is to deliver a non-IP multicast service that carries multicast 
frames from a multicast source to one or more multicast receivers. The MPLS-TP 
P2MP-PW has some functions which are the encapsulation of service specific PDU 
which is arrived at an ingress Associated Channel (ACh), and carrying them across a 
tunnel to one or more egress AChs and managing their timing and order. Furthermore, 
the MPLS-TP P2MP-PW is divided into two categories. The first one is called MPS-TP 
Point to Multipoint (P2MP) Single Segment Pseudo-Wire (SS-PW) and the second is 
the MPS-TP Point to Multipoint (P2MP) Multi Segment Pseudo-Wire (MS-PW) [28].
!! MPLS-TP Point to Multipoint (P2MP) Single Segment Pseudo-Wire (SS-PW) 
is a single segment P2MP PW set up  between the PE attached to the source and the 
PEs attached to the receivers. It is relied on P2MP LSP as PSN tunnel. On the other 
hand, MPS-TP Point to Multipoint (P2MP) Multi Segment Pseudo-Wire (MS-PW) 
represents an end to end PW segmented by S-PEs. Each of these segments can rely 
on either P2P LSP or P2MP LSP as PSN tunnel [27][28].
!! Figure 3-27 below, presents the P2MP SS-PW reference model. Here, it 
provides a point to multipoint connectivity from a root PE (PE1) which is connected to 
source (CE1) to  the leaf PEs (PE2, PE3, PE4) which are connected to different 
receivers (CE2, CE3, CE4).  In this model, each single copy of PW packet is sent over 
the P2MP PSN tunnel and is received by all leaf PEs. However, between PE1 and leaf 
PEs there is a P router which is joining P2MP PSN tunnel operation but is not 
participating in the signaling of P2MP PW. The P2MP PW is unidirectional but there is 
a requirement for root PE to receive unidirectional P2P traffic from leaf PEs. It could be 
also supported bidirectional connectivity between them [28]. For example, for 
upstream, point to point which any leaf PE sends traffic to root PE and for downstream, 
point to multipoint which the root PE sends traffic to any leaf PE. 
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Figure 3-27. P2MP SS-PW Reference Model [28].

!! The P2MP SS-PW underlaying layer is provided in figure 3-28 and is 
composed of one root PE and several leaf PEs which are PE1, PE2, PE3 and PE4. 
The P2MP PW can be supported by multiple P2MP PSN tunnels which must be able to 
serve more than one P2MP PW [27]. It is also possible P2MP tunnels to belong to 
different technologies like P2MP MPLS LSP or to have different setup protocols [28].

Figure 3-28. P2MP Underlying Layer for P2MP SS-PW [28].
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!! The MPS-TP Point to Multipoint (P2MP) Multi Segment Pseudo-Wire (MS-
PW) is depicted in figure 3-29. In this reference model there are two S-PEs (S-PE1 
and S-PE2) which are responsible to switch a MS-PW from one input segment to one 
or several output segments. In the figure below, TPE1 is the root and leaf TPEs are the 
TPE2, TPE3, TPE4 and TPE5. The leaf TPEs is assumed that they belong to the same 
PSN which is PSN2 but each PW output is located in a different PSN. However, the 
role of S-PE1 and SPE2 are used for switching simultaneously the input P2MP PW1 
segment to the output P2P PW2, PW3 and PW4 segments. Another thing is that a PW 
segment belongs to a P2MP MS-PW can also be supported over a P2MP PSN tunnel 
or a P2P PSN tunnel [28].

Figure 3-29. P2MP MS-PW Reference Model [28].

!
!! P2MP MS-PW topology relying on a combination of both P2P and P2MP LSPs 
as PSN tunnels is represented in figure 3-30. The PW tree is composed by the root 
PE, by the branch S-PEs which are S-PE1, S-PE2, S-PE3, S-PE4 and S-PE5 and by 
several leaf PEs (PE1, PE2, PE3 and PE4). In this case, the traffic replication along 
the path is performed at the PW level. An example is that the branch S-PE5 must 
replicate incoming packets which are received from S-PE2 and send them to leaf PE3 
and PE4. In this figure, is also presented the case where each segment is supported 
over a P2P LSP except the S-PE1, S-PE3 and S-PE4 P2MP segment which is 
conveyed over a P2MP LSP [27][28].
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!! Finally, the configuration of PW tree can be statistically at the PEs and each S-
PE crossed. However, the PW tree can be also dynamically configured by allowing the 
MS-PW segments to be dynamically discovered [28].

Figure 3-30. P2P and P2MP Underlying Layer for P2MP MS-PW [28].
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3.4 MPLS-TP OAM Mechanisms

!! The MPLS-TP OAM mechanisms are applicable to both MS-PWs and LSPs 
and support co-routed, bidirectional P2P transport paths and unidirectional P2P and 
P2MP transport paths. MPLS-TP OAM operates in a context of Maintenance Entities 
(MEs) which are the relationship  between two points of a point to point transport path 
or a root and a leaf point to multipoint transport path to which monitoring and 
maintenance operations apply. These two points, are called Maintenance Entity Group 
(MEG) End Points (MEPs). Between these two points there is a possibility to zero or 
more intermediate points to be existed which are called Maintenance Entity Group 
Intermediate Points (MIPs). The Maintenance Entity Group  (MEG) is defined to monitor 
the transport path for fault and performance management. In case of associated 
bidirectional paths, two independent maintenance entities are defined to independently 
monitor each direction [29].
!! As it concerns the MEG End Points (MEPs), there are the source and sink 
points of MEG. For MPLS-TP LSP, only Label Edge Routers (LERs) can implement 
MEPs while for Path Segment Tunnel (PST), both LERs and LSRs can implement 
MEPs that contribute to the infrastructure of the transport path. On the other side, for 
MPLS-TP PW, only T-PEs can implement MEPs while for Packet Segment Tunnels 
(PSTs) supporting a PW both T-PEs and S-PEs can implement MEPs. The 
responsibilities of MEPs are to activate and control all the OAM functionalities for the 
MEG. They are also responsible for origination and termination of OAM messages for 
fault management and performance monitoring. [29]. A MEP of MPLS-TP transport 
path (LSP, PW, Section) coincides with transport path termination and monitors it for 
failures or performance degradation in an end to end scope. Furthermore, the MEPs of 
path segment tunnel are not necessarily coincident with the termination of the MPLS-
TP transport path and monitor some portion of the transport path for failures or 
performance degradation only within the boundary of the MEG for the path segment 
tunnel. A MEP can only exist at the beginning and end of a sub-layer. For monitoring 
some portion of LSPs or PWs, a new sub-layer in the form of a path segment tunnel 
should be created which permits MEPs and an associated MEG to be created [29][30].
!! MEG Intermediate Point (MIP) is a point between the MEPs of an MEG. The 
capability of MIP is to react to some OAM packets and forward all the other OAM 
packets while ensuring fate sharing with data plane packets. Moreover, it does not 
initiate packets but is addressed by OAM packets initiated by one of the MEPs of the 
MEG. MIP is possible to generate OAM packets only in response to OAM packets that 
are sent on the MEG it belongs to [29].
!! The MPLS-TP OAM supports five Maintenance Entity Groups (MEGs) which 
are refereed below:

๏ Section Maintenance Entity Group  (SME), between MPLS LSRs, for 
monitoring and management of MPLS-TP Sections.
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๏ LSP Maintenance Entity Group  (LME), between LERs, for monitoring 
and management of an end to end LSP.

๏ PW Maintenance Entity Group  (PME), between T-PEs, for monitoring 
and management of end to end Single Segment/Multi Segment SS/MS-
PWs.

๏  PST Maintenance Entity Group  (PSTME), between LERs/LSRs along 
an LSP, for monitoring and management of a path segment tunnel.

๏ MS-PW Tandem Connection Maintenance Entity (PTCME), between T-
PEs/S-PEs along the PW, for monitoring and management of a PW 
Tandem Connection.

!! The section Maintenance Entity Group  (SME) can be configured on any MPLS 
section. It is used for monitoring the link between topologically adjacent MPLS LSRs 
rather than monitoring the individual LSP or PW segments traversing the MPLS 
section. More analytically, figure 3-31 provides different sections between different 
LSRs. For example, section 12 ME is associated with the MPLS section between LSR 
1 and LSR 2. Furthermore, section 23, between LSR 2 and LSR 3, section 3X between 
LSR 3 and LSR X, section XY between LSR X and LSR Y and finally, section YZ 
between LSR Y and LSR Z [29].

Figure 3-31. Example of MPLS-TP Section MEs (SME) [29].
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!! The second group  is called LSP Maintenance Entity Group  (LME) and is 
intended to monitor an end to end LSP between two LERs. It is possible an LME to be 
configured on any MPLS LSP. However, LME is used in scenarios where it is desirable 
to monitor an entire LSP between its LERs. Figure 3-32 depicts the MPLS-TP LSP end 
to end monitoring. More specifically, it presents two LMEs configured in the path 
between CE1 and CE2. The first one is the PSN 13 LME between LER 1 and LER 3 
and the second one is the PSN XZ between LER X and LER Y [29].

Figure 3-32. Example of MPLS-TP LSP MEs (LME) [29].

!! An MPLS-TP Path Segment Tunnel ME (LPSTME) is an MPLS-TP 
maintenance entity intended to monitor an arbitrary part of an LSP between a given 
pair of LSRs independently from the end to end monitoring (LME). An LPSTME can 
monitor an LSP segment and it can also include the forwarding engine of the node at 
the edge of the segment. It is used between the following entities: LER and any LSR of 
a given LSP and any two LSRs of a given LSP. Furthermore, it is used to monitor the 
behavior of a part of an LSP or set of LSPs rather than the entire LSP itself. Figure 
3-33 gives an example of LPSTME. Here, there are two separate LPSTMEs which are 
configured to monitor the PSN 1Z LSP. The first LPSTME, monitors the PSN 13 LSP 
segment on domain 1 and the second one, monitors the PSNXZ LSP segment on 
domain Z [29].
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Figure 3-33. Example of MPLS-TP LSP Path Segment Tunnel ME (LPSTME) [29].

!! An MPLS-TP PW ME (PME) is intended to monitor a SS-PW and MS-PW 
between a pair of T-PEs. It is possible to be configured on any SS-PW or MS-PW. A 
PME is deployed in scenarios where it is desirable to monitor an entire PW between a 
pair of MPLS-TP enabled T-PEs rather than monitoring the LSP aggregating multiple 
PWs between PEs. Below, figure 3-34 presents a MS-PW (MS-PWIZ) which is 
consisted of three segments which are: PW13, PW3X and PWXZ [29].

Figure 3-34. Example of MPLS-TP PW ME (PME) [29].
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!! The last group  is the MPLS-TP MS-PW Path Segment Tunnel Monitoring ME 
(PPSTME) which is intended to monitor an arbitrary part of an MS-PW between a pair 
of PEs independently from the end to end monitoring (PME). Multiple PPSTMEs is 
possible to be configured on any MS-PW and can be defined between the following 
entities which are between T-PE and any S-PE of a given MS-PW and any two S-PEs 
of a given MS-PW. In this scenario above (figure 3-35), there are two separate 
PPSTMEs configured to monitor fist the PW 13 MS-PW segment on domain 1 and 
second, the PW XZ MS-PW segment on domain Z [29].

Figure 3-35. Example of MPLS-TP MS-PW Path Segment Tunnel Monitoring (PPSTME) 
[29].

!! The OAM mechanism has two functions for monitoring. The first is called 
proactive monitoring and the second is on-demand monitoring [29][30]. 
!! Proactive monitoring is refereed to OAM operations that are either configured 
to be carried out periodically and continuously or preconfigured for a certain events like 
alarm signals. It has some functions which are the connectivity check and connectivity 
verification. As it concerns the proactive connectivity check function, it is used to detect 
a Loss of Continuity Defect (LOC) between two MEPs in an MEG. On the other side, 
proactive connectivity verification function is used for detection an unexpected 
connectivity defect between two MEGs and also an unexpected connectivity within the 
MEG with an unexpected MEP [29][30].
!! When there is a bi-directional point to point transport path, a MEP is enabled 
to generate proactive CC-V OAM packets with a configured transmission rate, it also 
expects to receive pro-active CC-V OAM packets from its peer MEP at the same 
transmission rate as a common SLA applies to all components of the transmission 
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path. On the other hand, in a unidirectional transport path, only a source MEP is 
enabled to generate CC-V OAM packets and only the sink MEP is configured to expect 
these packets at the configured rate. Furthermore, not only MIPs but also intermediate 
nodes do not support MPLS-TP OAM and are transparent to the proactive CC-V 
information and forward these proactive CC-V OAM packets as regular data packets. 
Applications that use proactive CC-V are fault management, protection switching and 
performance monitoring [29].
!! Proactive monitoring is possible to identify different defects with CC-V. Some 
of the defects are:

๏ Loss of continuity defect. The loss detection of continuity (LOC) defect 
by a sink MEP when it fails to receive proactive CC-V OAM packets 
from the peer MEP.

๏ Mis-connectivity defect. A sink MEP identifies a mis-connectivity defect 
when a proactive CC-V OAM packet is received, with its peer source 
MEP when the received packet carries an incorrect globally source 
MEP identifier.

๏ Period misconfiguration defect. If proactive CC-V packets are received 
with a correct unique source MEP identifier but with a transmission 
period different that the locally configured reception period, then a CV 
period misconfiguration defect is detected.

!! The other function is called on-demand monitoring and is initiated manually 
and for a limited amount of time usually for operations like diagnosis for investigation a 
defect condition. Fault management functions are performed by network management, 
which may invoke periodic on-demand bursts of on-demand CV packets. Another use 
of on-demand CV is to detect and locate a problem of connectivity when a problem is 
suspected  or based on other tools. However it is based upon generation of on-
demand CV packets that should uniquely identify the MEG that is being checked. On-
demand CV can be used to check either an entire MEG or between MEP to a specific 
MIP. This function may not be available for bidirectional paths as the MIP may not have 
a return to the source MEP for the on-demand CV transaction [29][30]. 
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3.5 MPLS-TP Control Plane

!! The MPLS-TP uses the Control Plane (CP) protocols for LSPs and PWs. It 
provides the following functions which are signaling, routing, Traffic Engineering (TE) 
and constraint-based path computation. Basically, a dynamic control plane is not 
required in an MPLS-TP because the same procedures are done by the management 
plane. Some requirements for control plane are [31][32]:

๏ The MPLS-TP control plane must be able to be operated independent of 
any particular client or server layer control plane.

๏ The MPLS-TP control plane should support control plane topology and 
data plane topology independence. In case of failure of the control 
plane, it does not affect any failure of the data plane.

๏ It should support the configuration and modification of OAM 
maintenance points as well as the activation and deactivation of OAM 
when the transport path or transport service is established or modified.

๏ It should support a large number of transport paths, for example node 
and links.

๏ Finally, it should support establishing all the connectivity patterns 
defined for the MPLS-TP data plane (unidirectional P2P, associated 
bidirectional P2P, co-routed bidirectional P2P, unidirectional P2MP) 
including configuration of protection functions and any associated 
maintenance functions.

!! MPLS-TP control plane is based on existing MPLS and PW control plane 
protocols. It requires that any signaling be capable of being carried over an out of band 
signaling network or a signaling control channel. Furthermore, the control planes for 
LSPs and PWs may be used independently and can be employed with out one each 
other. For this reason there are four scenarios which are [31]:

๏ A control plane is used for both LSPs and PWs.

๏ No control plane is employed.

๏ A control plane is used for LSPs but not for PWs.

๏ A control plane is used for PWs but not for LSPs.
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!! For this reason, when client services are provided directly via LSPs, all 
requirements must be satisfied by the LSP control plane. On the other hand, when 
client services are provided via PWs, the PW and LSP control planes operate in 
combination and some functions are satisfied by PW control plane and some others by 
LSP control plane. Below in figure 3-36, is provided the relationship  between the 
MPLS-TP control plane, forwarding plane, management plane and OAM for point to 
point MPLS-TP LSPs or PWs [31]. In this example, the NMS may be centralized or 
distributed but the control plane is distributed. Also the control plane may be 
transported over the server layer, an LSP or a G-ACh [31]. The control plane in this 
example is responsible for end to end, segment LSPs and PWs setup  and 
modification, defines and determines primary and backup  paths and finally configures 
the OAM function along the path. The role of OAM is to monitor and drive switches 
between primary and backup paths for path segments and end to end paths [31][33].
!!

Figure 3-36. MPLS-TP Control Plane Architecture Context [31].

"" Finally, figure 3-37 below presents functions that are supported and not 
supported by the management plane, the control plane and OAM. Some of the 
functions like LSP setup, enabling OAM, protection commands and alarm setup  are 
supported only from management plane and control plane [33].
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Figure 3-37. Different supported functions between Management plane, Control plane and 
OAM [33].
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Chapter 4 

Applying MPLS-TP in Opmigua Network 

!! Some issues are derived, as it concerns GST and SM packets, when the 
MPLS-TP protocol is included in Opmigua network. Some of them are:

   
๏ Identification of GST and SM Packets.

๏ The compatibility of GST packets with MPLS-TP.

๏ A proposal of network scenario and how to configure GST and SM 
packets and paths into the Opmigua network.

๏ Protection scenarios of GST and SM paths into the Opmigua network.

๏ Scalability and compatibility of Opmigua network based on MPLS-TP 
with other networks. 
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4.1 Identification of GST and SM packets 

!! As it was mentioned in the previous chapters, in Opmigua, the nodes transmit 
circuit and packet switched data on orthogonal polarization states on the same 
wavelength in a polarization and time division multiplexed (PoITDM) scheme. Packets 
are identified as SM and GST inside the node. Each node is consisted of some 
elements which are the Packet Separator (PS), Optical Packet Switch (OPS), Optical 
Cross Connect (OXC) and  Packet Combiner (PC). Polarization Beam Splitters (PBSs) 
separate in a physical way the SM from GST packets at the input interface. A Packet 
Separator (PS) detects the QoS of incoming packets for each input wavelength and 
forwards the SM packets to OPS module and the GST packets to OXC module which 
have more priority that SM packets [6].
!! The integration of MPLS-TP protocol in the Opmigua network requires some 
functions for identification of GST and SM packets when are crossed between several 
nodes. The differentiation of SM packets from GST packets is that the former based on 
router forwarding table lookup  and the MPLS label header, and the latter on the input 
interface which is known the destination output interface for each packet. 
!! As it concerns the SM packets, are inserted by an Opmigua ingress node and 
follow a path to Optical Packet Switch (OPS) which are queued and statistically 
multiplexed. The OPS follows a traditional way for forwarding packets which is 
achieved by forwarding table lookup to find the next hop. With the integration of MPLS-
TP protocol these routers are Label Switched Routers (LSRs) and assign a label with 
local significance to each packet that passes. More analytically, for the MPLS-TP label 
header is used the same header as the MPLS protocol uses, and is inserted between 
data-link layer 2 header and network layer 3 header. In figure 4-1, is presented the 
procedure of the LSR which takes the incoming packets, examine the network header 
to find the destination address, run through the forwarding table to do the longest and 
best match and finally, to forward the packet to the outgoing interface. Before the LSR 
sends the packet to the outgoing interface, an MPLS shim header is inserted between 
layer 2 and layer 3 header which includes the label value and is referred to the LSP 
between this and the next node.
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Figure 4-1. Example of LSRs table lookup and MPLS label assignment to each outgoing 
SM packets.

!! On the other hand, GST packets follow circuits which are wavelength paths of 
a WRON through the network. GST packets need absolute priority and this means that 
packets have no jitter and are not subject of contention. However, a path is possible to 
support more than one wavelength. Many nodes sharing a wavelength path, are 
allocated time-slots according to their bandwidth needs. Best effort traffic still accesses 
unused bandwidth in a statistical multiplexed way, enabling high bandwidth utilization. 
Next example below, provides (figure 4-2) one link supports wavelengths K1, K2 and 
K3 between nodes.
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Figure 4-2. GST packets follow a path with three wavelengths K1,K2 and K3 with a small 
fixed delay.

!! In the previous example, GST packets follow a circuit switch path through the 
OXC network, from ingress to egress node, which is consisted of three wavelengths 
K1,K2 and K3 and there is a small fixed delay between each node. The reason that 
this delay is added, is that SM packets follow a path through the OPS network for 
further examination.
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4.2 Compatibility of GST packets with MPLS-TP

!! As it was mentioned in the previous section, GST packets follow a circuit 
switch path inside a network. For this reason, the input interface knows where the 
packet is destined for (from the destination IP address) and is not examined by each 
node to find the next hop. 
!! There are two proposals for being compatible a GST packet with MPLS-TP 
protocol in Opmigua network. Both of them use the Internet Protocol version 6 (IPv6). 
The first one uses an extension header which is the Destination Options header (DOH) 
and the second, the MPLS-TP shim header as an extension header. For achievement 
of these proposals, GST packets should take at the ingress node of the Opmigua 
network a label with global significance value until to reach the destination. 
!! As it concerns the fist and the second proposal, a GST packet could be 
compatible with the MPLS-TP protocol when the Internet Protocol Version 6 (IPv6) is 
used. In IPv6, the new concept of extension headers is introduced. These headers 
take the place of many of the predefined IPv4 options. Options, allow the IPv6 
datagram to be supplemented with arbitrary sets of information that are not defined in 
the regular extension headers. They provide maximum flexibility, allowing the basic 
IPv6 protocol to be extended in ways the designers never anticipated, with the goal of 
reducing the chances of the protocol becoming obsolete [34]. Optional headers can be 
placed between the IPv6 header and the upper layer header in a packet. It is possible 
an IPv6 packet to carry zero, one or more extension headers. Figure 4-3 presents an 
IPv6 packet with only one extension header.

Figure 4-3. Example of one IPv6 extension header [34]. 
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! One exception, is that extension headers are not examined or processed by 
any node along a packet's delivery path, until the packet reaches the destination node. 
There are two types of extension headers which are the hop  by hop  options header 
and Destination Options Header (DOH) [34]. For the first proposal, it is used the 
Destination options header which can be contained options that are intended only to 
the destination node and is not examined by other nodes. Figure 4-4 presents how a 
label with global significance value is inserted inside the destination options header of 
IPv6 packet. The destination options header is consisted of three fields which are next 
header (8bits), header length (8bits) and options with variable length. Next header field 
identifies the type of header which is followed by the destination options header and it 
uses the same values as the IPv4 protocol field. Header length field presents the 
length of the destination options header in 8-octet units. Last field the options contains 
more than one TLV-encoded options [34]. The global significance label value uses one 
bit and could be inserted from the ingress node and to remain unchanged with a 
unique value until to reach the destination node. 

Figure 4-4. Example of  global significance label  into the destination options header of 
IPv6 packet. 
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! Second proposal, for the compatibility of GST packets with MPLS-TP protocol 
as it concerns the IPv6 packet header is that the extension header that is used could 
be possible be an MPLS-TP shim header. Figure 4-5 presents the fields of MPLS-TP 
shim header but the label field has also global significance and it remains the same 
until to reach the destination node.  

Figure 4-5. A  global significance label  into MPLS-TP shim header of IPv6 packet.

! For implementation of these proposals that are refereed above, network 
engineers should also count different consequences. For example, the Opmigua 
network could be inter-connected with network providers which is unknown or known 
the topology of their networks and use compatible or incompatible framing 
technologies (leased lines, MPLS). It could be also inter-connected one Opmigua 
network with another Opmigua via a third Opmigua network. Its provider uses its own 
framing techniques and for this reason the best solution for compatibility problems is 
the tunnel technique. With tunneling, core network which could be another provider or 
Opmigua network, encapsulates all the traffic into providerʼs frame and adds an extra 
header. As a result of this, protocols like MPLS-TP and network protocols (IPv4 - option 
fields, IPv6 extra headers) are transparent to core networks. MPLS-TP protocol 
supports this tunnel techniques and is used by many network providers these days. 
More analysis about tunnel framing technique in Opmigua networks is provided in 4.5 
section.
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4.3 GST and SM paths Configuration into Opmigua

!! In this section are presented seven different network schemes into an 
Opmigua network and the way how SM and GST packets and paths are configured. 
The seven different schemes are:

๏ One input interface in ingress Opmigua node with low and high priority 
(tagged as SM and GST respectively) packets together. Here, the GST 
packets have the same destination IP address and take the same global 
significance label.

๏ One input interface in ingress Opmigua node with also low and high 
priority (tagged as SM and GST respectively) packets together. The 
difference from the previous is here GST packets have different IP 
destination addresses and the result is different global significance 
labels per packet.

๏ Two input interfaces in ingress Opmigua node. One interface with high 
priority packets which are tagged as GST packets (same or different IP 
destination address) and one interface with low priority packets (tagged 
SM packets).

๏ Two input interfaces in ingress Opmigua node. Both interfaces only with 
high priority packets which are tagged as GST packets (same or 
different IP destination address).

๏ One input interface in ingress Opmigua node which receives only 
packets with low priority (like SM packets) follows GST paths when 
there are not any GST packets which need high priority. 

๏ Two input interfaces in ingress Opmigua node. One interface receives 
low priority packets and are tagged as GST low priority packets and a 
second input interface with few high priority packets (tagged as normal 
GST packets). Both of them follow GST paths. 

๏ Two input interfaces in ingress Opmigua node. One interface receives 
high priority packets (tagged as GST packets) and always follow GST 
paths and a second input interface, which receives low priority packets 
and are tagged as SM packets or low priority GST packets following a 
SM and GST paths respectively.
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!
!! The main issue in this part is how the configuration of GST and SM paths 
could be established and how the GST and SM packets travel between nodes until to 
reach the destination node. Figure 4-6 provides an Opmigua network into domainA and 
presents how the GST and SM packets travel into the internal domain. A wavelength 
channel from one node to the next contains wavelength-routed circuit switched packets 
(GST). 

Figure 4-6. Internal Opmigua network (domain A).

!! The management of this network could be based on MPLS-TP management 
which support multi-layered distributed management systems. The lowest layer of this 
organization model includes the MPLS-TP network nodes which are node A1 to node 
A9. The management support is provided by the Management Application Function 
(MAF) within the nodes and the Operations System (OS). The MAF at each node can 
include managers only, agents only, or both managers and agents [18]. Management 
communication between these nodes into domain A is achieved via the Message 
Communication Function (MCF). Network operator has access to the MPLS-TP 
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transport network via a Local Craft Terminal (LCT) which is attached to one of these 
network nodes. Each node in domain A is consisted of two networks, an Optical Packet 
Switched (OPS) network and an Optical Cross Connect (OXC) network. For better 
management of this domain, there is a partition of management network into two 
subnetworks. The Optical Packet Switched (OPS) network is managed by MPLS-TP 
management subnetwork and the Optical Cross Connect (OXC) network is managed 
by an OTN management subnetwork. Each subnetwork is separable from the 
management of the other technology specific networks and operates independently of 
any particular server of client layer management plane [18]. Furthermore, the Message 
Communication Function (MCF) of an MPLS-TP node initiates, terminates, routes and 
process management messages over Communication Channels (CChs) or via external 
interface.
!! MPLS-TP nodes into domain A, communicate via the Data Communication 
Network (DCN). Data Communication Network (DCN) is the common term for the 
network used to transport Management and Signaling information between nodes [18]. 
The MPLS-TP network can be managed not only by Management Plane (MP) but also 
by Control Plane (CP) protocols. Management via Control Plane is not mandatory 
requirement in MPLS-TP but is used by many network operators for Label Switching 
Path (LSP) recovery and network configuration. Many times, operators use 
Management Plane (MP) to have a full control of the network resources during the 
LSPs setup  phase and then allow the network to be automatically maintained by the 
Control Plane.
!! When packets arrive to the ingress Opmigua node, it checks each packet to 
identify if it has high or low priority. This is achieved by the configuration management 
into the ingress node and sends high priority packets to OXC network and low priority 
packets to OPS network.  
!! As it concerns the first scheme (figure 4-7), the Opmigua ingress node (LSR 
A6) tags high priority packets as GST and low priority packets as SM packets due to 
their class of service (CoS) and send them to the egress node which is LSR A8. Here, 
the GST packets are supposed to have the same destination IP address and SN 
packets are inserted into the wavelength channel with different SOP and lower class of 
service level. There are some intermediate nodes which are LSR A4 and LSR A1. 
Each Label Switched Path (LSP) takes an MPLS label value like the path between 
LSR A6 and LSR A4 has the label value 10, path between LSR A4 and LSR A1 label 
value 7 and path between LSR A1 and LSR A8 label value 4. All of these labels have a 
local significance and are assigned by LSRs to SM packets only to find the next path 
until to reach the LSR A8 which takes the label out from the SM packets. 
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Figure 4-7. GST and SM packets traversing from LSR A6 to LSR A8 inside the domain A. 
GST packets have the same destination IP address and the are tagged with the same 
global significance label (3) inside the Opmigua network.

!! Figure 4-8 below, presents the procedure of the GST packets and SM that 
follow between LSR A6 and LSR A4. Ingress path is consisted of one wavelength (K1) 
channel and carries GST packets with a global significance label with value “3” inside 
the network protocol header. This label remains the same until the GST packet to 
reach the destination node. As it is refereed above, all of the GST packets have the 
same destination IP address and for this reason the global significance label remains 
entirely the same. When  LSR A6 detects a high priority packet, which is marked by an 
optical label as GST packet, a low priority packet (tagged SM packet) is added with an 
MPLS-TP header and takes a local significance label with value “10”. A Polarization 
Beam Combiner (PBC) at the output of node 1 ensures that GST and SM packets are 
launched on orthogonal polarization states, denoted by SOP1 and SOP2, respectively. 
Until the SM packet to be added in the path, there is a small fixed delay as it concerns 
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the GST packets. SM and GST packets are inserted with different time slots into the 
wavelength channel. Furthermore, packets are forwarded to the next node which is 
LSR A4 and SM packets follows the OPS network while the GST packets go directly to 
OXC network. In OPS network, LSR A4 drops SM packets and take the local 
significance label off. Then It adds another new SM packets in the GST channel with a 
new local significance label with value “7”.

Figure 4-8.  GST and SM packet analysis and paths from LSR A6 to LSR A4 inside the 
domain A. GST packets have the same global significance label (3) inside the Opmigua 
network.
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"" Further analysis of GST and SM packets from LSR A6 to LSR A8 is depicted 
in figure 4-9 below.  LSR A1 does the same procedures with the previous node (LSR 
A4) and imports a new SM packets with label value “4” into the wavelength channel. 
Finally, the last node which is the LSR A8 drops the SM packets and forward the 
procedure of GST packets to the destination address.

Figure 4-9. GST and SM packet analysis and paths from LSR A6 to LSR A8 inside the 
domain A. GST packets have the same global significance label (3) inside the Opmigua 
network.

!! Second scheme that is proposed, is the same with the previous one which is 
presented in figure 4-7, but the only difference is that the input interface creates 
different GST packets which have different IP destination addresses and the result is 
different global significance label per GST packet. Figure 4-10 and 4-11 below 
presents this scenario and all the other procedures remain the same. 
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Figure 4-10. GST and SM packets traversing from LSR A6 to LSR A8 inside the domain A. 
GST packets have different destination IP addresses and the are tagged with different 
global significance labels (3 and 1) inside the Opmigua network.
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Figure 4-11. GST and SM packet analysis and paths from LSR A6 to LSR A8 inside the 
domain A. GST packets have different global significance labels (3 and 1) inside the 
Opmigua network.

!! Another possible scheme is that an Opmigua ingress node (LSR A6) has two 
different input interfaces which receives packets with high priority (which are tagged 
after as GST packets) from one interface and from the another interface receives 
packets with lower priority (tagged as SM packets). High priority packets with the same 
destination IP address, are tagged as GST packets with the same global significance 
label value (figure 4-12a) but it is also possible the ingress node to put different global 
significance label values to packets that are destined to different destination nodes 
(figure 4-12b). Figure 4-12 presents these schemes below.
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Figure 4-12. Opmigua ingress node with two input interfaces (high priority and low 
priority packets).  4-12a is consisted of GST packets that have the same destination IP 
addresses. 4-12b is consisted of GST packets with different destination IP addresses.

"" The previous scheme is analyzed better at the next figures 4-13a and 4-13b  
respectively. Both figures, present the procedure of the high and low priority packets 
from different input interfaces into the Opmigua network.
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Figure 4-13. GST and SM packet analysis and paths from LSR A6 to LSR A8 inside the 
domain A. 63a  two input interfaces with high priority packets but with the same 
destination IP address and low priority packets respectively at the ingress node. 63b two 
input interfaces, high priority packets with different  IP destination addresses and low 
priority packets.
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"" Next scheme that is proposed in this project, is when the Opmigua ingress 
node has also two input interfaces but this time, both of these interfaces receive only 
high priority packets. When the ingress node receives all of these high priority packets 
from both two input interfaces, it tags them as GST packets and for these packets that 
have the same destination IP address puts the same global significance label value. 
For GST packets that are destined to different destination nodes it puts different global 
significance labels. The presentation of this scenario is provided in figure below (4-14a 
and 4-14b respectively).

Figure 4-14. Ingress node LSR A6 connected with two input interfaces which have high 
priority packets only. 4-14a presents GST packets which are sent to the same destination 
node and 4-14b packets are sent to different destination nodes. 

"" In this scheme, all the packets have high priority and this means that the 
Optical Packet Switch (OPS) network is not used . The result is all the packets are 
inserted from the input interfaces of the ingress Opmigua node tagged as GST packets 
and follow the Optical Cross Connect (OXC) network without any delay between 
nodes. Previous schemes use a small fixed delay for the insertion of SM packets into 
the optical path. Figure 4-15a below, presents the procedure of high priority packets 
with the same destination IP address between the ingress and the egress Opmigua 
nodes. The ingress node (LSR A6) detects the high priority packets, which each packet 
has a global significance label with value 3, and send them in a time slot fashion into 
the optical path. However, buffering of GST packets is avoided,  so LSR A6 receives at 
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the same time high priority packets from both input interfaces and the result is small 
delay at the ingress node. At this scenario, only two nodes take part which are the 
ingress and the egress node. 

Figure 4-15.  GST packet analysis and paths from LSR A6 to LSR A8 inside the domain A. 
4-15a  two input interfaces with high priority packets but with the same destination IP 
address.  4-15b two input interfaces, high priority packets with different  IP destination 
addresses.
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"" The same procedure is followed for high priority packets that have different 
destination IP addresses and is illustrated in figure 4-15b above. Here, the ingress 
Opmigua node, tags GST packets with different global significance label for each 
packet.
!! Another scheme that is proposed is when the Opmigua ingress node has only 
one input interface and receives low priority packets only. In the previous schemes, 
packets with low priority are tagged as SM packets but in this scenario packets with 
low priority could be transmitted as GST packets (with lower priority than normal GST 
data traffic) if and only if there are not any high priority packets (GST) into the network. 
This scheme uses the previous Opmigua network into domain A. The ingress Opmigua 
node receives from an input interface only packets with low priority which have the 
same destination IP address. With the State of Polarization (SOP) is detected that 
incoming packets have low priority and no other packets with high priority are existed. 
Then, the ingress node tags them with global significance label with value 3 (figure 
4-16) and send them to the optical wavelength path via Optical Cross Connect (OXC) 
network as GST packets but with low priority.   

Figure 4-16. Incoming low priority packets are tagged as GST packets with global 
significance label with the same destination IP address.
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!! Furthermore, the analysis of the previous scenario is illustrated more 
analytically in figure 4-17 below. Incoming low priority packets are queued to the input 
interface of the  Opmigua ingress node (LSR A6) with First In First Out (FIFO) order, 
bypass all the intermediate nodes following the OXC network, when there are no high 
priority packets, and arrived to the egress node (LSR A8). An advantage of this 
scheme is nodes LSR A4 and LSR A8 do not take part to the packet procedure and 
there is no fixed and processing delay from OPS network because low priority GST 
packets are forwarded directly to OXC network and do not take local significance 
labels to find the next hop until the egress node.

Figure 4-17. Low priority packets are forwarded to OXC network and are tagged as GST 
packets bypassing the OPS network (same destination IP address).

!! The same procedure is followed by incoming low priority packets that have 
different IP destination addresses with the only difference from the previous example is 
that they take different global significance labels as it is provided in figure 4-18 below. 
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Figure 4-18. Low priority packets are forwarded to OXC network and are tagged as GST 
packets bypassing the OPS network (different destination IP addresses).

!! Next scheme, that is proposed in this work is when there are two input 
interfaces connected with the ingress Opmigua node which the first one, receives only 
few, high priority packets, and the second, only low priority packets and all the packets 
follow the OXC network avoiding delays of OPS network (figure 4-19). As it is referred 
in the previous schemes, the distinction between low and high priority packets is done 
by MPLS-TP management plane when the packets are inserted to the ingress node. 
Then, low priority packets are tagged as SM and follow the packet switch network for 
further analysis, and high priority packets are tagged as GST packets and follow circuit 
switch network (OXC). For achievement of this scenario, the configuration 
management that controls the ingress node, identify the high and low priority packets 
and sends first the GST packets via OXC network to the egress node without delay 
and then it forwards the low priority packets as GST low priority packets, to the same 
path (OXC). With this scenario, not only GST high priority packets send with absolute 
no delay (fixed delay) and jitter to the egress node but also GST low priority packets 
are sent without delay which is caused by procedures of the OPS network.   
!! However, for this scheme is used the same example like the previous 
scenarios. High and low priority packets are destined from ingress node LSR A6 to 
egress node LSR A8 (figure 4-20). High priority packets, have the same destination IP 
address and also packets with low priority respectively. 
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Figure 4-19. Two incoming interfaces, one with high priority packets and the other low 
priority packets follow the OXC network. 
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Figure 4-20. GST high and low priority packets are forwarded to OXC network (same 
destination IP address).

"" Last scenario, is when an ingress Opmigua node receives high and low 
priority packets from two input interfaces respectively and aggregate the low priority 
traffic either to different SM paths or to GST path. Figure 4-21 presents the different 
paths that follows the SM packets into the Opmigua network from ingress to egress 
node. GST packets follow circuit switched paths via OXC network from ingress LSR A6 
to egress LSR A8 node. All the GST packets inside the GST path, bypass the 
intermediate nodes which are LSR A4, LSR A1 in a transparent way. The advantage of 
this is the capacity that is utilized into the circuit switch network remains in low level. 
Another advantage of GST path is the delay of the packets is minimized. Because 
nodes LSR A4 and LSR A1 are not used for the examination of GST packets, the 
processing delay is also minimized. Employing time-slots, the granularity of circuit 
switched networks is increased. For this reason, GST packets that do not fill the whole 
capacity of the time-slots, SM packets or low priority GST packets are allowed to be 
added in the remaining capacity. 
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Figure 4-21. Aggregation of low priority packets into GST and SM paths.

"" It is supposed that the optical path that connects the ingress with egress 
Opmigua node (LSR A6, LSR A8) has capacity of 100Gb/s and receives high priority 
packets like voice and video which are not tolerant to any delays. These video on 
demand packets could be come from a broadcast TV operator that wants to send 100 
channel of 5 Mb/s each, which are compressed (MPEG2) via OXC network. The 
capacity that the optical path carries for these 100 channels is 0.05% of the total. This 
means that it is possible to send low priority packets to the same path until the capacity 
is increased and reach some appropriate level. The result is that some SM packets are 
processed to the Opmigua network and not only follow the Packet Switched Network 
but also when the utilization capacity of the OXC network is low, they follow the GST 
path. SM packets are allowed to be scheduled only when: i) there is unused space 
(capacity) in a time-slot allocated to a GST path and ii) there are time-slots that are not 
allocated.
!! Figure 4-22 below, presents the procedure of high, low and lowest priority 
packets inside the Opmigua ingress node. When the ingress node receives packets, 
with different priorities, from two different input interfaces, fist the packets are 
shortened into FIFO queue of each input interface. The aggregation is done by MPLS-
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TP configuration management inside the node A6. It identifies the SM class and divides 
it into several sub  classes with different priorities and finally creates different LSPs 
based on these classes which forwards the SM packets. Each of these packets are 
distributed either to OPS or to OXC network which are shortened in a time-slot fashion 
at the output interface of Opmigua ingress node. The procedure remains the same, as 
it concerns the global significance labels of GST packets. The ingress Opmigua node 
is also responsible before to forward any high priority packet to do a lookup  into the 
network header of the packet and to add an extra header which are the MPLS-TP or 
destination options header (with a global significance label value which remain the 
same) when the Internet Protocol v6 is used. 
!! Low and lowest priority packets are possible to be proceed by OPS and OXC 
if the capacity of the GST path is low and if there are free time-slots between each 
GST packet in the path. For these reasons, sometimes are tagged with global 
significance label if are destined to the egress node bypassing the intermediate nodes 
and follow the GST path. However, it is possible these packets to have as a 
destination, intermediate nodes into the Opmigua network, like LSR A7 or LSR A8 
(figure 4-21), and to follow SM paths taking MPLS-TP local significance label for each 
LSP into domain A.

Figure 4-22. Distribution of SM, high and low priority GST packets into the ingress 
Opmigua node.
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"" Moreover, low priority traffic (SM packets) is possible to be aggregated into 
two different SM paths (figure 4-21) which are, first from A6, A4, A1 and A8 nodes and 
second the path via node A5, A3, A8, A2, A9 and A8 via OPS network.
!! As it concerns the monitoring of the packets into the Opmigua network is 
achieved by MPLS-TP performance management in each node. The only packets that 
can be monitored are the low priority packets - SM packets because they follow the 
OPS network which is applicable the MPLS-TP management. GST packets can not be 
monitored because they follow optical paths via the OXC network. Performance 
management of SM packets can be achieved in two ways. The first is the 
measurement of performance data on-demand and the second is with proactively 
measurement [18]. 
!! On-demand measurement, provides the operator of this network to do a 
performance measurement for maintenance purpose such as diagnosis. This method 
is used in a specific LSP service instances and is for a limited time. On the other hand, 
the proactively measurement is used continuously over the time after the path is 
configured, with periodicity and storage information [18]. The data that are collected 
from this measurement are used for verifying the performance of the service. This 
method overwhelms both the process of collecting performance data at a node and the 
process of reporting this information to the Operations System (OS). 

Chapter 4 - Applying MPLS-TP in Opmigua Network        MSc Thesis Christos 
Katsavos

97



4.4 Protection scenarios for SM and GST paths 

!! In this section are represented two MPLS-TP protection scenarios based on 
the previous Opmigua network domain. The first is called Facility Bypass and the 
second restoration using detours (sub-optimal and optimized) [36].

4.4.1 Facility bypass protection 

!! As it concerns the facility bypass protection scenario, it emulates conventional 
optical ring failure recovery and protects failure of link into the network sending all the 
traffic to another redundant link path to the merge point. For example, in figure 4-23 
below is represented the domain A of Opmigua network. The path that is used to send 
SM and GST packets from ingress to egress Opmigua node is consisted of two 
intermediate nodes which are the LSR A4 and LSR A1. A facility bypass path which is 
between LSR A4, LSR A3, LSR A8 and LSR A2 is established to protect the link 
between LSR A4 and LSR A1 (figure 4-23a). When this link goes down (figure 4-23b), 
all SM and GST packets follow the facility bypass protection link and for better 
scalability this techniques requires two label stack to redirect the LSP around the 
failure.
"" MPLS-TP facility bypass uses some labels which are presented in figure 
4-23a and 4-24b. These labels are only used by SM packets and not by GST packets. 
Furthermore, It is considered that the SM path from ingress to egress Opmigua node, 
is divided into three LSPs. The first one is the LSP between LSR A6 and LSR A4, the 
second between LSR A4 and LSR A7 and the last LSP is between LSR A1 and LSR 
A8. Each LSP takes one label (figure 4-24a) for example “A8(A4)/0” between LSR A6 
and LSR A4 which means that with “A8” the destination is the LSR A8, “(A4)” uses 
label that is provided by LSR A4 and finally “/0” means that the Sbit is 0 and this label 
is not bottom of stack [36]. 
!! On the other hand, when the LSP between LSR A4 and LSR A1 fails, the 
recover path which is consisted of LSR A4, LSR A3,LSR A2 and LSR A1 takes part 
and uses another label on the top  of the label stack as it is provided in figure 4-24b. 
This label takes part only in redundancy path until to reach the LSR A1 which is 
connected with broken and redundancy path. However, it has the shape of “A1/(A3)/0” 
which means that the destination LSR is the A1 and it takes the label that is provided 
by LSR A3 and the Sbit remains 0. 
!! However, as it concerns GST packets, they use the facility bypass protection 
taking the redundancy path when the link between LSR A4 and LSR A1 is down but 
bypassing all the intermediate nodes until to reach the egress node which is the LSR 
A8.
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Figure 4-23. Facility bypass protection scenario in Opmigua network (4-23a initial state, 
4-23b failure state). 

4.4.2 Restoration using detours protection 

!! Detour protection is the other technique which could be used in this network 
and generally is optimized on conventional optical ring and facility bypass failure 
recovery. It requires one label stack to redirect the LSP around the failure. However 
one detour per LSP is required for each working LSP and the detour LSP can be used 
to protect the failure of any link in the ring [36]. Figure 4-24a and 4-24b  presents the 
initial state and the failure state respectively for unidirectional LSP. In figure 4-24a, LSR 
A1 and LSR A4 have an entry point to repair path. On the other side, when there is a 
failure between LSR A1 and LSR A8, all the SM and GST traffic is forwarded by the 
repair path (figure 4-24b) from LSR A1, LSR A4, LSR A3, LSR A2 to reach finally the 
egress node which is LSR A8. Because the repair path has as a final destination the 
egress node, it does not use a label stack but only one label as it is provided in figure 
4-24b (purple label).
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Figure 4-24. Analysis of detour protection of initial state (4-24a) and failure state (4-24b).
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4.5 Scalability of Opmigua network with MPLS-TP 

!! In this section is presented how an Opmigua network could be interconnected 
with other networks or domains with different technologies and characteristics and the 
way how to transfer GST and SM packets in cooperation with MPLS-TP protocol via 
these networks. 
!! Below, in figure 4-25 is provided a network with three different domains 
(domain 1 - Opmigua network 1, domain 2 - providerʼs network and domain 3 - 
Opmigua network 2). When packets are imported by ingress node to the Opmigua 
network 1 with destination Opmigua network 2 are transmitted via providerʼs network. 
Providerʼs network may or may not use the same framing techniques like Opmigua 
networks and different technologies could be incompatible. For this reason, there is a 
need for all packets to remain unchanged and to bypass providerʼs network in a 
transparent way.

Figure 4-25. Network topology with three different domains (via providerʼs network).

!!
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!! A solution to these problems is the tunnel mode into providerʼs network. 
Providers use techniques like MPLS-TP tunnel mode or other like IP based on Virtual 
Private Network (VPN) (figure 4-26). As it concerns the MPLS-TP tunnel mode, it is 
possible to implement a tunnel as LSP and use label switching than network layer 
encapsulation to cause packets travel through the tunnel.

Figure 4-26. Example of tunnel techniques into providerʼs network.

!! It is supposed that providerʼs network uses MPLS-TP tunneling and is 
consisted of two Provider Edges, which are the ingress PE1 and the egress PE2, and 
from Provider routers (P) which are LSP1, LSP2, LSP3, LSP4. The procedure is set of 
packets sent through the LSP tunnel constitutes a FEC and its LSR in the tunnel must 
assign a label to that FEC. To put a packet into the tunnel, the transmit endpoint 
pushes a label for the tunnel onto the label stack and sends the labeled packet to the 
next hop  in the tunnel. However, an LSR swaps only the top  label stack. The egress 
LSR continues label disposition in the stack until it finds that the value of the S bit is set 
to 1 which denotes a bottom of the label stack (figure 4-27). After this procedure, the 
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egress LSR performs a route lookup  depending on the information in the IP Layer 3 
header and forwards each packet toward the destination.

Figure 4-27. Hierarchy of MPLS-TP shim headers (Label Stacking) [22].
!

!

!! More analytically, in figure 4-28 is illustrated how the PE1 is connected to PE2. 
Packets are forwarded via LSP paths with labels 9, 12, 15, 10 respectively. The LSP 
with label 9 connects the PE1 with the LSR1, LSP with label 12, the LSR1 with LSR2, 
LSP with label 15, the LSR2 with LSR3 and finally, LSP with label 10 connects the 
LSR3 with PE2. The traffic that is coming from Opmigua network 1 is encapsulated into 
a tunnel inside the providerʼs network with final destination the Opmigua network 2.
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Figure 4-28. MPLS-TP Tunnel analysis into providerʼs network.

!! The incoming high priority packets when are inserted to the providerʼs network 
and more specifically to the input interface of PE1, carry also with them an MPLS-TP 
label which has global significance value. This MPLS-TP label, as it is mentioned in the 
previous section, could be placed in an extra header, if the IPv6 is used. 
!! Figure 4-29 below, presents the procedure of a GST packet that is inserted 
into the MPLS-TP tunnel providerʼs network and how the label stack hierarchy is used. 
At the beginning, the egress node of Opmigua network 1 sends a GST packet via link 
layer (Ethernet) to the Provider Edge Router 1. At this point, the PE1 pushes one new 
label on the top  of the label stack which is the LSP between PE1 and LSR1 with value 
9. From LSR1 to LSR2 the packet is forwarding using this operation: the packetʼs label 
stack (with value 9) is replaced with a new label which has value 12. The same 
operation is used for the LSP between LSR2 and LSR3 which is replaced the previous 
label stack with a new with value 15. Furthermore, in the label stack hierarchy, the 
label with value 15 is replaced with a new label (10) and finally, PE2 pops label with 
value 10 and the GST packet is going out from the MPLS-TP tunnel. This is a 
decapsulation procedure and because this label is the last on the label stack, which is 
denoted by the S bit which is set, the GST packet leaves the MPLS-TP tunnel. 
However, the PE2 must have routing information for the packetʼs payload to be 
capable to forward to the destination address. During this procedure, the GST packet 
remains unchanged and bypass the providerʼs MPLS-TP tunnel in a transparent mode. 
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The most interesting here is that the MPLS global significance label does is not taken 
by any procedure into the providerʼs tunnel. So it is also transparent.

Figure 4-29. Procedure of GST packets into providerʼs MPLS-TP tunnel.

!! Another way for forwarding packets from one Opmigua network to another via 
providerʼs network is the usage of Pseudo Wires (PWs). A Pseudo Wire (PW) entity is 
an emulation of layer 2 point to point connection oriented service over a packet 
switched network. It emulates the operation of a transparent wire carrying service such 
as MPLS and IP protocol over a packet switched network. As it concerns the PW 
header is provided in figure 4-30 below. It is consisted of four fields which are flags, 
fragmenting of the PW payload, length and sequence number. When the PSN path 
between the PEs includes an Ethernet segment, the PW packet arriving at the CE-
bound PE from the PSN may include padding appended by the Ethernet Data Link 
Layer. The CE-bound PE uses the length field to determine the size of the padding 
added by the PSN, and extract the PW payload from the PW packet [35].

Figure 4-30. PW header MPLS-TP Control World [35].
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!! However, there is another PW header which is called PW associated header 
(figure 4-31) and is used when an associated channel is required. Associated channel 
is a channel that is multiplexed in the PW with user traffic, and thus follows the same 
path through the PSN as user traffic [35]. It is consisted of four fields which are Version 
(version number of PWAC), reserved and channel type. The last field has four bits that 
is used to be distinguished the packet from an IP and PW data packet. 

Figure 4-31. PW associated channel header [35].

!! An example that is provided below in figure 4-32 is an MPLS-TP single 
segment pseudo wire that connects the edge nodes from Opmigua network 1 and 2. 
This enables the clients to communicate directly via a virtual wire over a packet 
switched network (PSN). In this occasion, an MPLS-TP tunnel is established between 
Provider Edge nodes of providerʼs network to provide a data path for this pseudo wire. 
When packets are inserted from the incoming interface of ingress Opmigua node, are 
encapsulated in a pseudo wire Protocol Data Unit (PW-PDU) with a PW header in 
front. Then, all packets are carried across the underlying network via the MPLS-TP 
tunnel which the MPLS-TP tunnel header is inserted in front of the PW header. Next 
procedure of the packets inside the providerʼs network is the same as in figure 4-29 
until the packets leave the MPLS-TP providerʼs tunnel. Ingress node of Opmigua 
network 2 is responsible to make the decapsulation of the PW-PDU and send the 
packet to the final destination. As it concerns the PW traffic, it is invisible inside the 
providerʼs network and as a result packets remain unchanged.
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Figure 4-32. Example of Point to point Pseudo Wire between Opmigua network 1 and 2 via 
Providerʼs network.

!! Concerning these two schemes, the MPLS-TP tunnel mode inside the 
providerʼs network and point to point Pseudo Wire (PW) between Opmigua network 1 
and Opmigua network 2, GST packets may have faced some delay. The reason for this 
propagation delay is the encapsulation of these high priority packets into MPLS-TP 
headers, as it concerns providerʼs tunnel. On the other hand, with Pseudo Wires 
(PWs), high priority packets take more time to reach the destination because are 
encapsulated into PW headers and MPLS-TP tunnel headers until to reach the final 
destination. Another problem is that high priority packets wait for forwarding procedure 
at the egress node of Opmigua network with result to create queues until to reach the 
providerʼs edge node for further forwarding procedure. However, it is possible GST 
packets to be tolerant to these delays.
!! For solving these problems, packets with high priority which are not tolerant to 
these delays should follow circuit switched paths and pure wavelengths into a fiber. In 
this way, there is not packet delay variation until to reach the destination node.
!!
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!! More techniques that are used by providerʼs network are Virtual Leased Lines 
(VLL), Virtual Private Routed Networks (VPRN) and Layer 2 Provider Provisioned VPN 
(L2PPVPN)/ MPLS [22]. As it concerns the Virtual Leased Lines (VLL), the data link 
layer type is used to connect the Opmigua network 1 egress node to the providerʼs 
ingress node can be any data link layer like Ethernet. On the other hand, Virtual 
Private Routed Networks (VPRN) inside the providerʼs network use a mesh of IP 
tunnels between ingress and egress node with VPN specific routing tables. Another 
technique that provider uses is the L2PPVPN/MPLS in which are provided pseudo wire 
service (Virtual Private Wire Service) or emulated LAN service (Virtual LAN Private 
Service) on providerʼs network [22]. As a result of these techniques, is that all the 
MPLS-TP headers of GST packets remain also transparent inside the providerʼs 
network.
!! An Opmigua network is also possible to connect to another Opmigua network 
via a third Opmigua network. As figure 4-33 presents, the Opmigua network 1 is the 
source and sends packets to the destination which is the Opmigua network 3 via 
network 2. The same MPLS-TP tunneling technique like providerʼs network in the 
previous section could be established also here inside the Opmigua network 2 for 
transferring GST and SM packets.  
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Figure 4-33. Network topology with three different domains (via other Opmigua network).

!! Opmigua network 2 could use label stack hierarchy techniques to encapsulate 
in an MPLS-TP tunnel all the packets coming to ingress node until to reach the egress 
node. This example is presented in figure 4-34 below.  

Figure 4-34. Example of tunnel techniques into Opmigua network.
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Chapter 5 

Summary and Proposals   

!! The issues that have been proposed in this thesis work, as it concerns GST 
and SM packets, when the MPLS-TP protocol is  used by the Opmigua network, are 
the follow:

๏ How to identify GST and SM packets into the Opmigua network using MPLS-TP 
protocol.

๏ The compatibility of GST packets with MPLS-TP protocol.

๏ A network scenario proposal and how the configuration of GST and SM packets 
and paths  is done into the Opmigua network.

๏ Protection scenarios of GST and SM paths.

๏ Scalability and compatibility of Opmigua network based on MPLS-TP with other 
networks.

!! The first issue, describes the differentiation and the identification of SM from 
GST packets into the Opmigua network. As it concerns SM packets are based on 
router forwarding table lookup  and the MPLS-TP label header and  GST packets based 
on the input interface which is known the destination address for each packets 
following circuit switches and bypassing all the intermediate nodes until to reach the 
egress node.
!! Secondly, in this project are proposed two schemes which explain how GST 
packets could be compatible with MPLS-TP protocol. Both of these proposals use the 
extension header of the Internet Protocol v6. The first one, uses the Destination 
Options Header (DOH) which can be contained options (global significance label 
value) that are intended only by the destination node and are not examined by the 
intermediate nodes. The second one, uses as an extension header the MPLS-TP shim 
header for distribution of global significance label value. These extension headers are 
added at the ingress Opmigua node and bypass networks in a transparent way without 
cause any routing faults and are independent of different technologies.
!! Thirdly, a proposal of network scenarios are presented in this work. These 
network scenarios are based on the configuration of SM and GST packets and paths 
into the Opmigua network. 
!! Furthermore, it is proposed the compatibility of two types of MPLS-TP 
protection scenarios for GST and SM paths into the Opmigua network. The first one is 
called facility bypass protection which the scalability techniques that uses, are required 
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two label stack to redirect the LSP around the failure link and secondly is the 
restoration using detours protection. The last technique uses only one label because 
the repair path has as a final destination the egress node of Opmigua network.
!! Finally, it is presented how an Opmigua network could be interconnected with 
other networks or domains with different technologies and characteristics and the way 
how to transfer GST and SM packets in a transparent mode via these networks in 
cooperation with MPLS-TP protocol. 
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Chapter 6

Conclusion and Further work

6.1 Conclusion  

!! This thesis, presents the analysis of the MPLS-TP functionalities in an 
Opmigua network. While MPLS-TP is a new framework, it is explained the way how the 
MPLS-TP protocol is applied for integrated hybrid network, and more specifically, in 
Opmigua network. They have been studied some issues in this thesis. At the beginning 
of this, is provided the background of the MPLS-TP protocol and more specifically, the 
characteristics and requirements which is undergoing the process of standardization. 
Furthermore, It is explained how the MPLS-TP management and the forwarding plane 
work. Some references are also given not only to OAM mechanisms but also to control 
plane that the MPLS-TP uses.
!! The main part of this project is refereed to the combination of MPLS-TP labels 
with Guaranteed Service Traffic (GST) and Statistical Multiplexing (SM) paths. We 
have achieved the cooperation of MPLS-TP protocol with the Opmigua network using 
MPLS-TP labels for setting up  circuit and packet switch paths. Using this method, we 
have proposed a method that each GST packet takes a global significance label value 
until to reach the destination node. On the other side, SM packets take local 
significance labels for each path into an Opmigua network which follow Optical Packet 
Switch (OPS) networks. Another new method that we have proposed for differentiation 
of packets from low to high priority, is when extension headers of Internet Protocol v6, 
either Destination Options Header (DOH) or MPLS-TP as an extension header are 
used. The result is high and low priority packets are differentiated at ingress Opmigua 
network which GST packets take global significance MPLS-TP label following Optical 
Cross Connect (OXC) network and SM packets change per each Label Switched Path 
(LSP) local significance MPLS-TP labels until to reach the destination node. 
!! Finally, two MPLS-TP path protection schemes, facility bypass and restoration 
using detours were combined with Opmigua network to provide failures not only to 
Guaranteed Service Traffic (GST) paths but also to Statistical Multiplexing (SM) paths.
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6.2 Further work  

!! Following the proposals which are described in this thesis, a further work 
could be based on performance analysis, reliability and availability of the Opmigua 
network which MPLS-TP protocol is applied. A performance analysis, employing 
simulation of GST and SM paths between different domains and technologies, could 
be achieved for finding the propagation delay and packet loss into the network. 
Another research work could be the dependability analysis of GST and SM packets, 
depending on loss ratio which carry global and local significance MPLS-TP labels. 
Finally, reliability analysis, for packet aggregation between OPS and OXC networks 
following different paths, could be further studied. 
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