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Abstract

Smectite is a type of clay mineral which, due to its slight negative layer charge and charge
compensating interlayer cations, has the ability to adsorb carbon dioxide. It has a large
adsorption capability and is abundant in caprock which makes it ideal for Carbon Capture
Storage in empty gas and oil fields. CO2 adsorption in smectite is dependent on interlayer
cation, pressure, humidity and temperature and can be measured with X-ray diffraction.

In order to preform such X-ray diffraction measurements at a X-ray home station an ex-
perimental setup had to be designed and created. Giving in-situ control of temperature and
pressure on the clay sample.

The experimental setup presented has the ability of preforming in-situ X-ray diffraction
measurements on clay powder with temperature control between 253 and 400 Kelvin and
pressure control between 0 and at least 40 bars.
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Sammendrag

Smektitt er en type leire som på grunn av sin svakt negative lag-ladning og ladningskom-
penserende kation, har evnen til å adsorbere karbondioksid. Leiren har stor adsorbsjon-
skapasitet og finnes rikelig mengder i takbergarter noe som gjør den ideel for karbonfangst
og lagring i tomme oljereservoar. Adsorbasjon av karbondioksid i smektitt er avhengig av
temperatur, trykk, fuktighet og mellomlags kation og kan undersøkes med røntgendiffrak-
sjon.

For å gjennom føre røntgendiffraksjons forsøk på hjemmelaboratoriet må et eksperimentelt
oppsett utformes. Oppsettet gir in-situ kontroll over både trykk og temperatur til leireprøven.

Det eksperimentelle oppsettet presentert her kan gjøre in-situ røntgendiffraksjons målinger
med temperatur kontroll mellom 253 og 400 Kelvin, og trykkontroll mellom 0 og i det
minste 40 bar.
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Chapter 1
Introduction

1.1 Motivation and Background

1.1.1 Climate Change
On October 8th 2018 The Special Report on Global Warming of 1.5 ◦C(SR15) was re-
leased by the Intergovernmental Panel on Climate Change(IPCC). The report presented
the panels findings on the purported effects of increased global temperature, the mediation
of limiting the increase to 1.5 ◦C, as opposed to 2 ◦C and a way to meet this limited in-
crease of global temperature.

Figure 1.1: Global temperature anomaly relative to the average temperature from 1850 to 1900 with
projected trend. Figure from [4].

According to the IPCC, a body of the United Nations, the global average temperature on
earth has increased 1 ◦C from the Industrial Age until today and at the current rate of cli-
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mate gas emission the temperature is projected to reach 1.5 ◦C sometime between 2030
and 2050 [27]. Projected trend in temperature from Berkley Earth[4] can be seen in figure
1.1. In addition the increased temperature of water and air, this will also cause higher sea
levels and more extreme weather. Which poses an increased risk to ecosystems, human
livelihood, food production, water security and economic growth. SR15 stated that these
effects would be even more severe at an increase of 2 ◦C.

In order to limit the increase in global temperature to 1.5 ◦C it is necessary to reduce
human emissions by 45% from 2010 levels. To achieve this a wide variety of emission cuts
and mitigation measures must be implemented. Transitions in energy, land, infrastructure
and industrial systems are needed to bring about a deep emission cuts. This includes
conversion of pasture land to land for food or energy crops, more energy effective uses
of carbon emitting fuels and a higher dependence on low emission fuels. The report also
stated that emissions can be counteracted through carbon dioxide removal and mitigated
through Carbon Capture and Storage.

Figure 1.2: How the CO2 in the atmosphere has increased over time. Figure courtesy Dr. Pieter
Tans, NOAA/ESRL and Dr. Ralph Keeling, Scripps Institution of Oceanography. Updated figure
first published in 2005 [38].
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1.1.2 Carbon Capture and Storage

Carbon Capture and Storage(CCS) is a process wherein carbon dioxide is separated from
other industrial emissions and captured at industry or energy-related sources for it to be
compressed and stored long term. Currently the potential storage methods most considered
are geological storage, ocean storage and industrial fixation of CO2 in inorganic carbon-
ates [42]. Geological storage of CO2 is mainly done by injection into saline formations at
oil or gas fields at a depth of about 800m. Here the main criteria for trapping would be the
existence of caprock i.e "rock of very low permeability that acts as an upper seal to prevent
fluid flow out of a reservoir" [42]. Most caprock are composed of clay, often illite, kaoli-
nite, chlorite or smectite. With the main trapping mechanisms of structural and residual
trapping[8]. Structural trapping is a continuous column of CO2 trapped under a sealing
caprock. The pressure from the column must be balanced by the capillary entry pressure
from the seal. Residual trapping are disconnected gas bubbles confined in caprock pores.
Inside the caprock the CO2 interacts with the nanopores in the clay and is adsorbed on the
surface [8]. The latter trapping mechanism could also be used to capture carbon dioxide
at land and further study of this adsorption could lead to more effective clay based CCS
technology and hopefully mitigate the upcoming climate crisis.

Even though geological storage of CO2 mainly concerns pumping the gas down into empty
gas and oil fields and saline formations, clay material can also be used in carbon capture
at the point source of pollution at close to ambient conditions, for it to then be buried.
Either way it is a point of interest for further scientific investigation. Clay is ideal for CCS
because of its availability, its environmental friendliness, non-toxicity and has a low level
of greenhouse gas emission during processing. In addition to this it is stable, has low pro-
duction cost and large CO2 storage capacity [30].

In order to better understand the interaction between CO2 and the clay minerals at
subsurface conditions several studies have been done. In connection to this several studies
on smectite has been done at the Laboratory for Soft and Complex Matter Studies at the
Department of Physics at the Norwegian University of Science and Technology(NTNU).
This master thesis is a part of their work with the expressed goal of designing and building
an experimental setup for their home X-ray station.

It has been discovered that smectite is capable of adsorbing and retain large amounts of
CO2[30]. This capability has been shown to be pressure, temperature and interlayer cation
dependent. In order to study this adsorption a setup is designed to be able to preform in-
situ X-ray diffraction experiments at a wide range of temperatures, from 253 K to 423 K,
and exposed to CO2 at a range of pressure conditions.

1.2 Structure of the report

The outline of the report will be as follows. In chapter 2 the basic theory behind clay and
intercalation will be presented. As well as a theoretical background for the experimental
technique and temperature control. Chapter 3 will give a detailed description of the ex-
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perimental equipment and setup, as well as description of three experiments preformed
using said equipment and setup. In chapter 4 the results from the experiments as well as
procedures integral to the accuracy of the measurements will be presented. Followed by
a discussion in chapter 5 of the results and possible further development. Ultimately a
conclusion will be drawn in chapter 6.
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Chapter 2
Theory

In this section a brief introduction to the material in question will be presented. Important
aspects of clay, specifically smectite and fluorohectorite and their interaction with water
and carbon dioxide. A theoretical background for the technique used to examine the ad-
sorption in smectite and the control process for the temperature control.

2.1 Clay

2.1.1 General on clay.
There is no all encompassing definition of clay which is acceptable to all disciplines[19],
it is however necessary to establish a working definition when investigating the properties
of clay and even more when discussing one particular type. For that reason the following
is what is meant by clay minerals in this text.

Clay minerals are in general composed of hydrous phyllosilicates, a silicon oxygen com-
pound, with a sheetlike structure and small particle size. They can also contain significant
amounts of iron, alkali metals, or alkaline earths. These minerals can either be synthetic or
natural[18, 19]. Phyllosilicates, which makes up fine-grained fractions of rocks, sediments
and soil, are categorized by their layer structure, anisotropy of particles, planar, edge and
interlayer surfaces, plasticity and hardening on drying or firing. The internal and external
surfaces can also easily be modified by adsorption, ion exchange and grafting [19].

The phyllosilicates, sheet silicates, are based on two types of layers. The 1:1 layer where
one tetrahedral sheet is bonded to an octahedral sheet, or the 2:1 layer where one octahedral
sheet is sandwiched between two tetrahedral sheets. The tetrahedral sheet consists of an
oxygen atom in each corner of a tetrahedron surrounding a cation. This cation is commonly
either a silicon, aluminum or an iron ion [19, 33]. The tetrahedrons are linked at the three
basal oxygen atoms in the a,b-plane and forms a two dimensional hexagonal sheet in this
plane. For reference the figure 2.1 is the a,c-plane. The last oxygen atom in the apical
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Figure 2.1: Illustration of two smectite 2:1 layer where a octahedral layer is sandwiched between
two tetrahedral layers. Between the layers there are cations and water molecules. Modified figure
originally from [44].

position is shared to form an octahedral sheet where a cation is surrounded by shared
oxygen atoms or an unshared hydroxy group at the corners of an octahedron. The cation
is commonly a Li, Mg, Fe or Al ion[18, 19]. Common types of 1:1 silicate layer clays are
Kaolin and Serpentine. In a 2:1 layer a tetrahedral silicate sheet is oriented in the opposite
direction to the first and attached on the other side of the octahedral sheet [18]. These
layers can be of one single unit layer, as seen in figure 2.1, or stacked with several layers
depending on environmental conditions. The clay layers are either electrically neutral or
have a net negative charge due to isomorphic substitutions[19]. Common types of 2:1
silicate layer clays are pyrophyllite, talc, mica and smectite. Where pyrophyllite and talc
have electricaly neutral layers which are held together by Van der Waals bonding. While
mica and smectite have slightly negative layer charge. This negative layer charge is an
important quality of the 2:1 phylosilicates since it induces occupancy in the interlayer by
exchangeble charge-compensating-cations such as Li+, Na+ and Ni2+[33, 19].

2.1.2 Smectite and Fluorohectorite
Smectite has silicate layers of the 2:1 type, particles of colloidal size, high surface area,
high degree of stacking disorder and a moderate layer charge. It also features consid-
erable interlayer swelling. This happens among other when foreign molecules such as
H2O and CO2 enters the interlayer space between the silicate sheets. This is also called
intercalation[33, 19].
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Since impurities in natural clay may mask some of their physical and chemical properties
synthetic clays are used in there stead. Fluorohectorites (Fh) are synthetic smectites which
are found to be a representative and clean model for natural smectite clays. The nominal
chemical formula per unit cell is:

Mx(Mg6–xLix)Si8O20F4 (2.1)

[33, 21, 30]. Where M represent an interlayer cation, either Na+, Li+or Ni2+. Substitution
of Mg2+ with Li+ in the octahedral sheet gives a negative layer charge. Fluorohectorite,
as a form of smectite, is a 2:1 phyllosilicate with a layer distance of approximately 1nm
[30]. Since Li+ substitutes for Mg2+ in the octahedral sheet sites, it is classified as a tri-
octahedral smectite. Fluorohectorite differentiates itself from hectorite by having fluorine
at the apex of its tetrahedral structure, as opposed to hectorite which has OH groups their
instead. It comes in a range of particle sizes from nanometers up to 10µm [21].

The interlayer cations can be switched with others through cation exchange. This is a
process wherein the cations balancing the negative layer charge are exchanged with other
cations in a solution. This is reversible and there is selectivity of cations. The cation
exchange is implemented by mixing the clay in a salt solution of approximately 0.5-1 M.
for 24 hours. Followed by centrifuge and further suspension in the solution to remove the
remaining surplus of exchangeable cations [21].

2.1.3 Intercalation of Water
The most common molecule clay minerals interacts with is water. This interaction hap-
pens every place there exists naturally occurring moisture. Here we concern ourselves
with the intercalation of H2O molecules in smectite. The swelling, caused by the inter-
calation, is controlled by negative charges of the layers and the interlayer cations. The
repeating distance between the layers, the basal-spacing, is dependent on the amount of
intercalated molecules, and increases during swelling. The basal spacing is also referred to
as the d-spacing. Some amount of water intercalation is energetically more favorable then
others. Therefore certain discrete d-spacings are common and will be denoted in terms
of water layers. xWL, for x = 1, 2 or 3. The distance is mainly dependent on the envi-
ronmental conditions relative humidity and temperature and is in general measured using
X-ray diffraction [33, 19, 23]. Experiments have shown that the clay can be completly
dehydrated by heating at 423K for a couple of minutes or at 343K for several hours under
vacuum. Here the clay ended up with a basal distance of 1.14 nm for NiFh with x = 0.6
in (2.1). [23].

2.1.4 Intercalation of Carbon Dioxide
Intercalation of carbon dioxide in clay is a relatively recent area of scientific study and is
still not well understood [24, 36], yet several studies shows that it is possible to intercalate
and retain CO2 in Smectite [43, 36, 24, 30, 22]. These studies have shown that the in-
tercalation is highly dependent on the interlayer cation, temperature and pressure. Where
the ionic radius of the cation have been found to affect the interlayer separation when it is
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Figure 2.2: Suggestion of how CO2 is intercalated in fluorhectorite. Figures originally from "A
nano-silicate material with exceptional capacity for co2 capture and storage at room temper-ature"
[30] where it was made with the program CrystalMaker®. Figure courtesy of Leide Cavalcanti.

occupied by CO2. Larger radius corresponds with larger separation [30]. The intercalation
is measured among other techniques with X-ray diffraction and volumetric absorption. An
illustration of how CO2 could possibly occupy the interlayer space in smectite can be seen
in figure 2.2.
To describe the sorption kinetics of carbon dioxide adsorption the Arrhenius equation can
be used [23], and is given by

dn

dt
= n0

1

τ
f

(
n

n0

)
(2.2)

Where n is the amount of adsorbed molecules on the surface and 1
τ is the rate constant,

which is dependent on temperature and pressure. n0 is the total number of molecules
available. What type of equation f

(
n
n0

)
is depends on the which type of adsorption

mechanism is acting. For a first order adsorption process, where the adsorbed molecules
statistically occupy one adsorption site, the equation becomes

f

(
n

n0

)
= 1− n

n0
(2.3)

Combining the equations (2.2) and (2.3)

dn

dt
= n0

1

τ

(
1− n

n0

)
(2.4)

n
n0

is proportional to the normalized X-ray intensity(NI). Integrating the equation for
adsorbed molecules becomes

n(t) = n0(1− e−t/τ ) (2.5)
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And the intensity becomes:
NI = 1− e−t/τ (2.6)

2.2 X-rays
X-rays are electromagnetic waves with wavelengths generally between 1 ·10−3 nm and 10
nm [17]. This corresponds to photons with energy between 1240 keV and 124 eV, given
through the numerical relation between energy and wavelength [1]

λ[Å] =
hc

E
=

12.398

photon energy[keV]
(2.7)

Where λ is the wavelength, c is the speed of light and h is plank’s constant. An electromag-
netic wave, when propagating along a direction k has an electric field, E, perpendicular to
the direction and a magnetic field H perpendicular to both k and E [1]. Where the elec-
tric field at point r and at time, t, polarized in the direction of the unit vector ε̂, can be
expressed as

E(r, t) = ε̂E0e
i(k·r−ωt) (2.8)

Here the angular wavenumber k = 2π/λ is the spacial frequency and ω is the temporal
angular frequency of the wave, while E0 is magnitude of the electric field.

This wave can also be described through quantum mechanics, where the wave is quantized
into photons with energy ~ω and momentum ~k, where ~ is the reduced Planck constant
(h/2π). The intensity of the X-ray beam is given by the number of photon passing through
an area per second and is proportional to the square of the electric field[1].

2.2.1 X-ray Generation
X-ray photons can be produced through electron acceleration or excitation. Here we will
focus on the latter. Electrons emitted form a hot filament may be accelerated in a high
voltage potential cathode-anode tube under vacuum. The accelerated electron releases its
kinetic energy upon collision with the anode. Some of this energy is converted to elec-
tromagnetic radiation i the X-ray regime. This happens through two processes. Either by
photoelectric excitation and subsequent emission of photons from the atoms in the anode,
or by electromagnetic interaction with the Coulomb field of the anode[1, 35].

The exited electrons at the anode emit photos with characteristic energies during relax-
ation. For the emitted photons to have energy in the X-ray regime, ionization of the core
level electrons is needed. The most prominent lines in the emission spectrum are from the
energy states L and M to the innermost K state [1, 35]. The peak in intensity from these
transitions, in a X-ray spectrum, are labeled Kα and Kβ respectively. These characteristic
peaks can be seen in figure 2.3 where KαI−II is the large peak and Kβ is the smaller one.

The second way impinging electrons may produce X-rays is through the loss of their ki-
netic energy when interacting with the anodes coulomb field. In this process the electrons
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Figure 2.3: Typical spectrum for a Rhodium-Target X-ray tube at 60 keV. Here the characteristic
peaks for Rh are KαI−II and KβI . The KαI peak has an energy of 20.2161 keV and KαI has of
20.0737 keV, corresponding to to a wavelength of 61.3 pm and 61.8 pm, which are indistinguishable
in the figure and therefor collected to one high line. While the shorter line is for Kβ1 with an energy
of 22723.6 keV corresponding to the wavelength 54.6 pm. Modified figure originally from [31]

kinetic energy is converted into radiation through a series of collisions. Resulting in the
emission of a continuous spectrum, called Bremsstrahlung. This specter has an upper en-
ergy limit equal to the entire kinetic energy of the electron. This is from the cases were the
entire kinetic energy of the electron is converted into one photon. A X-ray spectrum can
be seen in figure 2.3 with two clear peaks and Bremsstralung at the base of the intensity
plot.

X-rays interact with matter either through absorption or scattering [1].

2.2.2 X-ray Absorption
X-rays have the ability to penetrate different materials. This ability is energy and material
dependent. A beam of mono-energetic X-rays with incident intensity I0 will emerge with
an intensity given by:

I(x) = I0 e
−µx (2.9)

after penetrating a material of mass thickness x. µ is the linear attenuation coefficient
for a homogeneous material. This is called Beer-Lambert’s law [1].

2.2.3 Scattering
Classical description of X-ray scattering is that the incident X-ray exert a force on the elec-
tric charge of the target. The electric charge is then accelerated and radiates the scattered
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wave. The scattered wave has the same wavelength, therefore also energy, as the incident
wave. The scattering is therefore elastic. Elastic scattering of photons is also known as
Thompson scattering. Inelastic scattering, also known as Compton scattering, is when the
scattered wave has longer wavelength than the incident wave and therefore lower energy.
In order to explain this a quantum mechanical approach is necessary. Here the photon
has the energy ~ω and momentum ~k and the photon transfers some of its energy to the
interaction electron and is scattered with a longer wavelength [1, 17]. Since the main in-
teraction in X-ray diffraction is elastic scattering the classical approach is used in this case.

The scattering of an electron is given through the differential scattering cross-section[1](
dσ

dΩ

)
=

Isc
Φ0∆Ω

(2.10)

Where the incident beam is given through the flux, Φ0, which is the number of photons
passing through an unit area per second. Isc is the number of scattered photons per sec-
ond recorded at a detector at position R from the electron, and subtends a solid angle
∆Ω. The scattered intensity is proportional to the energy density of the radiated electric
field, |Erad|2. Therefore the number density of the scattered photons is proportional to
|Erad|2/~ω. This times the speed of light, c, and the area of the detector, R2∆Ω, gives the
an expression for the scattered intensity

Isc ∝ c(R2∆Ω)|Erad|2/~ω (2.11)

2.2.4 X-ray Diffraction(XRD)
The scattering of X-ray beams can be described in terms of the phase difference between
incident and scattered wave, as in (2.8), with wavevector k and the scattered wave with
wavevector k’. This difference, called the scattering vector can be seen in figure 2.4 and is
given by:

q = k− k’ (2.12)

Figure 2.4: Relationship between incident wavevector k, scattered wavevector k′ and scattering
vector q

For constructive interference between waves scattered from a sample, the scattering vector
q times the distance, r, needs to be equal to a integer multiple of 2π. More on this later.

Considering the scattering from an atom with Z electrons. Here the electron density is
given by ρ(r) and the scattered wave can the be described according to the atoms form
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factor. The atomic form factor, the measure of the scattering amplitude of a wave from a
single atom, is

f(q) =

∫
ρ(r)eiq·rdr (2.13)

Where the exponential part is the phase factor. The atomic form factor goes to Z, the
number of electrons in the atom, at the limit q → 0 and 0 when q → ∞. All electrons
scatter in phase versus all electrons scatter out of phase.

Scattering from a molecule or a unit cell which is smallest group of repeating atoms in a
crystal, is given in similar terms as the atomic form factor

F (q) =
∑
j

fj(q)eiq·rj (2.14)

This sum is the contribution from the atoms, fj(q), times the phase factor eiq·rj .
Taking this a step further it can be applied to the scattering from a crystal, or any large
arrangement with repeating structure, as:

S(q) =
∑
j

fj(q)eiq·rj
∑
n

eiq·Rn (2.15)

Here the amplitude of the crystal scattering is given by the multiplication of the unit cell
form factor with the sum of the phase factor for every other lattice point, which is the sum
over lattice sites in a crystal or sheets in clay. The structure factor is one of the factors
determining the intensity of the diffracted X-rays.

In crystallography the scattering vector must be a reciprocal lattice vector for constructive
interference to occur. While smectite is not a crystal it does however have small scale
stacking order of layers and some terms and theory from crystallography is useful to de-
scribe the diffraction. The crystal translation vector, Rn, is given by:

Rn = n1a1 + n2a2 + n3a3 (2.16)

Where n1, n2, n3 are integers and a1, a2, a3 are the primitive lattice vectors for the crystal.
After translation along Rn, with arbitrary n values, the crystal looks the same as before
the translation [29]. In the case of clay this is only possible on a short scale. From one two
dimensional layer, spanned by a1 and a2, to another layer along vector a3.
Here it becomes necessary to introduce the concept of the reciprocal lattice. This is a
lattice spanned by the reciprocal lattice basis vectors:

b1 = 2π
a2 × a3

a1 · (a2 × a3)
, b2 = 2π

a3 × a1
a1 · (a2 × a3)

, b3 = 2π
a1 × a2

a1 · (a2 × a3)
(2.17)

These vectors are the Fourier transform of the primitive lattice vectors and define the re-
ciprocal space or k-space. Using these vectors every reciprocal lattice site can be given by
the reciprocal vector G:

G = hb1 + kb2 + lb3 (2.18)
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Figure 2.5: Incident wave vector k hitting particle at position O, diffracted wave vector k’, scattering
vector q and the angle between incident and scattered wave 2θ. Modified figure originally taken from
[46].

Where h, k and l are integers. The product of a basis-vector and reciprocal basis vector is:

bi · aj = 2πδij (2.19)

where δij = 1 if i = j and δij = 0 if i 6= j. These are also known as the Laue equations
and must be met for b1 · a1, b2 · a2 and b3 · a3 for there to be diffraction [29]. So the vector
product between the reciprocal and translation vector becomes:

G · R = 2π(hn1 + kn2 + ln3) (2.20)

where the sum (hn1 + kn2 + ln3) is an integer and the phase term of the scattered ray,
ei(G·R), equals 1. When the scattering vector q, from (2.12), is equal to a reciprocal vector
G the condition for constructive interference are met. This happens when the scattering
vector q goes from one reciprocal lattice point to another. A way of illustrating this is
using the Ewald sphere. Here a sphere is drawn around a point in reciprocal space with
the radius of k = 2π/λ. The diffracted wave also has the length 2π/λ so for the scattering
vector q to be equal to G two or more lattice points must be on the Ewald sphere. A two
dimentional version of this can be seen in figure 2.5. In a solid crystal these conditions
are hard to meet and therefore it is necessary to do a systematic sweep to get noticeable
diffraction.

Under elastic scattering the energy ~ω is conserved. Therefore the frequency of the scat-
tered ray, ω′ = ck′, is the same as the incident and the magnitude of the wavevectors k
and k′ are equal. From this, G = Q and 2.12 the diffraction condition can be written as
(k + G)2 = k′2 or:

2k ·G +G2 = 0 (2.21)

Since −G is also a reciprocal vector, the equation 2.21 can be written as:

2k ·G = G2 (2.22)

from this it is possible to find the distance d(hkl) between parallel lattice planes, or phyl-
losilicate sheets in the case of smectite, normal to the direction G = hb1 + kb2 + lb3
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Figure 2.6: Figure illustrating scattering from a crystal volume dV . Here the incident beam is scat-
tered and emerges with a new wavevector k’. One can also see the scattering angle as 2θ compared to
the incident angle. There is also a relation between distance d between crystal-planes and the angle
for constructive interference. More on this at the end of current section. Modified figure originally
from [26]

[29]:
d(hkl) = 2π/|G| (2.23)

Putting this into equation (2.22) gives:

2(2π/λ) sin θ = 2π/d(hkl) (2.24)

Which can be rewritten as Bragg’s law:

2d sin θ = nλ (2.25)

Which is the condition for coherent scattering from a crystal lattice. An illustration of this
can also be seen in figure 2.6. As the scattering vector q is equal to the reciprocal vector
G, using equation (2.23) the magnitude of q can be given by

q = 2k sin θ =
4π

λ
sin θ (2.26)

It becomes natural to describe the scattering in terms of the magnitude of q, as opposed to
2θ, since it is independent of wavelength, which can vary between instruments.

2.2.5 Powder diffraction

Using the diffraction it becomes possible to measure distances between the layers in clay.
Using Bragg’s law (2.25), and (2.26). With a known wavelength and the angle with the
highest measured intensity, Bragg peak, and equation 2.26, the layer spacing d(001) form
the diffraction pattern is:
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Figure 2.7: Here the X-rays from the source goes through the powder sample and creates a Debye-
Scherrer cone and a diffraction ring is measured at the detector. Diffraction ring from a "wet" NiFh
sample, Fluorhectorite (2.1) with M=Ni and x = 0.5

d(001) =
2π

qc
(2.27)

This is the technique used in XRD to measure the structure of crystals and structures with
repeating pattern on a molecular scale. Here the sample is in powder form. This makes it
much simpler to meet the Laue conditions for diffraction. In a single crystal it has to be in
the correct position for diffraction, for a powder however there is nearly always a crystal
or, in this case, a stack of silicate sheets in the correct position. Then incident waves,
which are perpendicular to the plane of the detector, are scattered in an evenly spread in a
cone around the incident beam. This cone is called the Debye-Scherrer cone [1] and the
angle between incident k and scattered k’ wavevector is 2θ as seen in figure 2.7.
In addition to the diffraction conditions there are some other factors involved in the mea-
sured intensity.

2.2.6 Intensity
The measured intensity I(q) is dependent on peak position q, structure factor S(q), Lorentz-
polarization factor Lp(q) and interference function Φ(q)[12, 33]:

I(q) ∝ |S(q)|2Lp(q)Φ(q) (2.28)

Structure factor of Fluorohectorite

For a clay material the structure factor is given by[1]

S(q) =

n∑
j=1

njfje
iq·rje−Wj( q

4π )
2

(2.29)

Where fj is the atomic scattering factor, nj is the number of j type atoms located at rj
from the center of symmetry along (00l) axis. The summation of the atomic form fac-
tors e is taken over the unit cell. The exponential term is the Debye-Waller temperature
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correction factor. The Debye-Waller factor is the reduction in scattered intensity due to
lattice vibration, which is dependent on temperature. The term is found from the temporal
average of atoms position. Taking into account the centrosymmetric structure of Fluorhec-
torite, there is a atom at both -r and r from the center of the structure, and the identity:
ei(·r·q) + e−i(r·q) = 2 cos(q · r) , the structure factor (2.29) can be rewritten as

S(q) = 2

n∑
j=1

njfj cos(q · rj)e−Wj( q
4π )

2

(2.30)

Polarization Factor

The Lorentz-polarization factor Lp(q) is given by

Lp(q) =
P(

λq
4π

)ν+1
√

1−
(
λq
4π

)2 (2.31)

Where P is the polarization contribution due to the X-ray source. The value of ν is in
general given by the amount of crystals oriented so that the diffracted rays are directed
into the detector. ν takes a value between 1, for perfect powder, and 0, for a perfect crystal
[1]. Here it is used when referring to clay powder and its orientation which should ideally
be 1.

Pseudo-Voigt

The intensities of the Bragg peaks are plotted as a function of q. To obtain an accurate
Bragg peak position a pseudo-Voigt peak shape function is used on the data. This function
provides an approximation to the convolution of Lorentzian and Gaussian functions [12]

Φ(q) = η
2

π

γ

4(q − qc)2 + Γ2
+ (1− η)

√
4ln2√
πΓ

exp

[
−4ln2(q − qc)2

Γ2

]
(2.32)

The interference function, Φ(q), is associated with the measured intensity. Γ is the width
of the half maximum of the experimental peak and η is a mixing constant, between 0 and
1, changing the shape of the experimental curve from a Gaussian to Lorentzian function.
η is given by

η = 1.36603
(ωL

Γ

)
− 0.47719

(ωL
Γ

)2
+ 0.11116

(ωL
Γ

)3
(2.33)

Γ =
(
ω5
G + 2.69269ω4

GωL + 2.42843ω3
Gω

2
L + 4.47163ω2

Gω
3
L + 0.07842ωGω

4
L + ω5

L

)1/5
(2.34)
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2.3 PID-controller
A proportional–integral–derivative controller(PID-controller) is the control loop feedback
system mechanism used to control the temperature of the sample. The general equation
for a PID-controller is given by

u(t) = Kp(x(t)− y(t)) +Ki(

∫ t

0

x(t′)dt′−
∫ t

0

y(t′)dt′) +Kd(
dx(t)

dt
− dy(t)

dt
) (2.35)

Where u(t) is the controller output, x(t) is the control input, y(t) is the output while
Kp,Ki and Kd are proportional constants. Introducing the variable e(t) = x(t) − y(t),
the equation can be rewritten as

u(t) = Kpe(t) +Ki

∫ t

0

e(t′)dt′ +Kd
de(t)

dt
(2.36)

The system works through the calculation of an error value, e(t), and the following cor-
rection to the control output(u(t)) in order to minimize said error [11]. This correction is
in proportion to the proportional(P), integral(I) and derivative(D) terms of e(t). The error
value here concerns the difference between the desired temperature and measured temper-
ature (e(t) = x(t)− y(t)). A block diagram of this type of control loop can be found in
figure 2.8.

Figure 2.8: Here a typical block diagram for a PID-controller can be seen. Modified figure originally
found at [45]

To find the optimal values for Kp,Ki and Kd the Ziegler–Nichols Method can be used.
Where the proportional gain Kp is increased until the the ultimate gain Ku is found. At
which the output has stable and oscillates with period Tu with constant amplitude. Then
the tuning rules are given by table 2.1[11].

Kp Ki Kd

P 0.5Ku

PI 0.45Ku 1.2/Tu
PID 0.6Ku 2/Tu Tu/8

Table 2.1: Tuning rules for the Ziegler–Nichols Method
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Chapter 3
Methods

This chapter contains the specific description the different parts of the experimental setup
and the Labview code used to control temperature and log the time, temperature and pres-
sure. Along with the description of the three experiments that were done using the setup.

3.1 X-ray home station
The X-ray diffraction measurements were performed on a Bruker NanoSTAR X-ray scat-
tering instrument. With the X-ray source being a attached to a Xenocs GeniX stationary
electron impact source. The electrons are accelerated over a voltage of 50 kV and have a
current of 1 mA. The X-rays are collimated and are made monochrome through an ellipti-
cal mirror with a multi-layer coating. The rays are reflected and due to the focus at infinity
made parallel. The multilayer-coating only reflects wavelengths satisfying Bragg’s law
(2.25). This creates a natural band-pass and which in this case only lets through Cu-Kα
rays, with a wavelength of 1.5406 Å. The incident angle changes along the mirror and
therefore the multi-layer is graded so that it still satisfies Bragg’s law at all points [47].
After the reflection the now close to monochrome rays pass through, if the shutters are
open, a Bruker NanoSTAR collimation system. The system then creates a circular spot
with a diameter of 400 µm. The rays enter the X-ray chamber, where the sample is placed,
and exits the chamber into the detector. The chamber is approximately 27 cm×22 cm×29
cm(depth×width×height) with a platform on a mechanical arm capable of moving in x
and y direction perpendicular on the X-ray(z) direction with the smallest step being 0.1
mm. The chamber has a large door made of radiation proof glass and three holes on the
back side. One for electrical wires controlling the arm and two others here used for a
draining tube, gas tube and electrical wires and the largest used for the circulator tubes
which can be seen in figure 3.3.
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Figure 3.1: The inhouse X-ray machine.

Figure 3.2: Opened X-ray chamber. Here the box is empty except for the mechanical arm.
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Figure 3.3: Back of the sample chamber. Here with the two sets of wires/tubes used for this ex-
periment are marked. 1: The tubes for the circulation cooler and the smaller nitrogen tube. Both
thoroughly covered in lead tape at the entry. 2: The draining tube, the electrical wires for heating
element, the Peltier-elements and the metal gas tube.

3.2 Detector

The detector being used was of the type DECTRIS PILATUS3 R 200K-A Detector system.
This detector has a 450 µm thick silicon sensor which operates in single photon counting
mode. Where X-rays are converted to electric current, as illustrated i figure 3.4, on a two
dimensional array of pn-diodes. The detector works through the photoelectric effect where
an incident photon excites one or more electrons. These electrons then drifts over through
the electric field in the diode and creates a current proportional to the intensity with a
maximal count rate of 107 photons per second. Each pixel, pn-diode, is 172 × 172µm2

and placed on an array with 487 × 407 pixels. This gives a 198 209 pixels covering
83.8 × 70.0 mm2. The quantum efficiency of the 450µm detector for Cu radiation of 8
keV is at 98%, meaning it counts 98% of the radiation at this energy [14]. The detector
also has an energy range of 3.6 to 36.0 keV and a frame-rate of 20 Hz. The detector is
made out of two modules on top of each other with a tiny space between them. This tiny
space manifests as a black stripe on the diffraction images, as seen in figure 2.7. The pixels
in this space is set to a value of -1 and can be seen clearly in figure 3.23.

WAXS

The distance between sample and detector can be changed switching from small-angle
X-ray scattering (SAXS) to wide-angle X-ray scattering (WAXS) measurements. In this
experiment the detector is placed in the wide-angle position. The angles the detector is
able to observe are 0.6322◦ from the beam-stop to the edge of the detector at 8.089◦.
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Figure 3.4: Here the incident X-ray photon is absorbed by the electrons in silicone diode and trans-
ported over the electric field and creating a current. Image courtesy of Decteris [13].

3.3 Sample cell and calibration

3.3.1 Sample cell

A glass capillary is filled with a clay sample and then glued into a ferrule and mounted on
a cell which again is mounted on a goniometer. The goniometer is then placed on a 90 ◦

angle attached with screws in a groove on the heating/cooling rig. The capillary is brought
above a copper plate with an extruding section place upon a stack of Peltier-elements on
top of a copper platform.

The capillaries are made of glass and are 5 mm in diameter with a wall thickness of
0.01 mm. They are originally 80 mm long but have been shortened to about 30 mm using
a gas burner. After the clay is filled in the capillari a small amount of glass wool is pushed
in after it. This is to prevent the clay from being sucked out when the vacuum pump is
turned on. For the X-ray diffraction a copy of the sample cell used in [10] was created.
Only there they used sapphire capilaries. However since they are quite expensive and the
capilaries needed to be shortened we setteled for glass capilaries. The cell consist of a
Swagelok Tee union with one opening connected to the gas system. Another opening is
closed and to the last the glass capillary is fastened in a ferrule with the two component
epoxy adhesive Loctite EA 3450. On the other side a tap is welded on and used to fasten
the cell to a goniometer. A picture of the sample cell can be seen in figure 3.6.

3.4 Heating and cooling system

The glass capillary is heated and cooled when brought into contact with a copper plate.
The heating is done with two 20 W heating element fastened to the copper plate. The cop-
per plate is 30 mm × 45 mm with an 20 mm elevated section in the middle perpendicular
to the X-rays and parallel to the glass capillary.
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Figure 3.5: The sample cell mounted on the experimental setup. Outside of the X-ray chamber. The
platform at the base is 25 cm long.

Figure 3.6: Sample cell with glass capillary filled with clay. Here a Swagelok Tee union is closed
on one side, connected to the gass system through a 1/16 inch tube and a shortened 0.5 mm glass
capillary fastened on the entrance pointing upward. At the bottom a tap is welded on in order to
fasten it to a goniometerhead.
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(a) (b)

Figure 3.7: The copper plate on placed on top of the Peltier stack. With filed down sections at each
side of the extruding part for placing the heating elements.

This plate is placed atop of two peltier elements, in a stack connected in series, and screwed
onto a larger copper platform with nylon screws. The larger copper platform has internal
pluming for the coolant and is connected to the circulator cooling system through he two
tubes that goes in the back of the X-ray chamber. The Peltier elements and circulation
cooler are used together to achieve a sub room temperature on the sample. The circula-
tion cooler can lower the temperature of the large copper plate to 263 K. Any lower than
that the Peltier elements are used in combination with the circulator. The circulator is of
the type Haake G with a modified Haake D8 immersion circulator. The circulator target
temperature is voltage controlled through a mini-jack input with range of -10V to 10V
corresponding to 173 K to 373 K. The cooling liquid was a mix of approximately 50:50
water and ethylene glycol based antifreeze. This combination have a freezing point at 237
K. A Peltiere element is an electrical component using the Peltier effect to convert elec-
tricity into heat. This effect is the cooling of one junction and the heating of another when
running current through a circuit of two dissimilar conductors [15]. This effect is relative
to the temperature on the warm or cold side. Here two Peltier elements are placed in a
stack and are connected in series to create an even bigger temperature gradient between
the warm and the cold side. This results in the top of the stack has a significant lower
temperature compared with the cooled copper plate on the warm side of the Peltier stack.
The peltier element used here is a GM250-71-14-16 Seebeck Effect Module. With effect
of 2.9 W, max current of 1.1 A, max voltage 5.3 V and a surface area of 30 mm×30 mm.
The Seebeck effect is the reverse effect of the Peltier effect. Where heat difference creates
a current [16].

The large copper plate is mounted on a piece of insulating plastic which can be raised to
be in contact with the glass capillary containing the clay sample. During the experiment a
box is placed around the peltier and copper stack. The box is there to contain a nitrogen
stream which is set up to prevent air moister form freezing on the capillary and obscure
the measurements. The box also serves to protect the detector in case of the glass capil-
lary bursting. This box has a window on each side so that the X-rays can travel through.
Both windows are covered with kapton tape. There is also two other openings, one for
the electrical wires to the Peltier elements and one for the heating element, thermocouple

24



(a) (b)

Figure 3.8: The sample cell placed in contact with the copper plate on top of a stack of Peltier-
elements on a movable platform. Seen from the incident X-ray direction,3.8a, and from above,
3.8b. With added markers for the capillary with the clay sample, copper plate, heating elements, and
Peltier-elements.

and glass capillary. The nitrogen stream goes through a hole in the side made with a drill.
The box is made with a 3D-printer and is made out of PolyLactic Acid(PLA). PLA has a
melting point of about 453 K to 493 K. This is well above the target temperature of 423 K
required to dry the clay properly. It does however start to deform at high temperature so
the drying is done before the box is placed above the sample.

3.5 Gas, Pressure and Vacuum

Carbon dioxide gas is provided through a 50 L, 50 bar gas cylinder. CO2 provided by
AGA with 100% purity. This container is connected to the sample through a series of
tubes with Swagelok connections. The pressure on the sample is supplied by a Teledyne
ISCO D-series syringe pump connected to the carbon dioxide cylinder. To evacuate the
system of air and water vapour, under activation(drying) of the clay sample, the system is
also connected to an Edwards RV12 Vacuum Pump through a union tee fitting. A diagram
of the connections are shown in figure 3.11. Reducer fittings are not shown in the diagram.
The reducers converted from a 1/8 inch tube to a 1/16 inch for the carbon dioxides path
form cylinder to sample. The pressure rating of the system is 172 bar, where the weak
points are the SS-41GS2 valves not counting the glass capillary at the end of the system.
Here the pressure rating would be dependent on how well the capillary was shortened and
the glue fastening the sample to the rest of the gas system. The capillary holds at least up
to 50 bars and under a pressure test held up to 80 bars before bursting. For the vacuum a
conversion from a 25 mm steel tube to a 1/16 inch tube via an 1/4 and an 1/8 inch Swagelok
reducer fitting was used. The vacuum is measured on a Vacuubrand VAP 5 with a range
from 1000 mbar to 10−3 mbar. In addition to CO2 a tank of Nitrogen was used, also 100%
purity and 50 bar, provided by AGA.
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Figure 3.9: Sample cell, connected to the gas tube, mounted on the goniometer head as indicated in
figure. The circulation tubes connected to the copper platform.

Figure 3.10: Plastic box around the clay sample with kapton covered windows on both side and a
tube supplying nitrogen during experiments under 273 K.
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Figure 3.11: Diagram of the connected gas tank, pressure pump and vacuum pump with associated
valves and pressure gauges.

The pressure is measured through a Keller PA-23s. The Keller sensor is a piezoresistive
pressure transmitter, has a range of 0 to 400 bar, with an supposed output range of 0 to 10
V, a direct current voltage supply between 13 to 28 and maximum current of 5 mA. The
lowest this Keller sensor was able to measure was 1.73 bars. Under that the vacuum sensor
is used to confirm 0 bars/vacuum. Both pressure and vacuum pumps and valves for CO2

and N2 were handled manually during the experiments.

3.6 Power supply
Here two different power supplies are used. The first, is of type Delta Electronika ES150,
with maximal voltage output of 15 V and maximal current output of 10 A. The second of
type, is used to drive the pressure gauge with the possible output of 15 V, -15 V or 5 V at
a current of 250 mA, 250 mA and 1000 mA respectively. The power supplies can be seen
in figure 3.13a and 3.13b. The current from the first power supply, Delta Electronika, is
voltage controlled with a voltage between 0 and 5 V corresponding to a current between 0
and 10 A.
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Figure 3.12: Teledyne pressure pump connected to the CO2 cylinder and the Vacuubrand vacuum
gauge resting on top of it.

(a) First power supply (b) Second power supply

Figure 3.13: The two power supplies used. Power supply (a) is used to drive heater and Peltier-
element and is controlled through a DAQ device. Here pictured with a breadboard on top of it and
connected to a DAQ device. Power supply (b), used to drive the pressure gauge.
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Figure 3.14: Labview front panel of the temperature control.

3.7 Data Acquisition and Labview
Control of the sample temperature, measuring of said temperature and the sample pres-
sure was done with a National Instrument USB-6211 multifunctional I/O data acquisi-
tion(DAQ) device. Two DAQ devices of the same model was used in the experiment. One
to control the first power supply and target temperature on the circulation cooler, as seen
in figure 3.13a and second for measuring temperature and pressure on the clay sample.

To communicate with the DAQ’s through a computer the program LabVIEW was used.
Laboratory Virtual Instrument Engineering Workbench(LabVIEW) is a visual program-
ming cross platform software developed and released by National Instruments[37]. First
released in 1986 with subsequent near annually new releases or updates. Here the 2017
version(Labview 17) was used. The program creates a text-file of temperature and pres-
sure measurements along with a time-stamp for the measurement. The temperature and
pressure was averaged over a selected number, N , of measurements, here N = 100 was
used. Labview was running on a different computer than the XRD measurements so their
clocks needed to be synchronized. Code for matching time-stamps and XRD-images is
included in appendix A. In addition to logging of measurements the program controls the
heating elements and cooler system and displays the averaged measurements to the front
panel. The front panel can be seen in figure 3.14. The program consists of two while
loops. One within the other and a sequence of measurements in the innermost loop. A
total overview of the Labviews Virtual Instrument(vi) file can be seen in figure 3.15, with
boxed into different section according to function.
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Figure 3.15: Labview Block Diagram with the major parts in 7 numbered squares, each square is
responsible for a different part of the program.
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(a)

(b)

Figure 3.16: Labview code. First part of the code where the configurations for the program are
loaded from an existing ".ini" file or loading deafult values.

Square 1. Load configuration

When the program starts it loads the values for the Heater and Cooler PIDs, the number of
measurements the program takes the average over, the desired temperature of the copper
plate and the maximum current to the Peltier-elements. Labview code for this can be seen
in figure 3.16.
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Figure 3.17: Open or creating a text file to save the measurements, with a header and an additional
optional header for comments.

Square 2. Create/open file.

For each time the Labview program runs the measurements were logged into a text(.txt)
file. This file is either created by the program or opened in the case of an existing file. In
the case of an existing file the measurements are appended. There is also an additional
header to add comments to the subsequent measurements. The path of the file then goes
into the first while loop. The Labview code for this can be seen in figure 3.17.

Square 3. Start averaging loop

Inside the first while loop a second while loop is created. This loop runs N times where
and the measurements made inside it is stored in a 3×N matrix. Inside the second while
loop there is a flat sequence structure. In the first frame the pressure on the clay sample
is logged. The sensor has a output range of 0-10 V and is able to measure 0 - 400 bars of
pressure. The output of the sensor is therefore scaled with 40 before the measurement is
stored. The second frame is the temperature measured by a thermocouple resting on the
copper plate. Both measurements are done with a DAQ unit.
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Figure 3.18: Inside the first labview while loop a matrix is created for storing measurements. Inside
a sequence structure the pressure is measured, then the temperature on the copper plate is measured.

Square 4. Measuring temperature and PID-controller

In order to keep the samples at the desired temperature a combination of heating and
cooling systems is used. Two heating elements are placed on the copper plate, which the
mounted clay sample is in thermal contact with. Stable temperature is achieved using Lab-
views PID-control with a controlling input. Namely desired temperature and maximal and
minimal output current. In addition to this the PID controllers have two Boolean inputs.
One "PID on/off" is for turning from manual temperature control to automatic control and
a second for auto-tuning off the system. When the auto-tuning is turned on the system
will find the proportional gains and integration, Ti, and derivation time, Td, through the
Ziegler-Nichols method. The PID controllers also returns the settings for the PID after
auto-tuning.

The Peltier elements and circulation cooler are used together to achieve the desired tem-
perature. The cooler gets a direct input, through Labview, to go to the desired temperature.
This is often impossible for the cooler to do on its own, then the Peltier-elements make up
for the difference. The Peltier stack is controlled as the heating element, using the Labview
Temperature PID. This time with the negative input of both measured and desired temper-
ature. This is because the PID is created for heating up to the desired temperature and
then turning of when the temperature is to high. With a negative input the PID believes it
heats from e.g -293 K to -273 K and turns off when the temperature gets "too high". There
is also the option of manually controlling the current to the Peltier-elements and heating
elements.
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Figure 3.19: Here the input from the thermocouple, through the "DAQ Assistant3", goes into the
sequence step. The measured temperature and the desired temperature goes into both PID controllers
and the output is passed through the sequence step. In addition to the temperature both PIDs have a
max and min value for the output. There are also an option to auto-tune the PIDs and assume manual
control of the Peltier-elements and heating elements.
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Figure 3.20: Output from square 4(figure 3.19) and square 3(figure 3.18) comes out through the
sequence structure and is stored in the measurement array. The array is then passed to the next
iteration of the while loop through a shift register. The "DAQ assistant" controls the circulator.
Depending on whether the program is set to Heater or Cooler mode the "DAQ assistant6" gives
current to the heating elements or the Peltier-elements.

Square 5.

The output from the PID-controllers in square 4, figure 3.20, is given to the DAQ. De-
pending on whether it is in Heating or Cooling mode the "DAQ Assistant6" gets the signal
for the heating element or the Peltier-elements. The output is voltage, used to control the
power supply connected to the either the heating element or the Peltier-element. There
is also a safety condition so that the maximum output from the power supply is 1.10 A.
The second DAQ, "DAQ Assistant", receive the desired temperature in Celsius scaled by
0.01 and controls the circulation cooler. The measurements from the sequence structure
are stored in the measurement array.
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Figure 3.21: The average of the measurements from innermost while loop are written to file and
the Front panel along with a time stamp. The settings for the PID controls are passed to the next
iteration through a shift register.

Square 6.

The array containing the measurements are passed through the innermost while loop. The
average of the pressure, temperature both inside the copper plate and on top of the plate is
stored, alongside the time stamp, in a text-file. The average is found through the sum of
the array subset containing the respective measurement and dividing it by the length of the
subset. They are also written to the screen through a graph and indicators for temperature
and pressure. The measurement array is then passed to the next iteration of the loop
through a shift register. The same goes for the settings for the PID controls which are also
passed to the front panel where they can be viewed.
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(a)

(b)

Figure 3.22: Labview code where the configurations of the VI is stored in a Temp_control.ini file.
The specific values stored here are the parameters for the heater and cooler PIDs, the maximum
current to the Peltier elements and desired temperature on the copper plate.

Square 7.

The last part of the program, as seen in figure 3.22, the text-file with the measurements
are closed and the PID settings are stored in a configuration file along with the desired
temperature and maximum Peltier current. This is done so that the program can be mo-
mentarily stopped and started again and not losing the settings for the PIDs. If not for this
step the auto-tuning of the PID controllers must be done again, and the tuning might affect
the sample.
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3.8 Spec and DAWN

The measurements were acquired using the software spec and analyzed using the program
Dawn Science.

3.8.1 Spec

Spec is a UNIX-based software package for instrument control and data acquisition. De-
veloped by Certified Scientific Software(CSS) and first released in 1989. It now is widely
used for X-ray diffraction [9]. In this experiment it was used to control the mechanical
arm inside the X-ray box and measuring the X-ray diffraction.

3.8.2 DAWN

Data Analysis WorkbeNch(DAWN) is an opensource software built on the Eclipse/RCP
platform to provide a visualization and analysis platform for data from any any synchrotron
experiment[3]. Developed by Diamond Light Source (DLS), the European Synchrotron
Radiation Facility (ESRF) and the European Molecular Biology Laboratory (EMBL, Greno-
ble) and first released in 2012.

Here DAWN was used to analyze the diffraction pattern measured through Spec. The
program integrates over the diffraction pattern in azimuthal direction and gives the fitted
intensity graph over q [20]. This data is then exported to a DAT-file. It is also used to
create a curve fitting for the Pseudo-Voigt curve, (2.32), used to find the wavevector qc,
intensity and the Full Width at Half Maximum(FWHM). The data from every XRD image
was reduced and exported to a DAT-file. Under this data reduction a calibration and the
following corrections were done.

Calibration

In order to calibrate the measurements a calibration file must be created using a crystal
with known diffraction pattern. Silver Behenate(AgBh) is used as a calibrant because of
its clear and distinctive Bragg peaks[25]. The sample have to be placed in the exact same
position as the clay samples. Because of this there has been made a tiny groove in on
the extruding part of the copper plate. The AgBh is placed in a 1 mm glass capillary and
brought into the groove. There the diffraction is measured and used as a reference by
DAWN

Solid Angle Correction

Since the detector is flat with uniform square pixels, and we wish to measure the intensity
over solid angles of a sphere. The projection of the detector pixels on the sphere gives a
difference is solid angle per pixel. Where the solid angles further from incident ray cover
a larger number of pixels[40]. This is corrected for using the solid angle correction.
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Figure 3.23: Mask placed on the gap between sensor modules and on five bad pixels.

Threshold Mask

Under processing of the information the threshold mask was implemented. This is used to
remove any bad, overexposed or missing pixels from the raw data. These missing pixels
are then corrected for in the azimuthal integration.

3.9 Experiments
The described setup was used to perform 3 experiments designed to demonstrate potential
uses for this setup. The experiments were performed using Nickel Fluorhectorite. With
chemical formula given by 2.1 with an x value of 0.5.

3.9.1 Experiment No. 1: CO2 adsorption in NiFh with incrementally
increasing pressure, on a long time scale.

Drying the sample under vacuum and heat, then bringing the temperature of the sample
to 300 K. Continuously measuring the X-ray diffraction of the sample with the exposure
time of 300 s, while the NiFh is exposed to CO2 at incrementally increasing pressure.
Beginning at 2 bars for 1 hour and increasing in steps of 2 bars to 6 bars. Spending 1 hour
at every step. Then increasing in steps of 1 bar from 6 to 9 bars, still spending 1 hour
at every step. Then increasing in smaller increments of 0.5 bars and spending 3 hours at
every step from 9 to 15 bars before finally, while spending 3 hour at each step, increasing
the pressure to 20 bars followed by 40 bars. This experiment was done to try to determine
at which pressure the CO2 intercalates in NiFh.

3.9.2 Experiment No. 2: CO2 adsorption in NiFh with incrementally
increasing pressure, on a short time scale.

Drying the sample under vacuum and heat, then bringing the temperature of the sample
to 300K. Now as before continuously measuring the X-ray diffraction while exposing the
NiFh to CO2 at incrementally increasing pressure. Only now with a shorter exposure
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time 60 s and every step lasting 10 minutes (15 minutes after the first two steps). Here
the pressure increases with 2 bars from 0 to 8 bars. Then with one bar up to 9 bars and
from this point increasing with 0.5 bars up to 20 bars. This experiment was done to try to
determine at which pressure the CO2 intercalates in NiFh.

3.9.3 Experiment No. 3: CO2 adsorption in NiFh at constant pressure
and decreasing temperature, on a short time scale.

Drying the sample under vacuum, then bringing the temperature to 300 K and exposing it
to CO2 at 14 bars of pressure. Then measuring the X-ray diffraction continuously while
lowering the temperature gradually, spending around 10 minutes at each step, until the
Bragg peak moves considerably, indicating intercalation. After the peak moves the sample
is then reheated until the CO2 leaves the clay and the diffraction peaks return to its initial
position. The pressure is then reduced to next step. Procedure is then repeated for 12, 10
and 8 bars. This experiment was performed to determine the temperature at which point
the CO2 intercalates in NiFh for a given pressure.
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Chapter 4
Results

Here the results from the three experiments described in chapter 3 are presented. In ad-
dition to this the result of the calibration as well as some measurements illustrating the
effective limits of the system and the drying procedure.

Every spectrum from an X-ray diffraction measurement is created through azimuthal in-
tegration of the X-diffraction image. This image were originally stored as a TIF-file as a
grayscale image with values from 0 to 3227, and -1 for the gap between the detector mod-
ules and the broken pixels. Unless stated otherwise, the diffraction pictures presented have
a display range between the values 0 and 15 and are converted into PNG-files before being
imported to this document. The plots in the figures are created from DAT-files and text-
files exported from DAWN and Labview, and are plotted using Python 3 and the plotting
library matplotlib, except figure 4.30 and 4.31 which are drawn with TikZ. The intensity in
the spectrum have an arbitrary unit over the scattering vector q. The temperature is given
in Kelvin and the time is given in seconds(s), minutes(m) or hours(h) depending on the
scale of the measurement series. The pressure is measured in a section which is cut of
from the sample during changing of the pressure. So the pressure profiles does not repre-
sent the pressure on the sample, but in the section cut off from the sample during changing
of the pressure. Every temperature measurement is off by 0.15 K since the temperature
was measured originally in Celsius before 273 was added to convert it to Kelvin.

4.1 Calibration
The diffraction pattern from AgBh, used to calibrate the measurements, can be seen in
figure 4.1. The two innermost rings were used in the calibration. The intensity spectrum
can be seen in figure 4.2 and the diffraction rings can be seen in figure 4.3. Here the rings
are labeled with the distances d, according to Bragg’s law (2.25), between the repeating
structure responsible for the corresponding diffraction peak. The sample was found to be
208.88 mm away from the detector. The calibration also gives us the maximum angle for
the diffraction the detector is able to measure, 8.089◦ or 1.141173 Å−1.
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Figure 4.1: Diffraction rings for AgBh used for calibration of the X-ray measurements with the
beam-stop in the middle. Image exposed for 20 minutes.

Figure 4.2: Entire XRD spectrum of AgBh through azimuthal integration of the diffraction pattern
in figure 4.3. Here intensity of arbitrary units is shown against the scattering vector q from 0.0 to
1.1477 Å−1.
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Figure 4.3: Her the diffraction rings from AgBh (figure 4.1) is shown with added markers with the
distances d according to Bragg’s law (2.25). Modified image originally created by DAWN.

4.2 Experiment No.1: CO2 adsorption in NiFh at increas-
ing pressure, on a long time scale

After drying the sample under vacuum at about 363 K, the sample is held at 300 K and
exposed to CO2 at increasing pressure. Each measurement has an acquisition time of 300
seconds and unless otherwise stated, the last measurement at each pressure step is pre-
sented in the figures 4.4,4.6, 4.7 and 4.8. The intensity for each XRD measurement is
found through azimuthal integration, done by DAWN, and is presented in figure 4.4, with
peak position, intensity and Full Width at Half Maximum(FWHM) as a function of pres-
sure in figures 4.6,4.7 and 4.8 respectively. With added figures showing temperature (4.9,
4.10) and pressure profile (4.11) during the experiment.

Figure 4.4 shows the evolution of the 001-peak for NiFh as the pressure increases. The
peak moved from qc = 0.547 Å−1 to qc = 0.511 Å−1, when moving from vacuum to 39.5
bars of CO2. Corresponding to moving from a d-spacing of 11.487 Å to 12.296 Å.
A composite image of the diffraction pattern for the NiFh at vacuum and 39.5 bars can be
seen in figure 4.5. Where both the TIF-images have been added and the pixel values have
been divided by two.
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Figure 4.4: Bragg peak from NiFh, as it evolves with increasing pressure of CO2 at a temperature
of 300 K. Where the sample is held at each pressure for 1-3 hours. Where qc moves from 0.547 Å−1

at vacuum to 0.511 Å−1 at 39.5 bar.

Peak position as a function of pressure can be found in figure 4.6, where the peak position
is found through curve fitting using a pseudo-Voigt function, (2.32), using DAWN. Here
the starting position of qc = 0.547 Å−1 at 0 bars and ending at qc = 0.511 Å−1.
The same fitting was used for the intensity and its FWHM as a function of pressure in
figure 4.7 and 4.8 respectively. Here only the measurements from 12.0 to 39.5 bars is
presented due to unreliable measurements of the value of the intensity due to loose kapton
tape behind the sample.
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Figure 4.5: Composite image of NiFh at 0 bar and 39.5 bars of CO2 pressure, outer and inner ring
respectively.

Figure 4.6: Wavevector qc as a function of pressure. Starting at qc = 0.547 at vacuum and ending
at qc = 0.511 at 39.5 bars.
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Figure 4.7: Intensity of the integrated image at the Bragg peak as a function of pressure. Starting at
12 bars due to unreliable intensity measurements for the earlier pressure levels.

Figure 4.8: Full width at half maximum of the intensity curve at the Bragg peak from NiFh as a
function of CO2 pressure. From 12 to 39.5 bars of CO2 pressure. Starting at 12 bars due to unreliable
intensity measurements for the earlier pressure levels.
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Temperature was measured during the entire experiment and the temperature profile can
be seen in figure 4.9 and 4.10. The average temperature for the experiment was found
to be 302.1 K, inside the copper plate and with a standard deviation of 0.1826 K. The
thermocouple in contact with the copper plate was measured for 3 hours before it was
moved. The average temperature on the copper plate was found to be 300.3 K with a
standard deviation of 0.51 K.

Figure 4.9: Temperature measurements during experiment No. 1. From thermocouple inside the
metal plate. With the mean and standard deviation, µ =302.1 K, σ = 0.1826 K.
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Figure 4.10: Temperature measurements during experiment No. 1. From thermocouple in contact
with the same surface as the clay sample. Thermocouple was moved after 3 hours. The average
temperature was measured to µ = 300.3 K with a standard deviation of σ = 0.51 K

Figure 4.11: Pressure profile of sample during Experiment No. 1

48



4.3 Experiment No.2: CO2 adsorption in NiFh at increas-
ing pressure, on a short time scale

After drying the sample from experiment No.1 at vacuum and about 363 K, releasing cap-
tured CO2 and absorbed water. The sample is held at 300 K and exposed to CO2 at increas-
ing pressure. The intensities is found through azimuthal integration and the peak position,
intensity and FWHM is found using curve fitting to the pseudo-Voigt curve (2.32). All
done with DAWN.

The evolution of the 001-Bragg peak is shown in figure 4.12. Where the sample was first
held at the pressure stages 2.4 and 4.2 bar for 10 minutes. Here the diffraction intensity
was measured over two images of 300 seconds each, but the intensity is divided by 5 so as
to conform to the exposure time for the other measurements. Subsequent measurements
were done with an exposure time of 60 seconds and the sample was held at each level for
15 minutes. The last measurement at each step is used in the figures. The peak position is
found to move from qc = 0.547 Å−1 to qc = 0.513 Å−1 corresponding to a movement in
d-spacing from 11.486 Å to 12.247 Å .

Figure 4.12: Bragg peak from NiFh, as it evolves with increasing pressure of CO2 at a temperature
of 300 K. Where the sample is held at each pressure for 10-15 minutes. Where qc moves from 0.547
Å−1 at vacuum to 0.513 Å−1 at 20.0 bar.

Peak position as a function of pressure is found in 4.13.
With the intensity and its FWHM as functions of pressure is presented in figure 4.14 and
4.15 respectively. With the added figure 4.16 showing the pressure measurements.
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Figure 4.13: q position as function of pressure. Moving from qc = 0.547 Å−1 to qc = 0.513 Å−1.

Figure 4.14: Intensity of the diffracted peak from the NiFh sample as a function of CO2 pressure.
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Figure 4.15: Full width at half maximum of the intensity curve at the Bragg peak from NiFh as a
function of CO2 pressure. From vacuum to 20.0 bars of CO2.

Figure 4.16: Pressure profile of experiment No. 2
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4.4 Experiment No. 3: CO2 adsorption in NiFh at con-
stant pressure and decreasing temperature, on a short
time scale.

After experiment No. 2 was completed the sample was reheated and the pressure lowered
to 14 bar. When most of CO2 was expelled from the sample. The sample was brought to
300 K and from there the temperature was slowly lowered until there was a noticeable shift
in diffraction pattern. The diffraction was measured continuously, but only measurements
with an average temperature 1 K lower than the former is included in the figure. In addi-
tion to this the last measurement in every series was also added. The average temperature
is the average over the 60 seconds the diffraction image is formed. The pressure given is
the average pressure under the measurement series. The change of the 001-peak position
from 299.3 K to 291.9 K at 13.9 bar is shown in figure 4.17, with temperature profile in
4.18 with markers for the beginning of the measurement. The procedure of reheating and
setting pressure was repeated for 14, 12, 10 and 8 bars.

Figure 4.17: Intensity of the Bragg peak of NiFh exposed to 13.9 bars of CO2. Each measurement
is done at different temperature as indicated in the colorbar.
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Figure 4.18: Temperature profile of the measurement series at 13.9 bars of CO2 with added markers
matching the measurements in 4.17 indicating the beginning of the measurement.

Change in 001-peak from 299.5 K to 296.0 K is shown in figure 4.19, with temperature
profile in 4.20 with markers for the beginning of the measurement.

Figure 4.19: Intensity of the Bragg peak of NiFh exposed to 14.0 bars of CO2. Each measurement,
except the two last, are done at a different temperature.

Figure 4.21 for 12 bars with temperature profile in 4.22. Figure 4.23 and 4.24 for 10 bars
and figure 4.25 and 4.26 for 8 bars. Each measurement has acquisition time of 60 seconds
and the temperature is the average temperature of these 60 seconds.
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Figure 4.20: Temperature profile of the first measurement series at 14.0 bars of CO2 with added
markers matching the measurements in figure 4.19 indicating the beginning of the measurement.

Figure 4.21: Intensity of the diffraction pattern of NiFh exposed to 12.0 bars of CO2. Each mea-
surement is done at different temperature as indicated in the colorbar.
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Figure 4.22: Temperature profile of the first measurement series at 12.0 bars of CO2 with added
markers matching the measurements in figure 4.21 indicating the beginning of the measurement.

Figure 4.23: Intensity of the diffraction pattern of NiFh exposed to CO2 at 10.0 bars of pressure.
Each measurement at different temperature.
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Figure 4.24: Temperature profile of the first measurement series at 10.0 bars with added markers
matching the measurements in figure 4.23 indicating the beginning of the measurement.

Figure 4.25: Intensity of the diffraction pattern of NiFh exposed to 8.0 bars of CO2. Each measure-
ment is done at different temperature as indicated in the colorbar.
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Figure 4.26: Temperature profile of the first measurement series at 10.0 bars with added markers
matching the measurements in 4.23 indicating the beginning of the measurement.

Figure 4.27: Temperature profile of experiment No. 3. With added markers for the measurements
used in the figures 4.17, 4.19, 4.21, 4.23 and 4.25.
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Figure 4.28: Pressure profile of experiment No. 3. With added markers for the measurements used
in the figures 4.17, 4.19, 4.21, 4.23 and 4.25.
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(a) (b)

(c) (d)

Figure 4.29: The diffraction pattern of NiFh at vacuum (5.9 · 10−2 mbar) before (4.29a), dur-
ing(4.29b, 4.29c) and after drying (4.29d)

4.5 Drying
The samples were dried before they were exposed to carbon dioxide. Here is four diffrac-
tion images taken before, figure 4.29a, during, figure 4.29b 4.29c and after drying, figure
4.29d. With accompanying spectrum in figure 4.30 and temperature profile for the mea-
surements in figure 4.31. The sample is measured with an exposure time of 20 minutes
and taken in series.
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(a) Intensity of the (00l)-peak in hydrated NiFh.
Here with a Bragg peak at qc = 0.4512 Å−1

which corresponds to the distance d = 13.924
Å
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(b) Intensity of the diffraction as the sample is dry-
ing. Measured during the first 20 minutes of dry-
ing.
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(c) Intensity of the (00l)-peaks. Measured af-
ter 20 minutes of drying. Peaks at qc1 =
0.4905 Å−1 and qc2 = 0.5460 Å−1. Cor-
responding to a distance of d1 = 12.8101 Å
and d2 = 11.5061 Å
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(d) Intensity of (00l)-peak after drying. Peak
is at qc = 0.54607076 Å−1 corresponding to
the interlayer distance of d = 11.50617 Å.

Figure 4.30: Intensity of diffracted X-ray from NiFh during the process of drying under vacuum.
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Figure 4.31: Temperate profile of the copper plate with added markers for the start of acquisition
for diffraction image 4.29a, 4.29b, 4.29c and 4.29d.
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Figure 4.32: Temperature curve during heating. The average temperature from 1 h to 4 h was 398.3
K.

4.6 Limits of system
Here are two temperature measurements from two experiments where the sample was
dried at max temperature and cooled to the minimum temperature. The temperature was
measured inside the copper plate. The experiments ultimately failed due to gas leaks.

The heating can be shown in figure 4.32 were the maximum temperature was 399.7 K and
the average from hour 1 to hour 4 was 398.3 K.
During the cooling, 4.33, the temperature was brought down to a minimum of 247.9 K and
held the average temperature 248.5 the last hour from 1.9 h to 2.9 h.
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Figure 4.33: Temperature curve during cooling. From 1.9 h to 2.9 h the average temperature 248.5
K
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Chapter 5
Discussion

5.1 Uncertainty
Ideally every sample should be placed at the same distance from the detector, but at the
moment this is difficult for this setup. This results in a slight difference in sample to detec-
tor distance between samples. Which again affects the measured diffraction compared to
the calibration image and to other samples. It is possible to correct for this using another
known diffraction pattern. Here it would be natural to correct according to the known po-
sition for the dry 001-bragg peak of NiFh. Which has been measured to be at qc = 0.5511
Å−1, d = 11.4012 Å [2]. Adjust every qc position by qa giving the d,

d =
2π

qc + qa
(5.1)

and the angle θ,

θ = sin−1
(
λ(qc + qa)

4π

)
(5.2)

The extruding part of the copper plate is 3 mm wide and the capillary containing the sam-
ple is 0.5 mm wide. If the capillary is off by ±1 mm this will have the following effect on
the measured scattering vector.

If the sample is in correct position an the scattering vector is qc = 0.5511 Å−1 then
the angle between the incident and scattered X-ray is found through Braggs law,(2.25),
to be 0.0676◦. Then the qc is placed 14.1418 mm from the beam center. This distance
and the following are found through elementary geometry. If the clay sample is moved 1
mm away from the detector this gives the qc position on the detector 14.2095 mm away
from the beam center. Moving the sample 1 mm closer to the detector gives 14.0741 mm.
Through linearity of the qc values this gives an interval of 0.5537 to 0.5485 Å−1 in which
the dry peak should be found. Giving an uncertainty of ±0.0026 Å−1. Since there is a
slight difference between the NiFh measured here and the NiFh used as a reference (x in
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(2.1) is 0.5 here, while 0.6 in the measurement used as reference [2]) there is possible that
this is the wrong approach to correcting the measurement.

5.2 Experiment No.1: CO2 adsorption in NiFh at increas-
ing pressure, on a long time scale

After drying the sample for an hour under constant vacuum of 5.9·10−2 mbar at 363 K,
the Bragg peak moved to the qc = 0.5493 Å−1 position, within the uncertainty, and corre-
sponding with d = 11.439 Å. After 20 more minutes there was no changes in the diffrac-
tion pattern. This is the maximum temperature when the circulator is running. The sample
was deemed to be sufficiently dehydrated. When the sample was exposed to carbon diox-
ide at 2.0 and 4.0 bars. The peak moves slightly, as can be seen in figure 4.6, lowering the
q value. This corresponds to a larger interlayer distance. The peaks width also increases.
This is consistent with what to expect when clay first adsorbs CO2. Some is taken up,
but not enough to get a complete layer of carbon dioxide consistently between layers of
the clay. Before the pressure was raised to 6.0 bars the plastic box was placed around the
capillary. The box has a kapton covered window between the sample and the detector.
This coincided with the sudden drop in intensity between 4.0 and 6.0 bars and is therefore
the most probable explanation, since the peak does not appear to move. The kapton tape
fell of sometime before the pressure stage of 12 bar. This makes the measurements of the
intensity and FWHM unreliable and are therefore not included in the results.

The sample was held at each steps from 0 to 8 bars for one hour each. This is due to earlier
more heuristic measurement, not included here, neither the peak or shape of the integrated
curve was not expected to change a lot. Form figure 4.4, 4.6 it is clear that the peak moves,
but very gradually.

This gradual movement of the peak continues nearly linearly, until the pressure was in-
creased from 15 bars to 19.9. When the peak shifts by quite a lot. Suggesting intercalation
of CO2. Before this the peak had developed a slight shoulder at 11 bars increasing until
it was quite pronounced at 15 bars. Indicating that the clay adsorbs carbon dioxide. This
fits with the FWHM, figure 4.8, which grows from 13.5 bars to 15 bars and further for
20 bars, as well the intensity, figure 4.7, at the peak decreases for those same values. The
peak does not move any further when increasing from 19.9 bars to 39.5, but the intensity
increases and FWHM decreases, as more CO2 intercalates.

It is not possible to determine the point at which the pressure is high enough to facilitate
intercalation, but from the shoulder developing at 13-15 bar it seems reasonable to assume
that it should be close to 15 bars. The temperature was approximately constant for the
entire measurement series, while the pressure was controlled accurately over small steps.
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5.3 Experiment No.2: CO2 adsorption in NiFh at increas-
ing pressure, on a short time scale

Here basically the same experiment was performed as in experiment No.1, but here over a
much smaller time scale and several additional pressure levels. Since there is a temporal
component to the intercalation this is not an ideal method to find the point at which the
pressure is high enough for intercalation. It can however give an indication of what hap-
pens at different stages, and help planing further experiments.

The experiment starts at vacuum of 6.0·10−3 mbar and peak position of qc = 0.547 Å−1

and d-spacing of 11.487 Å. The first two pressure stages were held at 10 minutes. During
the experiment it was determined that with this short amount of time it was difficult to
analyze the diffraction images created, make sure that there wasn’t a gas leak and increase
the pressure to the next step correctly. Therefore the steps were increased to 15 minutes.
As one can see, in figure 4.12, the peak moves steadily towards the left with the increasing
pressure. With intensity lowering, 4.14, and and FWHM, figure 4.15 increasing. Both as
expected when CO2 is adsorbed. This trend continues until the intensity suddenly drops
at 11.5 bars. At the same time the FWHM increases, but the peak position, figure 4.13,
does not move noticeably. Form there the peak gradually moves towards the left and de-
velops a shoulder and finally shifts at 16.5 bar. Where the qc position suddenly moves
with larger steps, the intensity goes down and the FWHM increases. This trend continues
until 18 bars. Where the intensity at the peak increases and the width decreases. The peak
moves further and seems to hit a plateau at 20 bar with qc = 0.513 Å−1 corresponding to
d = 12.248 Å.

From these results the pressure point at which the CO2 intercalates in NiFh is around 16.5
bar. There might also be something happening around 11.5 bar which could be worth
investigating with a longer time frame as the adsorption can take some time (2.2). Which
this experiment was not designed to take into account. We can also see that the system is
capable of increasing pressure in small incremental steps.

Comparing the results from experiment 1 and 2 with other experiments conducted on
NiFh the intercalation happens much faster than for NiFh with x = 0.5 than compared
to x = 0.6 in (2.1). They also have different producers the NiFh tested here is produced
by Josef Breu at Institut für Anorganische Chemie der Universität Regensburg(Institute for
inorganic chemistry at Regensburg university)[7] while the other was produced by Corn-
ing Inc. Where with x = 0.6 the intercalation takes between 8 and 14 hours [34] at 253.15
K and 20 bars of CO2, while here the intercalation happens almost instantaneously and
and at much higher temperature and lower pressure.
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5.4 Experiment No. 3: CO2 adsorption in NiFh at con-
stant pressure and decreasing temperature, on a short
time scale.

This experiment is designed to use the temperature control to find at which temperature
the carbon dioxide intercalates for different pressures. For the first test the temperature
decreased too rapidly, as well as there being some irregularities with the pressure, as can
be seen far to the left in figure 4.28. The results is still included as it gives an indication of
how sensitive the intercalation is to temperature.

The sample is reheated under pressure, 14 bar, therefore the clay is not entirely free of CO2

and the peak does not move to the dry position. The temperature is decreased slower than
the previous measurement series. Here the peak moves at 296 K. After almost 20 minutes
at that 296 K. This indicates at least that time does have factor in the intercalation and for
a proper experiment the sample should spend more then 20 minutes at each step.

For 12 ,10 and 8 bars the same procedure was followed and the peak shifted at 292.3 K,
286.6 K and 285.6 K respectively. For a more accurate measurement the experiment must
be done over a longer time perhaps an hour, or more at each step and starting with dry clay
at vacuum. Even though these results are not particularly robust, they do give a starting
point for further experiments and works as a proof of principle.

5.5 Drying
All of the above measurements have to a certain degree assumed that the samples were dry
when the measurements began. I will therefore take a closer look at the drying process.

The Bragg peak from the one molecule water layer in NiFh should be at 0.457 Å−1 [2]
corresponding to an interlayer distance of 13.749 Å. This is not far of from the measured
q= 0.451 Å−1 and 13.924 Å and even closer when adjusting the peak according to the
dry peak, giving a d-spacing of 13.779 Å. The During drying the peak shifts outwards and
the diffraction ring becomes broader. This can be seen in figure 4.29c. In its spectrum,
figure 4.30b, the peak has developed a shoulder on the right side. These on either side of
the peak is usually a sign of transition from one state to another. After 20 minutes or so
the broad circle is clearly separated into two circles 4.29c. This can also be seen in the
spectrum in figure 4.30c. After 40 minutes of drying the 1 WL peak is gone and there is
a peak at q= 0.5461 Å−1 giving an interlayer distance of 11.5061 Å. This is 0.1048 Å
away from the dry peak measured in [2]. The peak is still quite broad after 40 min. This
indicates that there is could still be some water left in the sample. This could be removed
with further drying, but there might be some complications in connection with prolonged
drying as the epoxy adhesive is quite close to the heating source. Increasing the heat by
adding another heating element is also an option, if the glue is heat resistant. However
the heat should not go higher then 423 K since this might affect the charge density and
swelling of the clay[41]. The heat might also contribute to the broadness of the peak due
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to the Debye-Waller factor, this should however disappear with lower temperature on the
plate.

Another solution could be to dry the sample outside of the X-ray chamber using for exam-
ple swagelok quickconnects, which allows us to dry the sample under vacuum and transfer
them to the gas connection without much air entering the sample. These components were
ordered but did not arrive in time for them to be tested.

5.6 Limitations
The X-ray home station has limitations connected to both the X-ray source and the detec-
tor. The relative low intensity of the beam makes it necessary to expose the detector for at
least 1 minute to get an image with a good enough signal to noise ratio to be able to use.
This means that any development that takes place over a shorter scale than 1 minute would
not be possible to investigate.

The detector limits the measurements through the pixel, energy and temporal resolution.
Due to the in-house detectors low angular resolution the peaks are only about 10-16 pixels
broad. This gives some uncertainty to the measurements and makes it necessary to use
curve fitting in order to properly characterize the peaks. The detector also has a maximal
count rate of 2·106 X-ray/sec for each pixel, the dynamic range of 20 bits, able to show
values from 0 to 1048575, and a frame rate of 20 Hz.

Experiments requiring a higher resolution than what the home laboratory is able to provide
can be done at a synchrotron. Here the intensity is up to 1000 times higher and emitted in
pulses of nano seconds enabling time resolved studies. Larger detectors allow for greater
angular resolution as well as a wider range of angles possible to investigate.

It is hard to measure the temperature of the sample correctly. Even tough we measure the
temperature at the surface which the capillary is in contact with, this is not a guarantee
the the clay inside the capillary has the same temperature. More on this in the Further
Development section.

During cooling the humidity inside the X-ray chamber will cause ice to form on the copper
and eventually either on the capillary or in the way of the X-rays obstructing the diffrac-
tion image. Two viable solutions to this was tried. The first was taping shut as much as
possible of the holes to the chamber and before closing it placing a large container with
silica gel inside the chamber bringing the humidity down to about 5%. This works for a
couple of hours, before the humidity rises again and it becomes necessary to add more
silica gel. The other solution can be preformed in parallel with the silica gel and is adding
a small N2 stream along the capillary. This also keeps ice from forming on the capillary,
but has the downside of raising the temperature by a couple of degrees.

Depending on the position of the arm inside the X-ray chamber one of the heating element
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Figure 5.1: Frost developing on the plate and covering the sample capillary.

may be in the way of the Debye Scherrer cone from the clay, this is currently prevented
by removing the heating element behind the extruding part of the copper plate. This could
easily be avoided if the extruding part was a little higher, or the groove, in which the
heating element is placed, was deeper. In the images in figure 4.29 the lower half of the
images is clearly darker then the upper half. This can be explained by that the air scattering
is blocked by the platform copper plate. The impact of this on the measured intensity is
minimal for shorter lengths, but can be noticeable for longer exposure times with a weakly
scattering sample. This can be corrected for by subtracting the background by measuring
without a sample and the platform at the same position. This could be hard to do since the
platform is manually controlled, but should be possible.

5.6.1 Sample cell

Compared to earlier experiments there were a noticeable increase in gas leaks. These ear-
lier experiments were preformed with the same procedure for sealing the capillaries to the
gas system as in the experiment described here. The two most likely explanations for this
is that the epoxy glue was not properly mixed, or that because the capillaries were short-
ened the glue is much closer to the heat source and the heat weakened the glue. The last
explanation seems the most likely since I was not the only person with this problem. The
strength of the glue drops to about 15% of its original strength at 353 K. This can problem
can be mitigated by using longer capillaries. This in turn means that the sample holder
must be moved further inside the X-ray chamber. There is room for this but this might
limit the movement of the arm inside the X-ray chamber. Moving the sample cell further
inside the X-ray chamber also makes it possible to use whole capillaries instead of short-
ened ones. This will make it possible to change from glass to quartz capillaries and make
the burst pressure/pressure rating of the system higher. This goes for whole capillaries in
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general.

Other sample cells used for in-situ XRD measurements are often a a open ended glass,
quartz or sapphire capillary fastened in both ends with the possibility of a gas flow through
the system [5, 10, 28]. These sample cells are capable of doing experiments up to 100
bars for quartz [28] and 300 for sapphire. Which is sufficient for studying adsorption of
super-critical CO2 which enters this state at about 304 K and 73 bar [6]. At super-critical
state CO2 can be adsorbed at even higher temperatures and pressures more relevant for
petroleum reservoirs and geological CO2 sequestration conditions[32]. It is possible to
adapt the system to this kind of sample cell by placing the cylinder containing the clay on
the copper plate.

5.7 Further development
The sample cell and method used in the experiments works well, but could still be de-
veloped further. As mentioned the sample holder can be moved further inside the X-ray
chamber to allow for a larger distance between the heat source and the glue and some
pressure test to determine the burst pressure of the cell.

For more efficient heating a third heating element could be placed on the copper plate.
In addition to this a metal clamp could be placed over the elements leading more of the
radiating heat into the copper plate.

The setup reached its desired cooling temperature and could probably be made to reach
even lower temperatures if so desired. This could be done using a more efficient circu-
lation cooler and/or a third Peltier-element in the peltier stack. As is it is not possible to
add a third element, due to lack of space between copper plate and the glass capillary held
perpendicular by the goniometer head.

The system currently requires wires to be the connected and disconnected when moving
from cooling to heating and vice versa. This makes room for human flaw and takes more
time learning to use it. This can be resolved either through the use of a third power sup-
ply. One for heating, a second for measuring and a third for cooling. A simpler solution
would be to use an electronic switch for controlling the current passing through the either
the heating-elements or the Peltier-elements. The pressure control and valves could also
be automated, but an electronic valve was unavailable and too expensive given the project
funds. The pressure pump can be automated making increasing or lowering the pressure
possible without supervision. This among others will make it easier doing measurements
over a long time scale.

Several alterations could be done to the Labview code. First of all some of the function-
s/squares could be made into VI modules for a more streamlined code. This will make it
easier to modify later if the need arises.
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As is, the temperate control works well and is able to keep a sample at a given temper-
ature between 253 K and 399 K for longer periods of time. To study the intercalation
dependency on temperature it would be useful to be able to create a temperature ramp
function. This is currently possible to do manually within the range of approximately -268
to 398 K. Where the circulator alone is responsible for the cooling. The Peltier-elements
have different output at certain temperature which does not scale linearly and can therefore
not be reliably controlled over a range of temperatures. This can be remedied through a
gain-schedule. Through a gain-schedule a non-linear system can be broken into several
intervals where the system can be approximately controlled through different linear con-
trollers. Each with a different PID-gains.

The system is currently measuring temperature two ways. First through a thermocouple
inside the extruding part of the copper plate, and the second through a thermocouple in
contact with the surface of the extruding part of the copper plate. The latter must be
manually placed in contact with the plate and has a tendency to move when the plastic box
is placed above. This creates an uncertainty in the measurement. There is also the fact
that we wish to measure the temperature inside the capillary. A solution to this would be
to do a measurement both inside the copper plate and inside a glass capillary in contact
with the copper. Then create a mapping function for the entire range of temperatures the
system can produce. With a detector with a wider range of angles NaCl could be used as
a reference. Where the Bragg peaks dependence on temperature is known [39]. It might
also be possible to place a thin thermocouple inside the glass capillary, entering the closed
end of the T-connection the sample is mounted on, and measure temperature in-situ. With
the variable length of the capillary this is hard to do consistently. Another argument for
moving the sample holder further away from the copper plate.
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Chapter 6
Conclusion

The experiments indicates that CO2 intercalates at around 16.5 bar for NiFh at 300 K.
In addition to this we have preliminary results that CO2 intercalates at 296.0 K, 292.3K,
286.6 K and 285.6 K for 14 bar, 12 bar, 10 bar and 8 bar respectively.

While none of the experiments gave any conclusive results, they do however show that the
designed setup is capable of keeping the sample at constant temperature between 253 and
398 K while doing long term XRD measurements. It is also able to control the pressure
within the sample with a high degree of accuracy. Making it possible to preform experi-
ments with incremental pressure steps. The same goes for incremental temperature steps.
While currently not covering the entire temperature range it should be possible to do from
268 K to 399 K. However due to a high occurrence of gas leaks from the sample cell it is
recommended that the sample holder is placed further away from the heated copper plate.
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Appendix A
Appendix

Code used in the analysis of the measurement data.

d e f f i nd_measu rmen t ( f ) : # Find where measurements s t a r t i n a long f i l e .
a = [ ]
f o r l i n e i n f :

i f l i n e == ’ \ n ’ :
p r i n t ( " found an end of l i n e " )
p r i n t ( l i n e )
p r i n t ( l i n e +1)
a . append ( f )

r e t u r n a

d e f q tod ( q ) : # c o n v e r t from w a v e v e c t o r t o i n t e r l a y e r d i s t a n c e
d = [ ]
f o r i i n q :

d . append ( ( 2 * np . p i ) / i )

r e t u r n d

d e f d a t a f r o m f i l e ( m e a s u r e m e n t _ f i l e ) : # r e a d t a k e i n f i l e and r e t u r n s d a t a
t i m e s = [ ]
t imes t amp = [ ]
p r e s s u r e = [ ]
t e m p e r a t u r e 0 = [ ]
t e m p e r a t u r e 1 = [ ]
p o s i s i o n = [ ]
measurment_pos = [ ]
measurment_number =0
f o r i i n f :

t r y :
i f i != ’ \ n ’ and i !=" Time Tempera tu r e P r e s s u r e \ n " :

a= d a t e t i m e . s t r p t i m e ( i [ 0 : 1 9 ] , " % d.%m.%Y %H:%M:%S " )
t imes t amp . append ( a )
#b= i [ : 1 8 ]
b= f l o a t ( i [ 2 0 : 3 0 ] . r e p l a c e ( ’ , ’ , ’ . ’ ) )
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t e m p e r a t u r e 0 . append ( b )
# p r i n t ( b )
c= f l o a t ( i [ 3 1 : 3 9 ] . r e p l a c e ( ’ , ’ , ’ . ’ ) )
p r e s s u r e . append ( c )
d= f l o a t ( i [ 4 0 : ] . r e p l a c e ( ’ , ’ , ’ . ’ ) )
d=d+273

t e m p e r a t u r e 1 . append ( d )
measurment_number=measurment_number +1

i f i =="Time Tempera tu r e P r e s s u r e \ n " :
measurment_pos . append ( measurment_number )

e x c e p t V a l u e E r r o r :
p r i n t ( i )
p r i n t ( measurment_number )

t 0 = t ime . mktime ( t imes t amp [ 0 ] . t i m e t u p l e ( ) )
f o r i i n ( t imes t amp ) : # C o n v e r t s t i m e s t a m p s i n t o s e c o n d s from

# s t a r t o f measurement .
noe= t ime . mktime ( i . t i m e t u p l e ()) − t 0
t i m e s . append ( noe )

r e t u r n t imes tamp , t imes , p r e s s u r e , t e m p e r a t u r e 0 , t e m p e r a t u r e 1

d e f t i m e s t a m p _ f r o m _ f o l d e r ( f i l e ) : # e x t r a c t s t i m e s t a m p s and names of t i f f i l e s
# from f i l e c r e a t e d from t h e comand " l s − l c > t imes t amp . t x t "

t imes t amp = [ ]
f i l e n a m e = [ ]
f o r i i n f i l e :

i = i . r e p l a c e ( " \ n " , " " ) ;
i f l e n ( i ) >42 :

t e m p s t r i n g = i [ 3 4 : 3 6 ] + i [ 3 0 : 3 3 ] + " 2 0 1 9 " + i [ 3 7 : 4 2 ] + " : 0 0 "

i f i . e n d s w i t h ( " t i f " ) :
t imes t amp . append ( ( d a t e t i m e . s t r p t i m e ( t e m p s t r i n g ,"% d%b%Y%H:%M:%S " ) ) )
f i l e n a m e . append ( i [ 4 3 : ] )

r e t u r n f i l e n a m e , t imes t amp

d e f s u m _ t i f _ i m a g e s ( f i l e n a m e , a , b , t i f _ p a t h ) : # adds t i f −images from
# number a t o number b i n t h e s e r i e s .

sumdat = np . empty ( [ 4 0 7 , 4 8 7 ] )
l e n g t h =b−a
f o r i i n r a n g e ( l e n g t h ) :

im=Image . open ( t i f _ p a t h + f i l e n a m e [ i ] )
imda t = np . a r r a y ( im )
sumdat = sumdat + imda t

# S c a l i n g i n t e n s i t y
s c a l e _ a r = ( 1 / l e n g t h ) * ( sumdat )
s c a l e i m = Image . f r o m a r r a y ( s c a l e _ a r )
tempname =" sum_images " + f i l e n a m e [ a ] [ 0 : 1 0 ] \
+ f i l e n a m e [ a ] [ 1 6 : 2 0 ] + "−" + f i l e n a m e [ b ] [ 1 6 : 2 0 ]
s c a l e i m . save ( tempname + ’ . t i f ’ )
name=tempname + ’ . t i f ’
r e t u r n name

d e f a d d _ t i f _ i m a g e s ( f i l e n a m e 1 , f i l e n a m e 2 , t i f _ p a t h ) : # adds two t i f −images
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sumdat = np . empty ( [ 4 0 7 , 4 8 7 ] )

im=Image . open ( t i f _ p a t h + f i l e n a m e 1 )
imda t = np . a r r a y ( im )
sumdat = sumdat + imda t
im=Image . open ( t i f _ p a t h + f i l e n a m e 2 )
imda t = np . a r r a y ( im )
sumdat = sumdat + imda t

s c a l e _ a r = ( 1 / 2 ) * ( sumdat )
s c a l e i m = Image . f r o m a r r a y ( s c a l e _ a r )
tempname =" sum_images " + f i l e n a m e 1 [ 0 : 1 0 ] + f i l e n a m e 1 [ 1 6 : 2 0 ] + "−" + f i l e n a m e 2 [ 1 6 : 2 0 ]
name=tempname + ’ . t i f ’
s c a l e i m . save ( name )
r e t u r n name

d e f t i m e _ p o s i t i o n ( t i f _ t i m e s t a m p , a c q u i s i t i o n _ t i m e , measurement_ t imes tamp ) :
# g i v e s t ime p o s i t i o n o f s t a r t and end of a a c q u i s i t i o n
# match ing t h e t ime measured wi th l a b v i e w

b= b i s e c t _ l e f t ( measurement_ t imes tamp , t i f _ t i m e s t a m p )
a= b i s e c t _ l e f t ( measurement_ t imes tamp , \
t i f _ t i m e s t a m p−t i m e d e l t a ( s e c o n d s = a c q u i s i t i o n _ t i m e ) )
r e t u r n a , b # r e t u r n s p o s i t i o n i n measurment f i l e .

# from b e g i n n i n g t o end of t h e measurment .

c l a s s image :
d e f _ _ i n i t _ _ ( s e l f , name , name_dat , t imes tamp , a_t ime ,
m e a s u r e m e n t f i l e , I q _ f i l e , d a t _ p a t h , t i f _ p a t h ) :

s e l f . name = name
s e l f . t imes t amp = t imes t amp
s e l f . a _ t ime = a _ t ime *( b−a )
d a t a = d a t a f r o m f i l e ( m e a s u r e m e n t f i l e )
s e l f . a , s e l f . b= t i m e _ p o s i t i o n ( t imes tamp , a_t ime , d a t a [ 0 ] )
s e l f . temp0= d a t a [ 3 ] [ s e l f . a : s e l f . b ]
s e l f . p r e s = d a t a [ 2 ] [ s e l f . a : s e l f . b ]
s e l f . I , s e l f . q= I _ q _ f r o m _ d a t ( d a t f i l e , d a t _ p a t h )

d e f d a t _ f i l e n a m e s ( f i l e n a m e s ) :
# t a k e s i n t h e t i f −f i l e s names and g i v e s o u t a l i s t o f t h e
# d a t . f i l e s c o n e c t e d t o them
names_da t = [ ]
f o r i i n f i l e n a m e s :

names_da t . append ( i [0 : −4]+" _00000 . d a t " )
r e t u r n names_da t

# d e f add_images ( image ) :

d e f I _ q _ f r o m _ d a t ( d a t _ f i l e , d a t _ p a t h ) : # t a k e s i n d a t f i l e and r e t u r n s I and q
q = [ ]
I = [ ]
w i th open ( d a t _ p a t h + d a t _ f i l e ) a s t s v :

f o r l i n e i n csv . r e a d e r ( t s v , d e l i m i t e r = " \ t " ) :
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# a= f l o a t ( i [ 2 0 : 3 0 ] . r e p l a c e ( ’ , ’ , ’ . ’ ) )
a= f l o a t ( l i n e [ 0 ] )
q . append ( a )
b= f l o a t ( l i n e [ 1 ] )
I . append ( b )

r e t u r n I , q
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